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Résumé

Dans cette thèse nous étudions la problématique de l’association dans les réseaux Wi-Fi. Nous

proposons des solutions qui permettent à un contrôleur d’optimiser et de gérer d’une manière

centralisée les opérations d’association et de réassociation. L’association est exprimée sous

forme de problèmes d’optimisations combinatoires. Les modèles proposés tiennent compte

des interférences entre les APs et sont conformes avec la méthode d’accès DCF du standard

IEEE 802.11.

Dans le premier modèle proposé nous avons considéré le cas d’un réseau saturé dans

lequel on suppose que chaque AP dispose en permanence de trames à transmettre. Dans

ce modèle, nous avons supposé que toutes les stations d’un même AP ont des chances de

transmission équivalentes autrement dit le même nombre d’accès au medium. La fonction

objectif proposée offre un bon compromis entre l’amélioration du débit des stations et l’équité.

Les résultats numériques obtenus sur des simulations réalistes ont montré l’efficacité de cette

solution et présentent une amélioration significative des performances du WLAN par rapport

à une association basée sur la valeur du RSSI ou par rapport aux approches existantes.

Par la suite, étant donné que l’hypothèse d’un réseau tout le temps saturé n’est pas très

réaliste, nous avons proposé une solution qui s’appuie sur des mesures réelles telles que les

demandes de débit des stations et les taux d’erreur. Notre solution cherche à équilibrer

la charge entre les APs. Plus précisément, nous cherchons à diminuer la charge de l’AP

le plus chargé dans le WLAN. Pour évaluer cette charge, nous avons proposé un modèle

mathématique qui permet d’estimer le BTF « Busy Time Fraction » d’un AP dans n’importe

quelle configuration (schéma d’association). Ce modèle est basé sur un réseau de Markov.

Le modèle associé au problème d’optimisation permet de proposer la meilleure association.

L’évaluation de cette solution par simulation a montré à quel point notre estimation du BTF

est précise, et a aussi montré sa capacité à équilibrer la charge entre les APs et à satisfaire

la demande en débit des stations.



Pour généraliser cette solution aux nouvelles versions du standard IEEE 802.11 comme

802.11n/ac, nous avons adapté le modèle d’estimation du BTF pour qu’il tienne compte des

nouvelles améliorations apportées par les couches physiques et MAC du Wi-Fi telles que

l’agrégation des canaux, l’agrégation des trames et le bloc d’acquittement. Ainsi, nous avons

proposé une nouvelle métrique qui permet d’exprimer à la fois le BTF d’un AP et les taux

d’agrégation de trames de chacune de ces stations. L’évaluation numérique de cette solution

a montré l’avantage de la nouvelle métrique par rapport au BTF pour améliorer le débit des

stations et l’équilibrage de charge dans le WLAN.

Il est à noter que, pour la résolution des problèmes d’optimisation combinatoire formulés

dans cette thèse, nous avons utilisé des heuristiques de recherche locale itérative. Ces heuris-

tiques sont basées sur une même structure de voisinage, mais les procédures de recherches sont

différentes selon la fonction objectif de chaque modèle. Ce choix est justifié par l’efficacité

de la recherche locale à fournir des solutions acceptables dans un temps raisonnable pour des

problèmes d’optimisation combinatoire complexes.



Abstract

In this thesis we study the problem of association in Wi-Fi networks. We propose solutions

that allow a controller to optimize and manage in a centralized way the operations of asso-

ciation and reassociation. Association is expressed as combinatorial optimization problems.

The proposed models consider interference between APs and are compliant with the DCF

access method of the IEEE 802.11 standard.

In the first model proposed we considered the case of a saturated network in which it is

assumed that each AP permanently has frames to transmit. In this model, we have assumed

that all the stations of the same AP have equivalent chances of transmission, ie the same

number of accesses to the medium. The proposed objective function offers a good compromise

between improving station throughput and equity. The numerical results obtained on realistic

simulations have shown the effectiveness of this solution and show a significant improvement in

WLAN performance compared to an association based on the value of the RSSI or compared

to existing approaches.

Subsequently, since the hypothesis of a saturated network all the time is not very realistic,

we have proposed a solution that relies on real measurements such as station throughput

requests and the error rates. Our solution seeks to balance the load between APs. Specifically,

we seek to reduce the load of the most heavily loaded AP in the WLAN. To evaluate this

load, we have proposed a mathematical model that allows to estimate the BTF "Busy Time

Fraction" of an AP in any configuration (association scheme). This model is based on a

Markov network. The model combined with the optimization problem allows to propose the

best association. The evaluation of this solution by simulation has shown how accurate our

BTF estimation, and has also shown its ability to balance the load between APs and satisfy

the station throughput demands.

To generalize this solution to the new versions of the IEEE 802.11 standard such as

802.11n/ac, we adapted the BTF estimation model to take into account the new improvements



made by Wi-Fi on physical and MAC layers such as channel aggregation, frame aggregation

and block acknowledgment. Thus, we have proposed a new metric that allows to express both

the BTF of an AP and the frame aggregation rates of each of its stations. The numerical

evaluation of this solution showed the advantage of the new metric compared to the BTF to

improve the station throughputs and load balancing in the WLAN.

It should be noted that, for the resolution of the combinatorial optimization problems

formulated in this thesis, we used iterative local search heuristics. These heuristics are based

on the same neighborhood structure, but the search procedures are different depending on

the objective function of each model. This choice is justified by the effectiveness of local

research in providing acceptable solutions in a reasonable time for complex combinatorial

optimization problems.



Contents

Contents i

List of Figures iii

List of Tables v

Introduction 1

1 IEEE 802.11 Networks 7

1.1 DCF Access Mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.2 Other access modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.3 IEEE 802.11 evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.4 Features of IEEE 802.11n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.5 Centralized management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.6 Wireless Network Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.7 IEEE 802.11 WLAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.8 Association process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.9 Which AP to choose? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2 Survey on Association Optimization 19

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2 Classification of the solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3 Description of the solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.4 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3 A new Association based Access Fairness 31

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

i



CONTENTS

3.2 Association Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3 Optimization Problem Solving . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.5 Comparison with the time-based fairness approach and discussion . . . . . . . 52

3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4 An Association based on the Channel Busy Time Estimation 57

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2 Association Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.3 Association optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.4 BTF run time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.5 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5 Busy Time Fraction Estimation Approach for High Throughput WiFi Net-

works 79

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.2 Challenges with association in aggregation-based WLANs . . . . . . . . . . . 81

5.3 System model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.4 Association optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.5 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

Conclusion 93

Bibliography 96

ii



List of Figures

1 WLAN network example. (a) Data rates between APs and STAs, (b) Default

association based on RSSI value, overall throughput = 18. (c) Optimized

association to maximize overall throughput, overall throughput = 27. . . . . . 3

1.1 Access in DCF mode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.2 Frame transmission with DCF mode. . . . . . . . . . . . . . . . . . . . . . . . 11

1.3 Two level aggregation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.4 Extended Service Set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.5 Association process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1 Access points and wireless STAs in the network managed by a controller. Dotted lines

represent the possible associations between APs and STAs. . . . . . . . . . . . . . . . . 27

2.2 Centralized association optimization process in the controller. . . . . . . . . . . . . . . 28

3.1 Wireless network with non-orthogonal channels . . . . . . . . . . . . . . . . . 36

3.2 Placement of APs and wireless STAs for one simulation. . . . . . . . . . . . . 46

3.3 All Orthogonal channels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.4 Comparison of the number of STAs per AP and STA throughput for one

simulation sample before (RSSI) and after optimization (Optimized). . . . . . 47

3.5 8 Orthogonal channels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.6 3 Orthogonal channels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.7 Packet size histogram from a trace of the University of Stuttgart. . . . . . . . 50

3.8 Packets with different sizes but with an identical mean for each STA (8 or-

thogonal channels) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.9 Packets with a different average size for each STA (8 orthogonal channels) . . 50

3.10 Overall throughput and Jain’s index for dynamic association optimization . . 51

iii



LIST OF FIGURES

3.11 8 Orthogonal Channels with TCP flows . . . . . . . . . . . . . . . . . . . . . 52

3.12 8 Orthogonal Channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.13 3 Orthogonal Channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.14 Per-AP STA physical rate for AbF and TbF (8 orthogonal channels). . . . . . 54

4.1 Topology with 4 APs and its conflict graph . . . . . . . . . . . . . . . . . . . 64

4.2 4 APs conflict graph and its Markov Network. Formally, the Markov Network

is defined as function of the correlations between random variables. . . . . . . 65

4.3 9 APs Topology and corresponding conflict graphs for each distance. . . . . . 68

4.4 Total and per iteration run time for BTF heuristic in WLAN with 9 APs. . . 68

4.5 WLAN topology at one floor in "ENS de Lyon". The upper number corresponds

to the used channel and the lower number corresponds to the AP number. . . 70

4.6 WLAN random topology. The blue points represent the APs and the red ones

represent the STAs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.7 Simulation vs Model BTF values for APs 4 and 5 in ENS-WLAN . . . . . . . 71

4.8 BTF of the most loaded AP and proportion of unsatisfied STAs according to

the WLAN load for the ENS-WLAN topology. . . . . . . . . . . . . . . . . . 73

4.9 BTF association optimization using random topology with the Real Trace flows. 74

4.10 BTF association optimization using random topology with TCP flows. . . . . 75

4.11 BTF association optimization using random topology with UDP flows and

applied 3 times. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.1 BTF and AR (Aggregation Rate) as function of the input rate. . . . . . . . . 82

5.2 BTF association optimization using the ENS topology with UDP flows . . . . 88

5.3 BTF association optimization using the random topology with UDP flows . . 89

5.4 BTF association optimization using the random topology with TCP flows . . 90

5.5 BTF association optimization using the random topology with trace flows . . 91

iv



List of Tables

2.1 Related work taxonomy with 6 criteria taken into account and described in

Section 2.2. The "X" in the Simulation column means that it is either a house-

made simulator or there is no detail in the paper about its implementation. . 22

2.2 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1 Comparison results between the Local Search Algorithm and Brute Force Al-

gorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.2 Size properties of the transmitted packets in case of variable packet sizes . . . 49

4.1 PHY and MAC characteristics of IEEE 802.11 . . . . . . . . . . . . . . . . . 62

4.2 Comparison of run times between BTF and AbF heuristics . . . . . . . . . . 67



LIST OF TABLES

vi



Introduction

General context

Wireless communications have become the most used means of communication to access the

Internet. We distinguish two types of wireless technologies. The first one is the cellular

wireless network that have evolved through different generations from 2G (GSM) to 4G

(LTE) and 5G. These networks are deployed by telecom operators and ensure a very broad

coverage almost offering a permanent and continuous connection to mobile users. The recent

popularity of smartphones and the increasing demand for multimedia contents have boosted

users’ traffic and their requirements in terms of quality of service, especially throughput and

latency. But, most of the time, the users are charged based on the volume of exchanged data

and an intensive use of the cellular network may become very expensive to the customers.

The second type of wireless technologies is the wireless local area networks (WLANs). It

relies on the deployment of Wi-Fi access points (APs) that are based on the IEEE 802.11

standard. Wi-Fi has been defined to operate on free frequency bands (ISM and U-NII).

These technologies have experienced a rapid and spectacular development. They proposed

transmission rates ranging from 1 Mbps for the first standard defined in 1997 to 7 Gbps

for the latest standard defined in 2016 (including the IEEE 802.11ac amendment). These

transmission ranges coupled to a relative simplicity of installation have quickly attracted

users and operators for its use not only in homes, but also in business and public areas

around the world.

In order to use transmission rates in concordance with the increase of traffic demand,

advanced transmission techniques and channels merge have been recently standardized (IEEE

802.11n [1] and 802.11ac [2]). The high transmission rates offered by these technologies rely

also, in practice, on a densification of APs belonging to the same Wi-Fi network, i.e. with

the same Extended Service Set ID (ESSID). Such a densification aims to ensure an efficient
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INTRODUCTION

coverage of a Wi-Fi network and allows stations (STAs) to have at least an AP in their close

vicinity, which guarantees high transmission rates. This densification is also amplified by the

increase of the number of different Wi-Fi networks (different ESSID or SSID), and a STA

may observe, in its radio range, a large number of Wi-Fi networks [3, 4]. But the increase

of transmission rates and densification are not the only factor that can provide a capacity

growth of the wireless access. Channel spatial reuse and transmission rates cannot increase

unlimitedly and their usage must be consequently optimized.

The recent trend of the Wi-Fi technology market offers a technological framework that

allows such optimizations. Wi-Fi architectures have, for most of the products, a mode where a

controller is in charge of a Wi-Fi network (consisting of a set of APs) in terms of configuration,

management and optimization. This breaks the traditional approach where APs take all their

decisions (association, channel selection, etc.) in an autonomous way. Even if most of the

existing solutions are proprietary, different standards have been proposed to offer common

protocols to support these centralized services, like for instance, CAPWAP [5] standardized

by IETF, and IEEE 802.11v [6]. Furthermore, some propositions suggest to manage Wi-Fi

networks through the SDN paradigm [7].

Thesis statement

Many people think that Wi-Fi is a plug-and-play technology, but it is actually quite complex.

To work optimally, it requires a deep understanding of the underlying technology. Indeed, the

deployment of a large number of APs without a rational design and a dynamic management

of their configuration may lead to very poor performance. The design and management of

Wi-Fi networks are related to the APs placement, channel assignment, power control, the

association of STAs, etc.

Performance of WLANs has been much studied these two last decades. Many works

study the impact, on the performance, of different operations, like for instance, the channel

assignment, the transmission power assignment or the association. The literature mainly

addressed the two firsts problem, even if the association problem begins to be more and more

considered. Indeed, it appears that association has a non negligible impact on the performance

of the WLAN. The association problem can be considered for a given deployment (e.g. for a

2
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given channel allocation) or combined with other design parameters.

The association with an AP is the first step that allows a STA to connect to the WLAN.

Generally, in current Wi-Fi networks, the STA selects the AP with the best signal quality.

The distribution of users among APs of the same Wi-Fi network is then dependent on the

geographical locations of users and radio environment (path-loss, fading/shadowing) and not

on the number of STAs already associated to each AP nor their throughput demands. It

may lead to poor performance for users as they may be attached to the same AP whereas

some other APs are idle [8]. Instead, the controller that manages the network dynamically

can distribute STAs among APs in a centralized manner to optimize a given objective func-

tion, like, for instance, maximizing the overall throughput of the network. To illustrate the

impact that association can have on the STAs and overall network performance, we present

a motivating example illustrated in Figure 1.

(a) Data rate. (b) Default association. (c) Optimized association.

Figure 1: WLAN network example. (a) Data rates between APs and STAs, (b) Default associa-
tion based on RSSI value, overall throughput = 18. (c) Optimized association to maximize overall
throughput, overall throughput = 27.

We consider two APs (AP1 and AP2) and three STAs (STA1, STA2 and STA3). The

two APs use two different/orthogonal channels. The data rates of the wireless links between

each AP and STA are indicated through the dotted lines in Figure 1a.

The default association is illustrated in Figure 1b where each STA connects to its

AP with the highest value of RSSI. It is represented through the hard lines. If the AP has

always packets to send to its STAs, then, in practice, the AP serves their STAs with equal

throughput (as discussed later in this thesis). With this assumption, the throughput of an

AP is equal to the harmonic mean of the data rates of its STAs. For instance, for AP1

the throughput equals 2/(1/24 + 1/12) = 16 and for AP2 the throughput is 2. The overall

throughput for this association is then equal to 16 + 2 = 18.

The optimized association is illustrated in Figure 1c. The association is optimized to

maximize the overall network throughput. The change with regard to the default association

is the STA2 which is associated with AP2 rather than AP1. The throughput for AP1 is then

3
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24 and 2/(1/6 + 1/2) = 3 for AP2. The overall throughput becomes 24 + 3 = 27 leading to

an improvement of 50% in terms of global throughput.

Contributions

In this thesis we study the problem of association in Wi-Fi networks. We propose solutions

that allow a controller to optimize and manage, in a centralized way, the operations of asso-

ciation and reassociation. Association is expressed as combinatorial optimization problems.

The proposed models consider interference between APs and are compliant with the DCF

access method of the IEEE 802.11 standard.

First contribution: the first model considers the case of a saturated network where APs

have always a frame to transmit. In this model, we assumed that all the STAs associated to

the same AP have the same chance/probability of transmission, and thus the same number

of medium accesses in average. The proposed objective function offers a good trade-off

between the overall throughput and fairness. The numerical results obtained with the network

simulator ns-3 have shown the effectiveness of this solution and a significant improvement

of the WLAN performance compared to the default association based on the RSSI but also

with regard to the existing solutions proposed in the literature.

Second contribution: we release the assumption of a saturated network. We have

proposed a solution that relies on real traffic measurements. It is based on traffic demand or

the observed traffic for each STA and the frame error rates. Our solution seeks to balance

the load between APs while verifying the traffic demands. More precisely, the optimization

problem aims to reduce the load of the most heavily loaded AP in the WLAN. To evaluate

this load, we have proposed a mathematical model that estimates the BTF "Busy Time

Fraction" of an AP for any configuration (association scheme). This model is based on a

Markov network. It is combined to an heuristic that explores a subset of solutions and

propose a better (often the best) association. The evaluation of this approach by simulation

has shown the accuracy of our BTF model and thus its capacity to infer the network load for

any association. Also, results of the optimization problem showed its ability to balance the

load between APs and satisfy the STAs’ demand.

Third contribution: to generalize the second contribution to the new versions of the

4
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IEEE 802.11 standard such as 802.11n / ac, we adapted the BTF estimation model to take

into account the new improvements brought by these standards as channel aggregation, frame

aggregation and block acknowledgment. We have proposed a new metric that allows to

express the load through the BTF of an AP and the frame aggregation rate of each STA.

The numerical evaluation of this solution showed the benefit of the new metric compared to

the BTF to improve the STAs throughput and the load balancing in the WLAN.

Fourth contribution: to solve the combinatorial optimization problems formulated in

this thesis, we used iterative local search heuristics. These heuristics are based on the same

neighborhood structure, but the search procedures are different depending on the objective

function of each model. This choice is justified by the effectiveness of local search in providing

acceptable solutions in a reasonable time for complex combinatorial optimization problems.

Manuscript organization

In this manuscript, we present in Chapter 1 the WLANs based on the IEEE 802.11 standard

(Wi-Fi), their mode of operation, their evolution and their main characteristics. We present

a state of the art dealing with association in WLANs in Chapter 2. In this chapter we

establish a classification of existing works according to several criteria. It is followed by a

benchmark of our solutions with regard to these works. In the same chapter, we give the

general description of the network model, the generic assumptions and the notations used in

the different mathematical models.

In Chapter 3, we present our first association model. This model is proposed for a scenario

with a saturated WLAN and where we assume that the numbers of accesses for each STA

associated with the same AP are fair. In Chapter 4, we present our second solution to the

association problem. It considers an unsaturated WLAN. The proposed model is based on

the demands of STAs in terms of throughput. In Chapter 5, we present our model that

generalizes the solution presented in Chapter 4 for the recent versions of Wi-Fi such as IEEE

802.11n/ac.

We conclude in the last chapter: we summarize the main results of this thesis and give

possible extensions of this work.
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The 802.11 standard defines two operating modes: infrastructure and ad-hoc modes. With

the infrastructure mode, a STA must associate with a central node called access point (AP)

to connect to the network. The STA is associated to a single AP and its transmissions are

sent to this AP or received from this AP. Instead, in ad-hoc mode, a STA may transmit

frames to any other node in the same mode and within its transmission range.

In this thesis, we consider only the infrastructure mode. Therefore, in this chapter, we

describe the main features of this mode and its operations.

1.1 DCF Access Mode

The IEEE 802.11 standard proposes the Distributed Coordination Function (DCF) [9]. It is

implemented by each STA and AP to access and share the medium.

This mode is based on the Carrier-Sense Multiple Access with Collision Avoidance (CSMA/

CA) method. CSMA/CA is a Media Access Control (MAC) protocol for wireless networks.

Basically, it consists in verifying the presence of other transmission before transmitting.Thus,

DCF allows frames transmission only when the medium is detected as idle. This reduces the

risk of collision, i.e. the fact that two frame transmissions overlap, probably leading to the

bad reception of one or both frames.

In wireless networks, collision detection is not possible by a transmitter node during its

transmission. To detect a collision, a source node should be able to listen and transmit at the

same time, but the transmission prevents the STA from listening at the same time. Therefore,

with DCF, after the correct reception of a frame, the receiver transmits an acknowledgment

(Ack) back to the sender. If the sender does not receive the Ack after a certain period, called

acknowledgment time out (AckTimeOut), it considers that the frame has not been correctly

received and must retransmit it.

1.1.1 Clear Channel Assessment

For determining whether the medium is idle or not, DCF implements the Clear Channel As-

sessment (CCA) mechanism. It includes two modes: carrier sensing and energy detection. In

carrier sensing, CCA measures the received signal strength for valid 802.11 symbols, whereas

for energy detection the energy level on the medium is measured and compared to a given

threshold. The thresholds for both carrier sense and energy detections are predefined in the
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standard. As an alternative to carrier sensing, the network allocation vector (NAV) is up-

dated with the duration field given in the frame header and used to inform the other nodes

about the time of the current transmission. A NAV with a non null value indicates that there

is no need to sense the channel during this period.

Furthermore, DCF is a time-based system that uses three key sets of time durations, the

slot time, inter-frame space, and the contention window. In the next paragraph, we detail

these different timers.

1.1.2 Slot Time

The slot time is the basic unit of time measure for DCF. This value is different in the

different versions of IEEE 802.11. IEEE 802.11b specifies a slot time of 20μs, while more

recent specifications including IEEE 802.11a/g/n/ac define a shorter slot time of 9μs.

1.1.3 Inter Frame Space

To manage the access to the medium for the STAs, DCF sets up a system of priorities between

the different types of frames. This system relies on an Inter-Frame Spacing (IFS) mechanism

as shown in Figure 1.1. An IFS is a period of inactivity between two successive frames. There

are four types of IFS:

• Short Inter-Frame Spacing (SIFS) is used to separate the different frames transmitted

within the same transmission opportunity, i.e. the consecutive frames sent after a

allowed medium access, for example, between data frames and their Ack or between

different fragments of the same frame.

• DCF Inter-Frame Spacing (DIFS) is the time that a STA must wait, during the medium

access process, before sending a frame in DCF mode. If the medium is continuously

detected idle for DIFS duration, the STA is allowed to transmit. Otherwise, it must

defer its transmission. The value of the DIFS is equal to that of a SIFS plus two slot

times.

• PCF Inter-Frame Spacing (PIFS) is the time that a STA must wait before sending a

frame in PCF mode. This mode is explained below. The value is lower than the DIFS

to favor this mode against DCF.
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• Extended Inter-Frame Spacing (EIFS) is the longest IFS. When a STA receives an

erroneous frame, it must wait during an EIFS when the medium becomes idle. It gives

the opportunity to the intended receiver (of the erroneous frame) to return an Ack.

Indeed, the erroneous frame may be intended to another STA for which the following

Ack is not necessarily received/detected.

To reduce overhead and thereby increase network efficiency, IEEE 802.11n introduces a

new IFS called Reduced Inter-Frame Spacing (RIFS). RIFS may be used in place of SIFS to

separate multiple High Throughput (HT) transmissions from a single transmitter when no

SIFS separated response transmission (like an Ack) is expected from the receiver.

Figure 1.1: Access in DCF mode.

1.1.4 Contention Window

If the medium is sensed busy, the STA has to wait for a free DIFS, then the STA must addi-

tionally wait for a backoff interval (see Figure 1.2). The backoff interval is a number, chosen

randomly in a predefined range called Contention Window (CW). The number represents

the amount of slot times during which the STA must detect the medium idle before it may

attempt to start its transmission. The backoff number decrements each time the medium has

been sensed idle during a time slot. When the backoff expires, i.e. the backoff value is set to

0, the STA can begin its transmission. It is possible for two concurrent STAs to choose the

same backoff interval, which may result in a collision. In case of unicast transmission, CW

is doubled with each retransmission attempt of a frame until a maximum is reached. After

a fixed number of unsuccessful retransmissions, the frame is rejected. In the case where a

frame is transmitted successfully, the CW is set to its minimum initial value.
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Figure 1.2: Frame transmission with DCF mode.

1.2 Other access modes

The 802.11 standard defines other media access methods. The Point Coordination Function

(PCF) mode is a contention-free mode that works by probing STAs and giving them the

opportunity to send information without conflicting with other equipments. PCF mode is

optional and almost never implemented by the manufacturers.

The other access method "Hybrid Coordination Function" (HCF) has been introduced

with 802.11e for QoS requirements. The HCF consists of two channel access methods for

the support of differentiated QoS. One of them is a contention-based channel access method

named Enhanced Distributed Channel Access (EDCA), and the other one is HCF Controlled

Channel Access (HCCA). EDCA is the fundamental and mandatory method of IEEE 802.11e

and delivers traffic based on differentiated Access Categories (ACs). HCCA is optional and

requires centralized polling and scheduling algorithms to allocate the resources.[10].

The wireless mesh networks (IEEE 802.11s) includes an additional access mode called

Mesh Coordination Function (MCF). Mesh STAs shall implement the MCF only. MCF has

both a contention-based channel access and contention free channel access mechanism. The

contention based mechanism is EDCA that is mandatory and the contention free mechanism

is called the MCF Controlled Channel Access (MCCA). MCCA is an optional access method

that allows mesh STAs to access the WM at selected times with lower contention than would

otherwise be possible.

While PCF is optional, HCF has been designed only to support differentiated QoS re-

quirements over IEEE 802.11 WLANs and MCF that is usable only in an MBSS, this thesis

covers only the mandatory DCF access method.
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1.3 IEEE 802.11 evolution

In 1999, Apple launched the first commercial product using this new standard by adding

a Wi-Fi interface in its new computers, called "AirPort". The use of Wi-Fi was quickly

widespread in businesses and homes. In 2005, Wi-Fi shipments reached 100 millions per year

and in 2009, 1 billion Wi-Fi chipsets were sold. It is estimated that more than 27 billion

units will be equipped with a Wi-Fi interface worldwide in 2021 [11]. Wi-Fi is based on the

IEEE 802.11 standards.

The working Group 11 of IEEE (IEEE 802) LAN / MAN Standards Committee have

published the first standard in 1997. This standard (IEEE 802.11) uses the unlicensed 2.4

GHz radio frequency spectrum which is taken from the industrial, scientific and medical

(ISM) band. This first version of Wi-Fi, which uses frequency hopping, allows data transfer

of up to 2 Mbps.

The IEEE working group ratified 802.11a and 802.11b standards in 1999. The 802.11a

standard used the same data link layer protocol and frame format as the original standard.

However, 802.11a added to the physical layer an air interface based on Orthogonal Frequency

Division Multiplexing (OFDM). The 802.11a standard exploits the 5 GHz band that is taken

from the Unlicensed National Information Infrastructure (U-NII) band with a maximum

throughput of 54 Mbps.

The IEEE 802.11b standard that uses at the physical layer the Direct Sequence Spread

Spectrum (DSSS) technique, offers a maximum data rate of 11 Mbps. Due to the cost and

complexity of implementation, most early commercial deployments used the 802.11b standard

which implemented a simpler modulation technique with 22 MHz bandwidth.

The third generation, IEEE 802.11g, was released in 2003. It operated in the 2.4 GHz

frequency band such as IEEE 802.11b, but could also reach a speed of 54 Mbps using the

same OFDM technology as the IEEE 802.11a standard. The 802.11g standard was backwards

compatible with 802.11b hardware. Thus, the transition to this new technology was easy

because the user could keep some of his equipment during the transition to new standards.

In 2009, amendment 802.11n was published. The IEEE 802.11n standard has introduced

several new approaches to improve WLAN performance. First, at the physical layer, the

802.11n standard has advanced both in terms of data rate (reaching 450 Mbps in the 2.4

GHz band) and reliability by using more antennas and multiple data streams. Multiple
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Input Multiple Output (MIMO) technology uses multipath propagation to send and receive

multiple data signals simultaneously on the same frequency. At the MAC layer, the frame

aggregation mechanism is used so that multiple frames or datagrams are aggregated into a

single frame before transmission. The 802.11n standard supports the 2.4 GHz and 5 GHz

frequency bands and is backward compatible with older 802.11a/b/g technologies.

The IEEE working group has released two amendment of the 802.11ac standard. The

first one in 2014 where a device was capable of transmitting at 1.3 Gbps, while the second

amendment in 2015 was announcing an incredible rate of 3.4 Gbps. 802.11ac devices achieve

nearly eight times the speed of 802.11n by leveraging beamforming technology to increase the

number of MIMO streams and increase the channel bandwidth through optimized OFDM

modulation (up to QAM 256). The 802.11ac standard only supports 5 GHz frequency bands,

so, is backward compatible with previous 802.11a/n versions.

802.11n/ac standards are revolutionary departures for WiFi. The IEEE 802.11n/ac have

introduced several new approaches to improve WLAN performance. Conceptually, 802.11ac is

an evolution from 802.11n. To improve efficiency and increase speed, many of the techniques,

either for the physical layer or the MAC layer, used in 802.11ac are taken from 802.11n and

improve them to a new level, except with one exception. Rather than using MIMO only to

increase the number of data streams sent to a single client, 802.11ac is pioneering a multi-user

form of MIMO that enables an AP to send to multiple STAs at the same time.

In the next section, we will detail more specifically the new features of IEEE 802.11n

standard. It is important to describe these features and discuss them, as our models, which

will be presented in the following sections, are based on its behavior.

1.4 Features of IEEE 802.11n

At the physical layer, a 802.11n STA can be equipped with multiple antennas and MIMO is

used to increase data rates and reliability by transmitting multiple spatial streams simultane-

ously or by exploiting the spatial diversity. In addition, the maximum coding rate is increased

from 3/4 to 5/6 and a short guard interval (400 ns) between orthogonal frequency division

multiplexing (OFDM) symbols is introduced to improve spectral efficiency, and therefore the

maximum physical flows. In addition, a wider channel link is applied to further enhance

data rate by combining contiguous and non-overlapping 20 MHz channels (40 MHz channel
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for 802.11n and 80 - 160 MHz form 802.11ac). The combination of the spatial streams, the

modulation type and the coding rate are represented by a Modulation and Coding Scheme

index (MCS). Coupled to the channel width and the guard interval length, different data

rates are then possible for transmitting the frames.

Figure 1.3: Two level aggregation.

At the MAC layer, two aggregation mechanisms have been proposed (see Figure 1.3). Ag-

gregate MAC Service Data Unit (A-MSDU) is an aggregation of several SDUs (Service Data

Units, typically IP packets) with one common MAC header. Aggregate MAC Protocol Data

Unit (A-MPDU) is a scheme where several IEEE 802.11 frames or A-MSDU are aggregated

into a single packet.

We focus on A-MPDU because it is mandatory in the standard and implemented in the

products, whereas A-MSDU is optional [12]. Each A-MPDU aggregated frame is acknowl-

edged by a block ACK frame, in which a bitmap is used to acknowledge the subframes. In

this way, both the MAC overhead (due to the numerous acknowledgments) and the duration

to access the medium (DIFS, SIFS, Back-off, etc.) are reduced with regard to the number

of transmitted bits. Ns-3 simulations with MCS 7 (corresponding to a maximal physical

transmission rate of 150 Mbps) show that a throughput of 42.5 Mbps is attainable with-

out aggregation and 136 Mbps with aggregation. Obviously, aggregation is a prerequisite to

benefit from the physical transmission rate increase offered by the new standards.
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1.5 Centralized management

The control plan of WLAN is responsible for ensuring mobility between APs, coordinating the

selection of channels and associating users, among other tasks. Much of the development of

WLANs has involved refining the control plan. The first WLANs were built from completely

independent access points. The control plan was practically nonexistent. Networks based

on autonomous APs did not automatically select channels and did not always support the

smooth handoff between APs without proprietary solution.

The development of WLAN controllers in recent years has led to a redesign of the way

networks have been built, and the control plans being centralized in new WLANs. In a

typical controller-based deployment, APs have limited functionality without connection to the

controller. Access control and authenticating are handled by the controller, as are the channel

selection and STA association. Centralized control has made WLANs much more important,

and nearly every large-scale WLANs are now built using a controller-based architecture.

1.6 Wireless Network Design

The design of wireless LANs applies to a large number of parameters as the number of

APs and their location, the frequencies/channels to assign, the associations between wireless

STAs and APs, etc. Optimization models and algorithms aim to reduce costs and to improve

performance through a better management of the available resources. Unfortunately, even

with the development of computational technologies and parallel processing, many of these

problems cannot be solved optimally in a reasonable computational time because of their

internal nature or size. Consequently, the challenge is to design algorithms or heuristics

offering a good trade-off between optimality and complexity. A more complete description of

these problems, models, as well as the main optimization tools are provided in [13, 14, 15, 16].

1.7 IEEE 802.11 WLAN

In infrastructure mode each STA associates to an AP. The set formed by the AP and its

associated STAs is called a basic service set (BSS) and constitutes a cell. Each BSS is

identified by a BSSID. In infrastructure mode, the BSSID is the MAC address of the AP.

Several APs may be connected through the distribution system (DS) and form a unique
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Wi-Fi network. It constitutes an extended service set (ESS). The DS can be a wired network

with cables between APs or even a wireless network as illustrated in Figure 1.4.

Figure 1.4: Extended Service Set.

An ESS is identified by an Extended Service Set Identifier (ESSID), which is a 32-character

identifier (in ASCII format) used as the name for the network. The ESSID, often abbreviated

as SSID, is the name of the network ("eduroam" for instance). In some way, it is a first level

of security as the knowledge of the SSID is required for a STA to connect to the ESS.

When a STA moves within the ESS, it is able to associate to a new AP belonging to

the same ESS in order to keep a good link quality. The APs communicate with each other

through the DS in order to exchange information on the STAs and, if necessary, to transmit

the data from the mobile STAs. This feature allowing STAs to "seamlessly pass" from one

AP to another is called handover.

1.8 Association process

The APs are bridges that carry the traffic between mobile STAs and Internet. Before an STA

can send traffic through an ESS, it must be associated with an AP. The association process

is achieved by exchanging a series of 802.11 management frames between the STA and the

selected AP as presented in Figure 1.5.

When a STA enters an ESS, at first, it looks for an AP to associate (point 1 in the

figure). This step is done according to two modes. In the active mode, an STA sends a probe
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Figure 1.5: Association process.

request on each channel to discover 802.11 networks within its radio range. Probe requests

advertise the SSID for which it is configured and supported data rates. The AP receiving the

probe request checks the SSID and supported data rates. If their SSIDs match and they have

compatible data rates, the AP sends a probe response advertising the SSID, supported data

rates, encryption types if required, and other IEEE 802.11 capabilities of the AP. If no SSID

is configured, the STA uses the passive mode. Each AP broadcasts regularly (approximately

every 0.1 seconds) a beacon frame giving information on its BSSID, its characteristics and

possibly its SSID (this latter it may be hidden and not given in the beacon frames). The

STA listening to the different channels and receiving beacon and/or probe response is then

able to list the different BSS, ESS, and their respective characteristics. The STA is thus also

able to evaluate the quality of the signal emitted by the APs on the beacon and/or probe

response frames. Usually, in a company, campus, or in a public area, a STA may reach several

APs belonging to the same ESS and choose the one offering the best signal quality. Indeed,

choosing the better in terms of signal quality leads to a better data rate.

Once the STA determines to which AP it wants to associate to, it sends a low-level 802.11

authentication frame to an AP setting in order to be authenticated (point 2 in the figure).

The AP that receives the authentication request frame will respond to the STA with an

authentication frame configured to open (point 3 in the figure).

If the STA succeeds to authenticate, it sends an association request to that AP (point

4). The association request contains the encryption types if required and other compatible

802.11 capabilities. If the parameters in the association request match the capabilities of

the AP (point 5), the AP creates an Association ID for the STA and responds with an

17



CHAPTER 1. IEEE 802.11 NETWORKS

association response with a success message granting network access to the STA. Now the

STA is successfully associated to the AP and data transfer can begin (point 6).

1.9 Which AP to choose?

Therefore, since in a IEEE 802.11-based infrastructure network, a STA must be associated

with one AP to be allowed to use the network, when several APs are available within its

reception range, one AP must be selected. By default, most of IEEE 802.11 devices use

the received signal strength indicator (RSSI), from the different APs they detect, to choose

the AP to associate with. This approach does not consider the number of already attached

STAs per AP. It does not consider either the impact of the STA data rates on the user

and global throughput. Indeed, STAs using a low data rate occupy the channel longer than

the STAs with a high data rate [17]. High rate STAs may then be significantly penalized

as low and high rate STAs attached to the same AP tend to have the same throughput.

Therefore, the association between STAs and APs is a key step that has an impact on the

user performance as well as on the overall wireless network performance. A survey on the

association optimization in IEEE 802.11 networks is presented in the next chapter.
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2.1 Introduction

In a IEEE 802.11-based infrastructure network, the association with an AP is the first step

that allows a STA to connect to a WLAN. Generally, the STA selects the AP based only

on the highest value of the received signal strength indicator (RSSI) from the different APs

detected. Several works, discussed in this section, claim that the use of the RSSI metric is

not an efficient approach and have proposed different solutions for the association.

In this chapter, we propose a set of criteria to classify the different existing approaches in

Section 2.2. It is followed by a description of the most recent solutions and their classification

in Section 2.3. We describe, in Section 2.4, the network model, common assumptions and the

notations used for the mathematical formulation of the various association solutions proposed

in this thesis.

2.2 Classification of the solutions

In Table 2.1, we present a taxonomy of these solutions according to different criteria:

• saturated / unsaturated (Sat/Uns): saturation is a key parameter to take into

account in the performance study in wireless networks and the association in particular.

Saturated network scenario corresponds to a case where devices (STAs and/or APs)

have always a frame to send. Such an assumption did not take into account real traffic

demands but allows to express the minimum amount of throughput a device can obtain.

An unsaturated scenario corresponds to a case where at least one AP is not saturated.

In this context, we rather consider the request of downlink/uplink throughput for each

STA. Indeed, at given point, there may be some devices that do not have any frame for

transmission. This assumption, allows to consider a more realistic scenario.

• centralized or distributed (Cnt/Dst): the association decision can be done in

a central or distributed way. If the association is distributed in many IEEE 802.11

products, since each STA locally makes its association choice based on the RSSI metric,

the solutions proposed to improve the association are mainly centralized, as shown in

Table 2.1. However, there also exist proposals that aim to improve the association based

on the RSSI value in a distributed way. Some papers also propose both approaches

[18, 19].

20



CHAPTER 2. SURVEY ON ASSOCIATION OPTIMIZATION

• On-line / Off-line (On/Off): in an on-line approach, the association is triggered

upon a new event. With this approach, every time there is a change in the network

(i.e. a STA moves or leaves the network, the network conditions sensed or measured by

the STAs change), the association is reconsidered. On the other hand, in the off-line

approach, the solution is periodically executed from each current association in the

network.

• Access-based / Time-based Fairness (AbF/TbF): most of these papers consider a

specific bandwidth sharing between users. This share has an impact on the throughput

that can be obtained by each STA and is part of the optimization model when such a

model exists. Some solutions assume that the medium share is fair in time (denoted

TbF hereafter), meaning that each STA has the same proportion of times in average.

Solutions based on this assumption aim to improve network performance while ensuring

fairness in terms of service time between STAs on the same access point. It ensures

that each STA obtains a throughput proportional to its physical transmission rate used

for transmissions between the AP and the STA. Other solutions consider that the share

is fair in the number of accesses to the channel (AbF). This guarantees that all STAs

on the same access point receive the same throughput regardless of the used physical

transmission rate. Some solutions consider that the share of the radio medium between

users is driven by QoS requirements (denoted by ’QoS’ in Table 2.1). When considering

downlink traffic in a cell, the fairness (in time or in access) is provided by APs that

apply an appropriate scheduling to send packets to the STAs according to the targeted

fairness model.

• Objective function / Use of a metric (Obj F/Metric): When the solution is

based on an optimization model, the solution seeks to optimize an objective function.

’log’ in Table 2.1 refers to proportional fairness objective function. In these solutions,

the authors look for a proportional fair association by optimizing the sum of logs of

the users’ throughput. ’Max-AP’ refers to minimizing the maximum AP utilization.

’Max-flow’ corresponds to the maximum flow problem. With ’Max-min’, the goal is to

maximize the minimal throughput among all the STAs. When the proposed solution

is distributed, it does not rely on an explicit optimization model. It is rather based on

one (or more) metrics that is used by each STA to select its AP, like, for instance, the
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achieved throughput by each STA, the least loaded AP, the signal quality on the packet

loss rate.

• Downlink / Uplink traffic (Down/Up): in most of the proposed solutions, only

downlink traffic (i.e. traffic sent from APs to STAs) is considered in the association

process because it represents the majority of traffic flows. Other solutions make no

assumption on traffic direction and consider downlink and uplink traffic.

• Simulation / Experimentation (Sim/Exp): most of the proposed solutions are

evaluated by simulation, while a limited number of solutions are evaluated experimen-

tally. In many approaches based on an optimization model, solutions are evaluated

numerically by using a tool that solves optimization problems, such as CVX in [20],

or CPLEX in [21]. In some papers, the designed heuristics are coded and evaluated in

Python or in C. In all these papers, only the model/algorithm is implemented and eval-

uated. The performance evaluation does not consider the behavior of the algorithms

in more realistic networking scenarios taking into account the 802.11 DCF principles:

realistic radio environment, hidden terminals/APs, IP/TCP layers, etc. On the other

hand, only few papers perform realistic simulations, as in [18] where the simulations

are realized with the OMNetpp simulator, with the ns-2 simulator in [22] and the ns-3

simulator in [23]. In the very short list of papers describing real experimentations, we

can mention the work of [24] that uses the NITOS wireless testbed [24] and the ones of

[25, 23] with a homemade testbed.

Paper Sat Uns Cnt Dst On Off AbF TbF Obj F Metric Down Up Sim Exp
[8] X X X X X Max-min X C

[20] X X X X log X X
[21] X X X X log X
[24] X X X X Throughput X X X
[22] X X X X Min load X ns-2
[18] X X X X X X log log X OMNet++
[26] X X X X Max-AP X X
[27] X X X Max-flow X C

[25] X X X QoS signal quality X X Xloss rate
[23] X X X X Max-min X X ns-3 X
[19] X X X X X log X Python
[28] X X X X log X X

[29], [30] X X X Power X X Matlab
[31] X X X Throughput X
[32] X X X X Utility function X X
[33] X X X QoS Delay, Throughput X ns-2
[34] X X X FIFO Utility function X ns-3
[35] X X X X Throughput, Handover X X
[36] X X X FIFO Throughput X Matlab
[37] X X X X SINR X OPNET
[38] X X X X Throughput X X
[39] X X X log X X X X

Table 2.1: Related work taxonomy with 6 criteria taken into account and described in Section 2.2.
The "X" in the Simulation column means that it is either a house-made simulator or there is no detail
in the paper about its implementation.
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2.3 Description of the solutions

In this section, we provide a description of some recent solutions for the association optimiza-

tion problem.

In [8], the authors propose a solution to manage user-AP association by ensuring a max-

min fair bandwidth allocation. This optimal max-min allocation is obtained through load-

balancing techniques. The authors also extend their off-line approach to an on-line solution

that computes the off-line solution each time the time elapsed between two calls to the

optimization algorithm is longer than a given time threshold or when the maximal load

among the access points is greater than an allowed load.

The authors of [20] consider the association problem between users/subscribers of a same

provider and their set-top boxes. Most APs in urban areas share the same upstream Internet

provider. The idea is then to offer a collaborative solution where a user may associate to any

box. The association is solved at the common upstream provider to maximize the provider

network throughput as well as user experience. The solution is centralized and formulated

as a proportional fairness optimization problem.

The authors of [21] address the association problem in multi-rate wireless LANs. They

consider an objective function that achieves overall proportional fairness. This function tries

to maximize the total logarithmic utility function expressed in terms of bandwidth, and to

provide equal channel occupancy time to each user.

The authors of [24] propose a distributed solution. In this solution, a metric, based on

estimation of end user throughput in 802.11 infrastructure networks, is used by each STA.

This metric allows the STA to choose an AP that maximizes throughput on both uplinks and

downlinks. This solution takes into account the effects of contention and interference in the

neighborhood and possible hidden STAs.

To achieve load balancing that guarantees fairness among the STAs, the authors of [22]

have proposed a distributed and self-stabilized association scheme in multi-rate WLANs. The

proposed scheme gradually balances the AP load in a distributed manner. In this approach,

STAs associate to APs according to their load.

The authors of [18] propose an algorithm for the user-AP association to achieve time-based

fairness in multi-rate wireless LANs. The problem is formulated as a non-linear programming

problem with an objective function that maximizes the total users bandwidth utility in the
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whole network. The authors also propose a distributed version of their algorithm, initially

designed in a central way.

In [26], the authors design a distributed algorithm that consider the problem of optimizing

associations in 60-GHz wireless access networks. The objective, in their problem formula-

tion, is to minimize the maximum AP utilization while ensuring balanced and fair resource

allocation.

The authors in [27] have formulated the AP association as a max-flow problem to improve

the overall throughput, fairness, load balancing and also resilience to client mobility. The

proposed distributed model relies on shared local information from multiple APs.

In [25], the author proposes a centralized approach based on fuzzy logic for load balancing.

In this solution, the STAs change of access point based on the load of the access points, the

signal strength received by each STA and QoS parameters such as loss rate and required

deadlines.

Wong et al. [23] propose an AP association that maximizes the minimum user through-

put. The problem is subject to constraints on the user migration cost implying overhead in

handshaking, authentication and data flow management.

In [19] an association control algorithm is proposed to optimize the throughput in wireless

LANs. The authors consider an objective function that maximizes a logarithmic utility

function on the overall throughput. The solution achieves load balancing between APs and

time-based fairness while considering users traffic demand.

In [28], the association optimization is formulated as a proportional fairness problem. It

is solved periodically by a central controller. The solution considers the cost of handovers and

the minimum throughput requirements (e.g. video or best-effort traffic) of each user when

assigning users to APs.

The authors of [29, 30] propose a model to optimally design green wireless LANs. It

consists in minimizing the power consumption of a WLAN, when the load is scarce, by

powering-on a subset of APs and associating STAs to them. The model takes into account

data rates between STAs and APs, users’ mobility, and channel conditions.

To understand and improve the performance of several association control schemes, a

theoretical framework that analyzes association problems in vehicular Wi-Fi networks is

described in [31]. They formulate the association problem as a non-linear integer program

taking into account influence of vehicles’ mobility, available effective bit rate from APs, and
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handover cost. Their offline algorithm is compared to existing online algorithms.

In [32], the problem of AP association in WLAN is formulated through a mixed strategic

game with a utility function that maximizes the throughput. They propose to users to

move from their positions to improve their throughput. Distances traveled to a new AP are

incorporated as a cost in the strategy game.

The authors in [33] propose a solution for differentiated access service selection based on

network applications, which are classified into four types according to their QoS requirements.

Their approach can be used in an on-line or off-line strategy.

In [34] a utility-based strategy is proposed to select the best AP according to the distance,

data rate and delay. These three metrics are normalized between zero and one. Then, an

equal weight is given to each metric within the utility function. The AP with the highest

utility value is selected.

A multi-objective optimization function that maximizes the download user throughput

and minimizes the number of handovers in saturated mode is also proposed in [35].

The authors of [36] propose a centralized approach to improve users’ throughput in dense

WLAN. They use signal-interference-noise-ratio (SINR) between APs and STAs to control

the association. In order to further coordinate interference and increase spatial reuse, an

algorithm is proposed to adjust the clear channel assessment (CCA) threshold of the 802.11

MAC protocol in each AP cell to address the problem of overlapped basic service set that

degrades overall network throughput.

Taking into account the propagation environment, the authors of [37] investigate the im-

pact of the AP deployments and STA association in dense WLAN on the aggregate through-

put.

To maximize the aggregate downlink throughput, Babul et al. propose in [38] a greedy al-

gorithm that jointly deals with the channel assignment and association control while avoiding

interference.

Based on the Markov model to estimate the uplink and downlink throughput of clients,

the authors of [39] propose an on-line AP association algorithm for 802.11n WLANs with het-

erogeneous clients. In this approach, authors seek to improve the overall network throughput

and fairness by using a logarithmic utility function.

In this thesis, we are interested in centralized association solutions based on explicit

optimization models. We have proposed three different models. The first one considers
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WLAN in saturated mode. In the second model, we assume WLAN in unsaturated mode.

We extend the second model to high throughput WLANs (IEEE 802.11n/ac...) in a third

model.

Considering WLANs in saturated mode, many optimization models assume a time-based

fairness between the APs and the STAs [20, 21, 18, 19]. This approach does not correspond

to most of the AP implementation which uses FIFO queues rather than complex scheduling

(necessary for time share). Moreover, to obtain a medium share in time in the whole network,

the IEEE 802.11 DCF mode must be modified. Since the DCF mode of IEEE 802.11 provides

an access-based share of the medium in cell, an access-based fairness model for the medium

share seems more appropriate. Other solutions based on explicit optimization models use

such an access-based fairness scheme. In the first model, we maximize the logarithmic utility

function. Furthermore, in contrast to most of the proportional fairness solutions based on

optimization models (and all considering a time-based fairness medium share), we evaluate

our solution with a network simulator.

In the case of WLANs in unsaturated mode, most of the cited approaches that consider

an unsaturated network do not taken into account the traffic demand in the associations

except in [19]. In this latter, where the fraction of time a STA needs to satisfy its traffic

demand is simply calculated as that demand divided by the link capacity which is a strong

approximation. The motivation of the second model is to design association algorithms able

to adapt to traffic demands. It allows the controller to balance the load according to the

real traffic, alleviate congested AP, and offer bandwidth to STAs that need it. It is based

on measurements available on most of the Wi-Fi products (e.g., busy time, data rates, error

rates, etc.).

2.4 System Model

In this section, we describe the common assumptions used in our different contributions and

the notations used for the mathematical formulation of our centralized association solutions.

We consider an IEEE 802.11 infrastructure based wireless network configured to use the

DCF mode. We can distinguish three different entities within our centralized management

network (see Figure 2.1): a fixed number of APs, the STAs that are assumed to be covered

by the APs, and one or several controller(s). We assume that the channel assignment, power
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Figure 2.1: Access points and wireless STAs in the network managed by a controller. Dotted lines represent
the possible associations between APs and STAs.

setting, and the placement of the APs have already been set and probably optimized during

the deployment of the WLAN. The deployment parameters (e.g. channel) can be changed.

In this case, these changes can trigger new association decisions at the controller.

The set of APs is assumed to belong to the same extended service set (ESS) and is

managed by a WLAN controller. A controller manages the APs, and, in particular, is in

charge of determining the associations between STAs and APs. In the formulation of the

models, we only take into account downlink traffic, from the APs to the STAs, as downlink

traffic is preponderant compared to uplink traffic. The amount of uplink traffic is considered

negligible, or at least not significant, with regard to the downlink traffic [40, 41].

When the STAs initially join the network, they do not know the association decisions

that are going to be made or even the presence of the controller. Therefore, when the asso-

ciation process starts, STAs connect to the APs with the strongest signal. This is the initial

association step, and the association between the STA and AP is not considered completely

established. Therefore, there is no data exchange at this step. Association decisions are then

made by the controller and announced to the STA through the initial association. Once the

decision is received, the STA connects to the AP given by the controller. The controller

decision can be sent to the STA via A control frames.

The controller (see Figure 2.2) implements one of our proposed algorithms to compute

the association. It may be performed at regular interval or at certain events (e.g. ar-

rival/departure of STAs). The application of a new association induces a re-association

cost. The condition for applying a new association may be function of the cost and gain of
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Figure 2.2: Centralized association optimization process in the controller.

the new configuration.

The association optimization is based on measurements made on each AP that allow the

controller to know the performance level of the current association, and on our models that

predict the performance for other association schemes. The controller can periodically collect

from the APs measurements such as:

• the current association,

• for each AP, the APs that are within its sensing range (with which it is in conflict to

access the medium),

• the busy time fraction for each AP,

• for each STA:

– the data rates between APs and the STA,

– the throughput and the average frame size received by the STA from its AP,

– the error rate (or equivalently the probability of success) between the STA and its

AP.

It is worth noting that most of these measurements are already available on most of the

AP products (e.g., Cisco Aironet Series APs).

In our study, data rate refers to the transmission rate at the physical layer. Each IEEE

802.11 standard version has different possible data rates that depend on the used modulation.
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In the same way, in our study, link capacity will refer to the maximum rate theoretically

possible at the application layer. This link capacity can easily be computed from the data

rate taking into account all overheads induced by the networking sublayers.

Table 2.2 summarizes the different notations used throughout this thesis.

Symbol Description
A Set of APs in the network
M Number of APs in the network M = |A|
S Sat of STAs in the network
N Number of wireless STAs in the network N = |S|
Sj Set of STAs associated with AP j

rij Link capacity between AP j and STA i

tij Mean transmission time of one frame from AP j to STA i

Li Mean frame size to be transmitted to STA i

dij Mean throughput obtained by STA i when associated to AP j

Dj Mean outgoing throughput of AP j

Nij Mean number of frames transmitted from AP j to STA i

xij 1 if STA i is associated to AP j, 0 otherwise
sij 1 if AP i is in sensing range of AP j, 0 otherwise
λi Mean number of datagrams transmitted to STA i in one second
Tij Mean time required to transmit one datagram from AP j to STA i

Tij(k) Time required to transmit one frame at backoff stage k from AP j to STA i

T c
ij(k) Time required to consider that the transmission failed at backoff stage k

TBA Duration of the block acknowledgment frame
TBO(k) Mean back-off after k unsuccessful successive transmission attempts

m Maximum number of retransmissions
Rij Link data rate between AP j and STA i

pij Probability of success to transmit one frame between AP j and STA i

qij Probability of transmission failure of at least one frame in an A-MPDU
τ Average MPDU size

τmax Maximum MPDU size

Table 2.2: Notations
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3.1 Introduction

In the previous chapter, we have presented the network model and assumptions that define

the general context of the thesis. For this chapter, we first present the scenario for which we

propose an association solution. We formulate this first model as well as other complementary

assumptions related to this scenario.

In this scenario, we consider a WLAN in saturated mode, i.e., where all APs have always a

frame waiting for transmission. This scenario allows us to evaluate the capacity of the WLAN

in an extreme case and the performance gain obtained by our association optimization in this

particular case.

Our model relies on an access based fairness. We consider that an AP access the medium,

in average, the same number of times to serve each STA associated with it. It is thus different

of the works of the literature where the AP serves each STA during the same amount of time.

Our model is thus more realistic as it corresponds to the current implementation of APs

and to the IEEE 802.11 DCF mode. To solve the formulated problem (being NP-hard), we

propose a local search heuristic. This heuristic has the benefit to be tuned according to time

and CPU constraints of the controller.

The rest of the chapter is organized as follows. In Section 3.2, we present the mathematical

model and the optimization problem when orthogonal and non-orthogonal channels are used.

Then, in Section 3.3, an heuristic is proposed to solve this problem. A performance evaluation

of our solution based on ns-3 simulations is carried out in Section 3.4. Our solution is

compared to the time-based fairness approach in Section 3.5.

3.2 Association Model

3.2.1 Assumptions and Scenario

As we have discussed in chapter 2, most existing association optimization models assume

a time-based fairness between the APs and the STAs, i.e. assume that the time is equally

shared between STAs and APs. This assumption requires to apply an appropriate scheduling

on each AP that must take into account different parameters like the packet sizes and the

physical transmission rates. In practice, APs use very simple scheduling policies like a FIFO

scheduling and the DCF (Distributed Coordination Function) mode of IEEE 802.11 that

provides an access-based share of the medium between APs/STAs. Therefore, considering
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an access-based fairness model for the medium share seems more appropriate. Very few

solutions, based on explicit optimization models, use such an access-based fairness scheme.

This is the case in [8], but the solution aims to minimize the maximal load on all the APs.

In our work, we choose to maximize a logarithmic utility function. Its optimization offers a

good tradeoff between the overall network throughput and the fairness of user throughputs.

We also assume that the amount of data intended to the STAs associated to the same

AP is equal in average, or in a long term period. To this end, we assume that the mean

number of frames transmitted to each STA and the mean frame size are the same for each

STA. Obviously, it will not correspond to reality, but it allows to express the problem with

an equal priority to each STA [24, 42]. This assumption is motivated by different reasons:

• The optimization problem is thus addressed without privileging a STA because it has

more traffic than the others at a given time;

• Internet traffic is quite sporadic and the time scale in terms of dynamics is very likely

smaller than the one of the association problem, which implies that, in average, STAs

may receive the same amount of data;

• The association problem output consists in associating STAs with APs and the goal is

not to directly set/reserve any resource for each STA; consequently, STAs that receive

more traffic still benefit of the statistical multiplexing offered by the Wi-Fi technology.

The objective function that we optimize is based on the mean throughputs between APs

and STAs, denoted dij (i ∈ {1, ..., N} and j ∈ {1, ..., M} where N is the number of STAs and

M the number of APs). By convention, we set dij = 0 if Stai is not associated to APj . This

throughput depends, among others, on the number of STAs associated with the AP, and the

corresponding link capacity. The link capacity rij is defined here as the maximum amount

of data that can be exchanged between APj and Stai in one second. The throughput dij is

the throughput when considering the other STAs and, in one of the proposed models (see

Section 3.2.3), the other interfering APs. In other words, dij takes into account the fact that

the medium is shared whereas rij does not.

We present our optimization problem under two variants. The first approach assumes

that the channels used by the APs are orthogonal, meaning that they can not detect each

other and can transmit at the same time without interfering. It is equivalent to assume that

there are as many orthogonal channels as APs. Then, in the second approach, we consider
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that the number of orthogonal channels is limited. Consequently, APs which use the same

channel and which are in the sensing range of each other share the medium. The formula

that characterizes the throughput between an AP and a STA is refined accordingly.

3.2.2 Orthogonal channels

We assume that all APs use different orthogonal channels, or equivalently the APs using the

same channel are far enough to avoid any interference and signal detection. Therefore, each

AP can be considered as an independent sub-network and the mean aggregate throughput for

the whole Wi-Fi network is the sum of the mean AP throughputs. We begin by computing

the mean overall throughput offered by an AP from which we derive the mean throughput

between this AP and one of its associated STAs.

The mean throughput Dj of APj is defined as the downlink throughput sent by this AP

to the set of its associated STAs:

Dj =
N∑

i=1
dij

It can also be expressed as the ratio between the mean quantity of data transmitted to

all wireless STAs associated to it and the time required for these transmissions:

Dj =

N∑
i=1

NijLixij

N∑
i=1

Nijtijxij

(3.1)

where Nij is the mean number of frames sent from APj to Stai, Li is the mean size of

these frames, xij indicates if Stai is associated to APj (it is equal to 1 if it is true, and 0

otherwise) and tij is the mean time to send a frame from APj to Stai. This time is given by

the ratio between the mean frame size and the link capacity:

tij =
Li

rij
(3.2)

By substituting (3.2) in (3.1), we get:

Dj =

N∑
i=1

NijLixij

N∑
i=1

Nij
Li
rij

xij

(3.3)

As we assume that the mean number of frames transmitted to each STA and the mean
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frame size are identical for each STA, the mean overall throughput of an AP is then given

by:

Dj =

N∑
i=1

xij

N∑
i=1

xij
rij

(3.4)

Also, as we assume that the STAs associated to the same AP receive the same amount of

data in average, then the throughput of the AP is equally shared among its wireless STAs.

Therefore, the mean throughput dij obtained by Stai from its APj becomes:

dij =
Dj

N∑
k=1

xkj

(3.5)

Substituting Dj in (3.5), we get:

dij =
1

N∑
k=1

xkj
rkj

(3.6)

From Equation (3.6), we can easily see that the mean throughput dij of Stai associated

to APj is the same for all STAs associated to this AP, whereas they may experience different

link capacities with this AP.

Our optimization aims to maximize the total downlink throughput for the whole network

while ensuring fairness between wireless STAs. In order to introduce fairness in the objective

function, we use the logarithmic utility function proposed by Kelly in [43]. The association

optimization problem with orthogonal channels can then be formulated as follows:

max
N∑

i=1
log
(

M∑
j=1

dijxij

)

with dij = 1
N∑

k=1

xkj
rkj

1 ≤ i ≤ N, 1 ≤ j ≤ M

(3.7)

subject to
M∑

j=1
xij = 1 1 ≤ i ≤ N,

xij ∈ {0, 1} 1 ≤ i ≤ N, 1 ≤ j ≤ M,

if rij = 0 then xij = 0 1 ≤ i ≤ N, 1 ≤ j ≤ M.

The objective is thus to find the set of association variables xij that maximizes the total
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network throughput while ensuring a certain fairness. The two first constraints are related

to the association variables xij and ensure that a STA is connected to a single AP. The third

constraint aims to guarantee that a wireless STA cannot associate with an AP that is not

within its receiving range.

(a) Simple representation (b) Aggregated representation

Figure 3.1: Wireless network with non-orthogonal channels

3.2.3 Non-orthogonal channels

We propose to refine the model by considering non-orthogonal channels. A certain number

of orthogonal channels are available but their number is limited, so several APs may use the

same channel.

In practice, it is difficult to know the various interference that can undergo a radio signal

in a wireless network. A source of interference can belong to the same Wi-Fi network, e.g.

a nearby AP with the same SSID, part of the same Extended Service Set (ESS), or can be

external such as another wireless network, or any radio source in the same frequency band. As

information on interference and traffic are not easily available and unpredictable for external

sources, we consider only interference that exist between APs of the same ESS.

We assume that the assignment of the channels to the APs has been set. Two APs will

detect transmissions of each other if they use the same channel and are in the carrier sense

range of each other. It leads to a share of the medium, as transmissions can not take place

at the same time or collisions may happen if they transmit at the same time. The two APs

are then in conflict.
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According to the IEEE 802.11 DCF mode, APs in mutual conflict have equivalent op-

portunities to access the medium [44]. Therefore, we assume that the number of accesses to

the medium is equal, in average, between conflicting APs. In Figure 3.1a, we represent three

APs in mutual conflict.

To compute the mean throughput D∗
j of APj in presence of conflicts, we use Equation (3.6)

and adapt it to this context. The throughput of STAs associated to the same AP is seen as

an aggregation, as shown in Figure 3.1b. dij is then replaced by D∗
j . Dj corresponds to the

mean throughput of APj without conflict, therefore rkj (which is the bandwidth obtained

by one STA without conflict) is replaced by Dj . Finally, in this context, the share comes

from the APs in conflict: xkj is replaced by skj that represents the number of APs in conflict

with APj . Note that this adaptation of Equation (3.6) is possible because the opportunity

to access the channel is the same for all APs in mutual conflicts (as the throughput of an AP

is equally shared among its associated STAs in the previous model):

D∗
j =

1
M∑

k=1

skj

Dk

(3.8)

Substituting (3.4) in (3.8), we get :

D∗
j =

1

M∑
k=1

⎛
⎜⎜⎝ skj

N∑
i=1

xik

N∑
i=1

xik
rik

⎞
⎟⎟⎠

(3.9)

As for the case with orthogonal channels, we assume that the AP throughput is equally

shared among the STAs associated with it. Therefore, the mean throughput for a particular

STA is:

d∗
ij =

1
N∑

i′=1
xi′j

· 1

M∑
k=1

⎛
⎜⎜⎝ skj

N∑
i′=1

xi′k

·
N∑

i′=1

xi′k
ri′k

⎞
⎟⎟⎠

(3.10)

The formulation of the association optimization problem in a wireless network with non-

orthogonal channels is given as follows:
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max
N∑

i=1
log
(

M∑
j=1

dijxij

)

with dij = 1
N∑

i′=1
xi′j

· 1

M∑
k=1

⎛
⎜⎜⎝ skj

N∑
i′=1

xi′k

·
N∑

i′=1

xi′k
ri′k

⎞
⎟⎟⎠

(3.11)

subject to
M∑

j=1
xij = 1 1 ≤ i ≤ N,

xij ∈ {0, 1} 1 ≤ i ≤ N, 1 ≤ j ≤ M,

if rij = 0 then xij = 0 1 ≤ i ≤ N, 1 ≤ j ≤ M.

The objective here is to maximize the overall network throughput while ensuring a certain

fairness between the wireless STAs when the APs use non-orthogonal channels. The expres-

sion of the mean throughput between an AP and an associated STA has changed, compared

to the orthogonal channel case, to take into account conflicts between APs. The constraints

are the same as in the orthogonal channel case.

3.3 Optimization Problem Solving

The optimization association problem is formulated, in the previous section, as a centralized

optimization approach based on the use of a logarithmic utility function. The problem is

modeled as a non-linear programming problem with binary decision variables representing

the association of wireless STAs to APs, which is known to be NP-Hard [45].

Most of the studies that deal with optimization of Wi-Fi associations, and that have been

presented in Section 2 [20, 18, 21, 19], use approximation algorithms based on relaxation

to a non-linear convex program. It allows them to apply the rounding process proposed by

Shmoys and Tardos for the generalized assignment problem [46], to provide binary values of

the association variable xij . This often does not allow an exact solution of the problem in a

reasonable computational time.

Instead, to solve our optimization problem, we propose an iterative heuristic based on

the principle of local search, also called descent or iterative improvement. Local search is

an important class of heuristics used to solve combinatorial optimization problems. The key

idea of a local search algorithm is to start from an initial feasible solution and iteratively find,
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at each iteration, a solution called a best neighbor that improves the objective function [47].

Among the existing procedures to choose a better neighbor, two approaches are widely used.

The first one is an exhaustive exploration of the neighborhood to choose the best neighbor.

It is this procedure that we consider in this work. The second approach consists in exploring

partially the neighborhood and choosing the first neighbor that obtains a better objective

function. The search procedure stops when the current solution is better than all its neighbors,

this solution is then a local optimum.

The main benefits of local search lie in its effectiveness (with some type of problems), its

simplicity for actual implementation and its iterative process which can stop the optimization

process at any time to comply with a constraint like the computation time for instance. This

is supported by the fact that the local search algorithms consider only complete feasible

solutions during the search. The proposed algorithm has then the advantage to improve

Wi-Fi associations at each iteration, and can be stopped at any time with a feasible solution.

The time that the system spends in computing a solution can thus be bounded and tuned.

Our iterative local search method is based on two essential elements: a neighborhood

structure and a procedure exploiting this neighborhood. The method can be summarized as

follows:

1. It starts with an initial feasible solution.

2. At each iteration, it chooses, among all the neighbors of the current solution, one of the

solutions that maximizes the objective function. This neighbor becomes the current

solution on which to apply the next iteration.

We present in the two next paragraphs, the notion of neighborhood, and a more detailed

version of the local search algorithm.

3.3.1 Neighborhood structure

Since the search space associated with a combinatorial optimization problem is often non-

enumerable in a reasonable time, the local search defines a neighborhood relationship that

connects certain solutions to each other. At each step, the algorithm searches for a better

solution in the neighborhood of the current one.

Therefore, for our optimization problem we define a neighborhood structure that consists

of changing the association of a single STA in the current solution.
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Let X(X = (xij)1≤i≤N,1≤j≤M ) be a feasible solution of the optimization problem. X is a

N × M matrix (we remind that N is the number of STAs and M the number of APs). Its

terms xi,j correspond to the association variables of the optimization problem.

X =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1,1 · · · x1,j · · · x1,j′ · · · x1,M

x2,1 · · · x2,j · · · x2,j′ · · · x2,M

...
. . .

...
. . .

...
. . .

...

0 · · · 1 · · · 0 · · · 0
...

. . .
...

. . .
...

. . .
...

xN,1 · · · xN,j · · · xN,j′ · · · xN,M

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

X being a feasible solution, constraints (3.7) and (3.11) of the optimization problem hold:

all variables xij in a line are equal to 0 except one equal to 1, and xij = 0 if rij = 0.

The neighborhood N (X) of a feasible solution X is the set N (X) = {X1, X2, ..., Xe, ..., XL(X)}.

It is composed of all the feasible solutions where only a single STA has changed of AP com-

pared to the solution X. Basically, a neighbor Xe is then equal to X except that two elements

have been permuted in a same line. These two elements are chosen in such a way that they

respect the constraints. Formally, let X = (xij)i,j be a feasible solution. A n × m matrix

Xe = (xe
ij)i,j belongs to N (X) if and only if ∃(l, p) ∈ {1, .., M}2, l �= p, and k ∈ {1, .., N}

such that:

• xkl = xe
kp = 1,

• xkp = xe
kl = 0,

• rkp > 0,

• xij = xe
ij ∀(i, j) �= (k, p), ∀(i, j) �= (k, l).

For instance, a neighbor of the matrix X (given above) can be:

Xe =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1,1 · · · x1,j · · · x1,j′ · · · x1,M

x2,1 · · · x2,j · · · x2,j′ · · · x2,M

...
. . .

...
. . .

...
. . .

...

0 · · · 0 · · · 1 · · · 0
...

. . .
...

. . .
...

. . .
...

xN,1 · · · xN,j · · · xN,j′ · · · xN,M

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

The neighborhood of a solution X contains at most (N × M) − 1 elements (L(X) ≤
N × M − 1 for all X). The cardinality L(.) is less than (N × M) − 1 as only feasible solutions
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are considered: we can move a STA k from APl to APp only if rkp > 0.

3.3.2 Local search algorithm

The iterative local search algorithm is given in Algorithm 1. It starts from an initial feasible

solution X0. At each iteration, it computes the objective function F() (defined in 3.7 and 3.11)

for all the neighbors of the current solution. After an iteration, there is at most one STA

that changes of AP. It corresponds to the best neighbor of the current solution, i.e. the one

that maximizes the objective function.

Algorithm 1 Local Search
1: //Initialization
2: Collect measurements for current solution X0
3: Infer the APs conflict graph for each channel
4: //The optimization loop
5: while (Convergence() = false) do
6: V = N (X0);
7: X = arg maxU∈V F(U);
8: if (F(X) > F(X0)) then
9: X0 = X;

10: end if
11: end while
12: end procedure

The condition to exit the optimization loop is implemented by the function Convergence()

which returns a boolean. This function is not fixed and depends on the context. For instance,

Convergence() may return TRUE when it has:

1. found a local maximum (as the solution space is finite, the local search reaches a local

optima in a finite number of iterations when the current solution has no neighbor with

a greater objective function),

2. reached a maximum fixed threshold for the number of iterations,

3. or exceeded a maximum fixed threshold for the runtime of the optimization program.

The two last conditions ensure that a feasible and better solution (compared to the initial

one) may be found while respecting the time constraint of the system.

The result of the local search algorithm greatly depends on the initial solution (i.e. the

starting point of the search algorithm X0). Some of them give a globally optimal solution
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while others give only locally optimal solutions. Also, the number of iterations to reach the

output solution depends on the initial configuration. A way to improve the performance of

the algorithm consists in running several instances with different starting points. In this case,

Algorithm 1 is repeated several times, with, each time, a different starting solution. This

aspect is further discussed in Section 3.3.3.

3.3.3 Heuristic evaluation

In order to assess the effectiveness of the proposed heuristic for solving the optimization

problem, we perform tests over 100 different network configurations. We consider 4 APs

deploy as a grid. We assign to each AP an orthogonal channel. 20 STAs are then deployed

around these APs. An example of such a topology is shown in Figure 3.2 (but with 25 APs

and 100 STAs in this example). The configurations are obtained by randomly changing STAs

and APs location. In this part, we use the network simulator ns-3 [48] to generate topologies

and extract the initial configurations which are based on RSSI values, whereas the main

features of our heuristic are evaluated with the C++ code implementing this heuristic. The

capacities rij are assumed to be known (we explain in the next section how to get them).

Conf RSSI Brute Force Local Search (RSSI) Local Search (multi-start)
Obj. F Obj. F Time(s) Obj. F Iter Time(ms) Obj. F Iter Time(ms)

1 17.661 21.474 225.16 21.474 6 0.233 21.474 359.00 9.943
2 18.604 21.038 57.24 21.038 6 0.185 21.038 355.00 9.328
3 18.320 19.487 1800.56 19.487 4 0.149 19.487 452.00 14.394
4 18.451 20.896 12806.50 20.896 5 0.202 20.896 406.00 13.286
5 19.018 21.226 399.98 21.226 5 0.154 21.226 386.00 10.850
6 19.275 21.364 712.93 21.364 6 0.196 21.364 408.00 12.164
7 20.034 23.442 2381.80 23.442 6 0.207 23.442 400.00 12.429
8 17.807 21.417 2436.58 21.417 11 0.338 21.417 426.00 13.447
9 20.367 22.403 15090.80 22.392 4 0.165 22.403 418.00 14.118

10 18.896 20.832 46.86 20.832 5 0.152 20.832 368.00 9.556
... ... ... ... ... ... ... ... ... ...

100 19.154 22.016 3028.12 22.016 4 0.142 22.016 435.00 13.509
Mean 19.008 21.402 2729.568 21.396 5.57 0.183 21.402 391.06 11.724

Table 3.1: Comparison results between the Local Search Algorithm and Brute Force Algorithm

For each network configuration, we consider different initial associations (i.e. initial fea-

sible solutions). The first one is based on the RSSI (each STA is associated with the AP that

gives the best signal strength). We also test the local search algorithm in multi-start mode

with 30 different initial associations. For each network configuration, we keep, among the

30 initial instances randomly chosen among the feasible solutions, the one that gives, after

optimization, the best result with regard to the objective function. We give, in Table 3.1, the
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values of the objective function before optimization (“RSSI” column) and after optimization

with the initial association based on RSSI (“Local search (RSSI)” column) and based on 30

initial associations (“Local search (multi-start mode)” column). Beside, we also consider the

optimum solution: for a given network configuration, we evaluate the objective function for

all possible associations and keep the best one (“Brute force” column).

The first observation is that the default association based on RSSI is not optimal. The

objective function at the optimum is increased by 10-20% compared to the RSSI based asso-

ciation. With our heuristic in multi-start mode, the local search algorithm is able to find the

optimum in all cases, i.e. for the 100 network configurations. When our heuristic starts from

the RSSI association, the optimum is found for 87 configurations over 100. For the other 13

configurations, the maximum difference is less than 1%.

Also, we have evaluated, for each algorithm, the number of iterations and computation

times to converge towards its solution. Computation times have been measured on a laptop

(RAM 8GB, CPU Core i7 “4 × 1.8GHz”, OS Linux − Ubuntu). The number of iterations

and computation times of the brute force algorithm vary according to the network config-

urations. It is due to the constraints of our optimization problems, more precisely to the

number of APs in the communication range of each STA, which leads to a different number

of feasible solutions. The optimum is obtained after 8.49 seconds in the best case and after

approximately 6 hours (21368 seconds) in the worst case. It is approximately 15 × 106 times

greater than for the local search algorithm. It empirically proves that an exhaustive search

is not an accurate approach in terms of complexity even for such simple configurations. The

multi-start mode of our algorithm requires between 300 and 456 iterations to find its solution

(we sum the number of iterations over the 30 instances), corresponding to 7.535 ms and

15.294 ms respectively. The local search algorithm based on RSSI needs only 11 iterations

in the worst case, with 5.57 iterations in average. The time to obtain the optimum or local

optimum takes 0.184 ms in average, with a maximum of 0.338 ms. This variant of our algo-

rithm is clearly more efficient than the other ones. The number of iterations is at least two

times less than with the multi-start mode (13.03 iterations for an instance of the multi-start

mode in average versus 5.57 for the one based on RSSI).

It clearly appears that the heuristic starting from the default RSSI association offers an

interesting tradeoff between performance and complexity. It leads to an efficient solution,

close to the optimum, and requires only one initial configuration. This initial configuration
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seems relevant as it converges faster to the solution compared to a random initial configura-

tion. Consequently, it is this variant of our algorithm that will be used in the performance

evaluation part presented in the next section.

3.4 Evaluation

We now use the network simulator ns-3 to evaluate the performance of our heuristic with

a more realistic and richer environment, as all network aspects from the physical to the

application layers are simulated.

Simulations are performed as follows. The first step consists in using ns-3 to create the

network topologies, to compute the link capacities between the APs and the STAs (rij) and

to extract the initial association based on the RSSI values. A link capacity between one AP

and one STA corresponds to the throughput received by the STA when a saturated constant

bit rate (CBR) flow is generated (using an UDP application) between the two considered

nodes and when all other STAs and interferences from the other AP/STAs are neglected.

Note that these capacities are computed at the application layer of the TCP/IP stack. This

has the advantage of:

• taking into account the headers generated by the sub-layers and the overhead induced

by the IEEE 802.11 DCF mode (e.g. the MAC header and the Acknowledgment frame),

• directly obtaining the useful throughput,

• designing the proposed model independently of the standard (802.11 a/b/g/n, ...).

In a second step, ns-3 generates CBR traffic between APs and STAs for the RSSI associ-

ation. This traffic is homogeneous between STAs and saturates the medium. The generated

payloads have a size of 1500 bytes. We then measure the obtained throughput (dij) for each

STA.

The last step consists in running our heuristic to find an optimized association. This step

has been integrated to ns-3. Once our heuristic has found the solution, we force the STAs to

associate to the corresponding APs. We then generate again the same CBR traffic between

APs and STAs and measure the obtained throughput (dij) for each STA. Other types of

traffic are also tested. They are described when they are specifically tested.
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As the objective function aims to offer a trade-off between throughput and fairness, the

performance metrics we consider are the overall throughput (sum of the throughput for all

STAs) and the Jain’s index. These two metrics are computed from the results obtained with

ns-3 simulations.

The Jain’s Index [49] evaluates the fairness achieved in the network. It is defined as

follows:

Jain =

(
n∑

i=1
diAP (i)

)2

n
n∑

i=1
d2

iAP (i)

where STA i is associated with AP(i).

Wireless interfaces are configured to use the IEEE 802.11n standard. We shall simulate

it on the two frequency bands: 2.4 GHz and 5 GHz. The transmission power is 40 mW

(16.00206 dBm). We use the rate adaptation algorithm IdealHtWifiManager of ns-3 to

set the physical rate between STAs and APs. We had to develop it as it was not available

for 802.11n. The code may be found in [50]. This manager determines the best physical

transmission rate to use between a STA and its AP according to the SNR measured on

packets sent from the source to the destination.

The Wi-Fi network consists of 25 (5x5) APs, deployed on a square grid such that the

distance between two adjacent APs is 100 meters. APs are then randomly moved within a

circle with a diameter of 25 meters (the center being the grid points) to obtain more realistic

topologies. This distance leads to overlapping zones. A STA may then have several choices

for its association. STAs are randomly distributed in the coverage area of the APs. The

distribution is Gaussian, centered in the middle of the grid. A topology sample is shown in

Figure 3.2.

For each scenario, the number of APs is fixed (25), and we increase the number of wireless

STAs from 25 to 250. For each scenario, we perform 30 different configurations for a given

number of STAs. These configurations are obtained by randomly changing the STA and AP

positions. In the different figures, each point is the mean of these 30 simulations with a

confidence interval at 95%.
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Figure 3.2: Placement of APs and wireless STAs for one simulation.

3.4.1 Orthogonal channels

Figure 3.3 illustrates the performance results when all APs have orthogonal channels in the

2.4 GHz band. This scenario enables to show the solution performance when there is no radio

conflict. Figure 3.3a represents the overall network throughput when associations are based

on RSSI values and our heuristic (based on the first model (Eq. 3.7)).
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Figure 3.3: All Orthogonal channels.

We observe that our algorithm improves the overall throughput by about 40% for a low

number of STAs, and by 20% when the number of STAs reaches 250. Also, we can see that

the overall throughput of the network increases until 75 STAs (3 STAs per AP in average)

and remains stable for a greater number of STAs. Figure 3.3b shows the evolution of the

Jain’s Fairness index before and after optimization. The optimization significantly improves

the fairness, up to 120% for 250 STAs. Moreover, we observe that, with the RSSI association,
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Figure 3.4: Comparison of the number of STAs per AP and STA throughput for one simulation sample
before (RSSI) and after optimization (Optimized).

the fairness decreases with the number of STAs whereas it seems to remain stable with our

algorithm (at least with 75 STAs and more).

Fairness is also illustrated in Figure 3.4, where for one simulation (250 STAs), we plot

the distribution of the number of STAs associated to each AP, and the STA throughput

(dij) before and after optimization. This simulation is representative: the observed trends

are similar for all simulations. In Figure 3.4a, we can observe that 4 APs do not have any

STAs associated with them with the RSSI association, whereas there is only one AP without

STA after optimization. With our solution, it appears that STAs are more homogeneously

distributed between APs compared to the RSSI case. A more homogeneous distribution of

STAs among the APs leads to more balanced throughput among STAs (Figure 3.4b). In

this figure, the x-axis represents the indexes of the 250 STAs in an increasing order of the

STA throughput. The y-axis represents the STA throughput (with a log scale). It varies

from 1.15 Mbps to 136 Mbps for the RSSI association, and from 2.51 Mbps to 83 Mbps

after optimization. It clearly shows a better usage of Wi-Fi resources: STAs use more APs

and they are more homogeneously shared between APs leading to a better fairness and a

throughput increase.

3.4.2 Non-orthogonal channels

We simulate two cases: one in the 5 GHz band with 8 orthogonal channels and one in

the 2.4 GHz band with 3 orthogonal channels. We distribute channels on APs in a way

that minimizes the number of conflicts and interference. It corresponds to a scenario where

the AP deployment has been planned. Figure 3.5a (8 orthogonal channels) shows that our
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Figure 3.5: 8 Orthogonal channels.
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Figure 3.6: 3 Orthogonal channels.

optimization (based on the second model (Eq. 3.11)) improves the overall throughput up to

20% regardless of the number of STAs. The Jain’s Fairness index, shown in Figure 3.5b, is

improved by our optimization by a factor varying from 1.18 for 25 STAs to 3.39 for 250 STAs.

Figure 3.6 illustrates the simulation results obtained in the 2.4 GHz band with 3 or-

thogonal channels. Improvements are clearly less significant than in the 8 channels case.

Figure 3.6a shows that the optimization does not increase the overall throughput and the

obtained results are almost equivalent with these two solutions, with a small advantage to the

RSSI-based association. Nevertheless, we can observe an improvement of the Jain’s index,

with our optimization, varying from 10% to 100% (35% in average).

In our simulations, the sensing range is approximately 221 meters. With our channel

allocation and our topologies, an AP detects transmissions from at most 3 APs. As we

have seen during the formulation of the problem, APs/STAs that share the medium tends to

obtain the same throughput. Consequently, in this very constrained scenario, performance
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cannot be significantly improved. Throughput can hardly be increased since the high number

of STAs on each channel does not allow to separate STAs with high and low link capacities,

and fairness is already imposed by STAs with low link capacities.

Variable packet sizes To assess the impact of the packet size, we simulate the same sce-

nario with packets size that varies according to a distribution designed from a real trace [51].

The packet size distribution of this trace is shown in Figure 3.7. The packets have then

different size but the average packet size is the same as in the previous simulations (Average

Packet Size = 755.572 bytes and Standard Deviation = 674.05). The simulation results for

the case of 8 orthogonal channels are illustrated in Figure 3.8. In Figure 3.8a, we show that

the overall throughput is improved in average of about 20% with a peak of 36% at 50 STAs

with our optimization. Jain’s index is plotted in Figure 3.8b where we observe an improve-

ment of 90% in average. We also used this trace to simulate flows with different average

packet sizes. The mean, standard deviation, minimum value and the maximum value of the

packet sizes are summarized in Table 3.2. The simulation results are illustrated in Figure 3.9.

Figure 3.9a shows that the overall throughput is improved of 22% in average after the asso-

ciation optimization. Figure 3.9b shows that fairness is improved of 88% in average. With

these results, we see that our solution, relying on a model assuming equal mean packet size,

is still efficient when this assumption does not hold anymore.

# of STAs 25 250
Mean 887.42 864.75
StDev 149.05 155.17
Min 594.96 396.14
Max 1088.12 1186.38

Table 3.2: Size properties of the transmitted packets in case of variable packet sizes

3.4.3 On-Line Optimization

Our optimization can be used, in practice, in an on-line way. More precisely, it may be run

at regular interval or trigger when an event occurs, to take into account STAs that have left

or joined the Wi-Fi network or that have moved. To illustrate the dynamic behavior of our

approach, we simulated on the same network topology another scenario in which we randomly

remove 50 STAs among the 250 and we replace it with 50 new ones at each interval. The

new locations follow the same distribution as the initial one. The new STAs first associate

to APs according to the RSSI value, and then our optimization is applied. We repeat this
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Figure 3.8: Packets with different sizes but with an identical mean for each STA (8 orthogonal
channels)
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Figure 3.9: Packets with a different average size for each STA (8 orthogonal channels)

scenario 10 times. The results with 8 orthogonal channels are shown in Figure 3.10. The

“Non optimized” evaluation corresponds to a configuration where the association of the 200

STAs that remain come from the previous optimization and the 50 new STAs are associated in

function of the RSSI. Figure 3.10a shows the improvement of the overall network throughput
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Figure 3.10: Overall throughput and Jain’s index for dynamic association optimization

after the optimization at each iteration. This improvement varies between 5% and 120%.

Figure 3.10b shows an average fairness improvement of 110% by optimization.

From these results, we note that even if only 20% of the STAs change of position in an

already optimized configuration, our solution still allows a significant improvement of the

overall network performance.

3.4.4 TCP traffic

We also tested our solution with TCP traffic. The scenario is the same as the one evaluated

with CBR traffic, except that traffic is replaced by TCP flows. The use of TCP allows us

to test the robustness of our model with respect to TCP when STAs are in competition

for accessing the medium for the TCP acknowledgment transmissions. In Figure 3.11, we

can observe that the results are qualitatively the same: there is an increase of 20-30% of

throughput, and 20-90% for fairness. It empirically shows that the different TCP mechanisms

(congestion/flow control) and the upload traffic generated by the TCP acknowledgments do

not affect the accuracy of our model.
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(b) Jain’s Fairness Index.

Figure 3.11: 8 Orthogonal Channels with TCP flows

3.5 Comparison with the time-based fairness approach and

discussion

In this section, we compare the results, obtained with ns-3, given by our optimization model

which assumes an access-based fairness (named AbF hereafter) with the model proposed

in [20, 21, 18, 19] that is based on a time-based fairness (named TbF hereafter). We remind

that in the TbF model, the medium is equally shared in time between the STAs associated to

a same AP while the medium is equally shared in access between APs in conflict. We made

the required modification in ns-3 to integrate this model.

Figures 3.12 and 3.13 present the results obtained by the two models in case of 8 orthog-

onal and 3 orthogonal channels respectively. We observe almost the same overall throughput

for 8 orthogonal channels (Figure 3.12a). For 3 orthogonal channels, results are equivalent

until 75 STAs but the difference can reach up to 30% for 250 STAs in favor of the AbF algo-

rithm (Figure 3.13a). Jain’s index is almost equivalent whatever the number of orthogonal

channels.

These results are surprising, because, intuitively, the TbF model should lead to a better

throughput in all cases since, with the TbF model, STAs with high physical rates are not

penalized by the presence of low physical rate STAs (unlike the AbF model). That may be

explained by the increase of the number of APs in conflict when the number of orthogonal

channels decreases. Indeed, with 3 orthogonal channels, each AP is very likely in conflict

with at least one another AP and the gain expected with the use of TbF model is reduced.

We simulate a network of 10 APs and 100 STAs with AbF and TbF schedulers to under-
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Figure 3.12: 8 Orthogonal Channels
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Figure 3.13: 3 Orthogonal Channels

stand how our optimization algorithm allocates the STAs according to their physical rate.

So as to take into account the physical rate of STAs regardless of their positions relative to

the APs, we install all the APs at the same location and the STAs are uniformly distributed

around. Simulation results plotted in Figure 3.14 show the distribution of STAs on the APs

ordered by their physical rates.

For the case of AbF (Figure 3.14a), it appears that our algorithm tends to associate STAs

with the same physical rates to the same AP. STAs with high physical rates are consequently

not penalized by low rates STAs and the global throughput is increased. Also, to ensure

fairness, it fairly distributes STAs between the 8 orthogonal channels. Instead, in the case of

TbF (Figure 3.14b), we notice that the STAs are distributed homogeneously between APs so

they have the same number of STAs with high and low physical rates.
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(a) AbF. (b) TbF.

Figure 3.14: Per-AP STA physical rate for AbF and TbF (8 orthogonal channels).

3.6 Conclusion

In this chapter, we address the association problem in saturated Wi-Fi networks. Our solu-

tion, based on an optimization model, aims to improve the overall network throughput while

achieving a better fairness between STAs, compared to the classical association based on

RSSI.

Our proposed optimization solution is based on a mathematical formulation of the problem

and a local search algorithm. The benefit of this algorithm is a convergence in a few iterations

when the starting point is the default RSSI association. Moreover, the algorithm can be

stopped at any time and always gives a feasible and better association. It can be easily tuned

according to the CPU or time constraints of the WLAN controller. Simulation results show

that the proposed optimization significantly improves the network performance. In case of

orthogonal channels, our optimization increases the overall throughput up to 40% and the

fairness up to 120%, and for non-orthogonal channels we observe an improvement varying

from 15% to 40% for the overall throughput and from 25% to 300% for the fairness. This

improvement is due to a better distribution of STAs among the APs, and an improvement

throughput for most of the STAs.

Our solution has also been validated when TCP traffic are transmitted and for different

types of traffic (packet sizes and saturated). Moreover, we have shown that the use of an

access-based fairness scheme, in addition to be more realistic, leads to better results when

the number of orthogonal channels is limited compared to the use of a time-based fairness

scheme.

In the next chapter, we formulate a new association optimization model that includes the
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users’ traffic demand. Rather than providing fairness to STAs independently of their current

load, it would lead to association that allocate resources to STAs that need them for a given

period.
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4.1 Introduction

In the previous chapter, we have proposed a solution to optimize the association of STAs

to APs in WLAN in order to improve the overall network throughput and/or the fairness

between STAs in a saturated network scenario. This corresponds to a case where devices

(STAs and/or APs) have always a frame to send. Such an assumption is unrealistic but

allows to express the minimum amount of throughput a device can obtain. Nevertheless,

it does not take into account real traffic demands and the proposed association may be

inaccurate. For example, if a part of the STAs have very low traffic, the unused bandwidth

can be reused by other STAs with higher demands. A fair distribution of the resources may

then be counter-productive: low traffic STAs may be associated to the same AP which may

be consequently idle whereas STAs requiring high throughput are associated to overloaded

APs.

In this chapter, we propose an association optimization based on traffic demands. These

traffic demands are defined for the downlink traffic from APs to STAs and are measured in

real time. The load of an AP is estimated through the channel busy time fraction (BTF).

The BTF for an AP corresponds to the fraction of time during which it senses the channel

(medium) busy due to its own transmissions or the ones from the other APs in its sensing

range. In order to forecast its values for any association, we propose an analytical model

that estimates BTF. It is based on a Markov network, a conflict graph and the current traffic

demands. Our optimization problem consists in finding the association that minimizes the

greatest BTF in the network. This original approach allows the Wi-Fi controller to unload

the most congested AP and offer more bandwidth to STAs that need it.

The chapter is organized as follows. The BTF is defined in Section 4.2. The model

estimating its value for any configuration is presented in the same section. Section 4.3 in-

troduces the optimization problem and the objective function. Simulation results are shown

and discussed in Section 4.5.

4.2 Association Model

4.2.1 Assumptions and Scenario

The considered network model and the generic assumptions are defined in Section 2.4. In

this chapter, we consider a WLAN in unsaturated mode, where each STA requires a certain
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throughput. Indeed, at given point in which there may be some APs that do not have any

frame for transmission. This assumption allows us to evaluate the performance gain obtained

by our association optimization in more realistic scenarios.

A variety of metrics are used, in the literature, for optimizing the association in WLANs.

These metrics are chosen according to the desired objective. In the context of unsaturated

networks, a classical goal is to unload the most loaded APs by balancing the load between

them. The load of an AP can be expressed via different metrics. Metrics such as the number

of STAs per AP and the sending throughput of an AP do not give an accurate indication of

the real load of an AP, because the load depends on the demand of its associated STAs, the

data rate of the links and the activity of the neighboring APs. On the other hand, metrics like

the channel utilization or BTF seem more appropriate. This quantity is easily collected from

the local Wi-Fi card statistics obtained on the current configuration. From a protocol point

of view, it can be collected from the channel load request/report defined in IEEE 802.11k

amendment [52]. Therefore, the BTF of the current configuration is known for each AP,

but it has also to be predicted for the other configurations that can be considered for a new

association. Our prediction model relies on the following assumptions:

• Data rate: APs are able to determine the best data rate for all the STAs in its

transmission range (associated or not).

• Throughput: we assume that a STA, associated to a new AP, will request at least the

same throughput as in the current configuration.

• Probability of success: the probability of success for each STA (probability that a

frame is correctly received) is measured between the AP and STA. Its prediction for

another association is difficult. In our model, we assume that this probability remains

the same if the STA does not change its channel when it reassociates. In case of a

channel change, the success probability is set to the smallest probability of success

among the STAs already associated with the new AP.

The objective function based on BTF and the heuristic used to minimize it are presented in

Section 4.3. We introduce, in the next section, the analytical model used to estimate BTF

for all APs.
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4.2.2 Busy Time Fraction estimation

BTF for an AP is defined as the fraction of time the channel is sensed occupied. This

measurement can be obtained from the measurement reports of IEEE 802.11k or directly

from the physical registers of the interface that measures the busy time according to the

CCA mechanism [53]. This quantity is generally available for the current association. But

in the context of our optimization, it is necessary to estimate this fraction for any other

configuration.

In our model, we define bj the busy time fraction for an AP j. This time consists of two

quantities: the local busy time fraction and the neighbor busy time fraction. The local busy

time fraction, denoted bL
j , corresponds to the time, per second, during which the channel is

occupied by its own transmissions. This time takes into account the physical occupation of the

channel and the access method times (back-off, DIFS, etc.) The neighbor busy time fraction,

denoted bN
j , is the proportion of time the channel is occupied by APs in its sensing range.

It considers only the physical occupation of the channel corresponding to transmissions. We

get,

bj = bL
j + bN

j

Local Busy Time Fraction

This time includes the time to transmit data on the physical channel (TP HY ) to one of its

STAs and the time of the access method (TMAC). It is necessary to consider TMAC in the

computation of the BTF because these times are mandatory for the access method that

manage access to the medium. Indeed, the node cannot begin a transmission on the physical

link during these times. Consequently, they are part of the busy time fraction and must be

taken into account to have a BTF close to 1 at saturation. Thus, the local BTF of an AP j

is the sum of the busy time fractions due to its transmissions to all of its STAs.

bL
j =

∑
i∈Sj

bL
ij

where Sj is the set of STAs associated with AP j, and bL
ij the BTF corresponding to the

transmissions from AP j to STA i. bL
ij can be computed as follows:

bL
ij = Tij × λi
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where Tij is the average time required for AP j to transmit one datagram to STA i with data

rate Rij . λi is the average number of datagrams transmitted to STA i in one second. It does

not take into account retransmissions.

Nevertheless, a frame is subject to transmission errors and may require one or more

retransmissions. According to the IEEE 802.11 standard, the time required for AP j to

successfully transmit a frame of size Li to STA i at data rate Rij after k attempts is given

by:

Tij(k) =
TP HY︷ ︸︸ ︷

Tdata + TAck +
TMAC︷ ︸︸ ︷

TDIF S + TSIF S + TBO(k)

where:

• Tdata is the duration of the data frame, given by:

Tdata = TP + TH + Tsym × Ceiling(P LCP ServiceBits+8×Li+P adBits
NDBP S

)

• TAck is the duration of the ACK frame, given by:

TAck = TP + TH + Tsym × Ceiling(P LCP ServiceBits+ACK+P adBits
NDBP S

)

• Tbackoff (k) is the average back-off after k unsuccessful successive transmission attempts

and is given by:

TBO(k) = min(2k(CWmin+1)−1,CWmax)
2 × Tslot

Note that the value of the parameter NDBP S is different for data and Ack transmission,

and may be different at each data retransmission, but is constant during a retransmission. It

is consistent with current implementations of data rate adaptation algorithms like Minstrel.

Other related parameters are listed in Table 4.1.

The average time that AP j requires to correctly transmit to STA i or discard a single

datagram is [54]:

Tij = pijTij(0) +
m∑

k=1

(
pij(1 − pij)k

(
k−1∑
l=0

T c
ij(l) + Tij(k)

))
+ (1 − pij)m+1

m∑
l=0

T c
ij(l) (4.1)

where m is the maximum number of retransmissions, pij is the probability of success to

transmit from APj to STA i and T c
ij(l) = TBO(l) + TDIF S + TP + TH + Tdata + TAT O is

the time between two consecutive transmissions if the frame transmission fails (TAT O is the

acknowledgment timeout).
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Symbol Description
TDIF S DCF Inter Frame Space
TSIF S Short Inter Frame Space

Tbackoff (k) Average back-off after k unsuccessful successive transmission attempts
CWmin & CWmax The minimum and maximum sizes of the contention window

Tslot Duration of a slot
TP Duration of the preamble of the physical layer
TH Duration of the header of the physical layer

Tsym Symbol interval
Ceiling Returns the smallest integer value greater than or equal to its argument value

P LCP ServiceBits Service field containing 16 bits of zeros to initialize the data scrambler
P adBits Tail (padding) size for each encoding stream
NDBP S Number of data bits per symbol and is derived from the data rate parameter Rij

ACK Acknowledgment frame size

Table 4.1: PHY and MAC characteristics of IEEE 802.11

Neighbor Busy Time Fraction

In this section, we present the model to estimate the fraction of time during which the channel

is sensed busy by an AP due to the activity of the other APs. An AP senses the channel

busy if at least one AP in its vicinity, i.e. in its sensing range, is transmitting.

As presented in Chapter 1, there are two methods to sense the medium busy in IEEE

802.11 standard. One is the virtual carrier sense in which NAV is set by APs within its

transmission ranges. The second type corresponds to the physical carrier sense performed

by the CCA mechanism. The Neighbor BTF computation is simple when all APs are in the

sensing range of each other and they coordinate their transmission using the DCF mode. But

computing the Neighbor BTF becomes very challenging when not all APs are in the same

carrier sense range. In other words, some APs cannot detect other APs in the network. This

means that on each such a conflicting pair of APs, at a given point in time, at most one AP

can transmit. It is natural to represent these symmetric conflict relations by means of an

undirected conflict graph [55], where vertices correspond to APs and edges indicate conflicts

between them.

To compute the Neighbor BTF of AP j, noted by bN
j , we introduce a set of notations.

We define a random binary variable Xi that indicate if AP i transmitting or not:

Xi =

⎧⎨
⎩

1 if APi is transmitting (4.2)

0 otherwise (4.3)

To simplify the notations, we define the event Ai as follows:
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Ai = {AP i is transmitting} (4.4)

We define also bN
ij as the fraction of time the channel is sensed busy by AP j due to

the transmission of AP i. It is easy to notice that this fraction is the probability that AP i

transmitting:

bN
ij = Pr(Xi = 1) = Pr(Ai) (4.5)

So, the fraction of time that the channel is sensed busy by AP j due to the transmissions

from its neighbors is the probability of union of their transmissions (Ai) and given by:

bN
j = Pr

⎛
⎝ ⋃

i∈Nj

Ai

⎞
⎠ (4.6)

where Nj is the set of neighbors of vertex j in the conflict graph. The events Ai are

not disjoint and the computation of the union is consequently not trivial. To compute this

probability, we propose to use the Inclusion-Exclusion Principle [56], which is defined as:

Pr

⎛
⎝ ⋃

i∈Nj

Ai

⎞
⎠ =

|Nj |∑
k=1

⎛
⎜⎜⎜⎝(−1)k−1 ∑

I⊂Nj

|I|=k

Pr

⎛
⎝⋂

l∈I

Al

⎞
⎠
⎞
⎟⎟⎟⎠ (4.7)

where I ⊂ Nj with |I| = k describes all the subsets of Nj with cardinal k.

If |I| = 1, the computation Pr

(⋂
l∈I

Al

)
is trivial. When |I| > 1, we have to take into

account the conflict graph. Indeed, there are two possible cases that we illustrate through

the example given in Figure 4.1. We consider BTF of AP 1. It has three neighboring APs.

As there is a link between AP 2 and AP 3, they cannot transmit at the same time and

Pr(A2 ∩ A3) = 0. As there is no conflict between AP 3 and AP 4, transmissions from these

APs can overlap and Pr(A3 ∩ A4) �= 0.

Consequently if two APs in I are neighbors, then their transmissions are exclusive and

the intersection is zero:

Pr

⎛
⎝⋂

l∈I

Al

⎞
⎠

I⊂Nj

|I|=k

= 0, if ∃(p, q) ∈ I2 s.t. p ∈ Nq(q ∈ Np) (4.8)

Otherwise, transmissions are not exclusive and this probability may be > 0.

63



CHAPTER 4. AN ASSOCIATION BASED ON THE CHANNEL BUSY TIME
ESTIMATION

(a) APs Topology (b) APs conflict graph

Figure 4.1: Topology with 4 APs and its conflict graph

But the events (Al)l∈I are not independent and the probability of their intersection (over-

lap) cannot be computed as their product. In order to compute this probability, we consider

this problem as an Undirected Graphical Model or Markov Network. It is based on a

graph where the vertices correspond to the events Ai and the edges represent the dependencies

between them.

The considered graph is then the same as the APs conflict graph. In Figure 4.2 we

show the previous example with a topology with 4 APs conflict graph and the corresponding

Markov Network.

Markov network relies on the Global Markov Property [57], which is defined as follows:

Definition: For any disjoint subsets of the vertices A, B, and C in the graph G such that

C separates A and B (i.e. every path between a node in A and a node in B passes through

a node in C), the random variables XA are conditionally independent of XB given XC , i.e.

XA ⊥ XB/XC , where XA = {Xv}v∈A.

In our context, we assume that the transmissions of non-neighboring APs are independent

if the set of all their neighbors (union of neighbors) does not transmit:
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(a) APs conflict graph (b) Markov Networkh

Figure 4.2: 4 APs conflict graph and its Markov Network. Formally, the Markov Network is defined
as function of the correlations between random variables.

Pr

⎛
⎝⋂

l∈I

Al

⎞
⎠ = Pr

⎛
⎝⋂

l∈I

Al

∣∣∣∣∣∣
⋂

l′∈I′
Al′

⎞
⎠Pr

⎛
⎝ ⋂

l′∈I′
Al′

⎞
⎠ ,

I ⊂ Nj , |I| = k, I ′ =
⋃
i∈I

Ni

Applying this property, we obtain:

Pr

⎛
⎝⋂

l∈I

Al

⎞
⎠ =

∏
l∈I

⎛
⎝Pr

⎛
⎝Al

∣∣∣∣∣∣
⋂

l′∈I′
Al′

⎞
⎠
⎞
⎠Pr

⎛
⎝ ⋂

l′∈I′
Al′

⎞
⎠

=

⎡
⎢⎢⎢⎢⎣
∏
l∈I

Pr

(
Al ∩

( ⋂
l′∈I′

Al′

))

Pr

( ⋂
l′∈I′

Al′

)
⎤
⎥⎥⎥⎥⎦Pr

⎛
⎝ ⋂

l′∈I′
Al′

⎞
⎠

=

∏
l∈I

Pr

⎛
⎝Al ∩

⎛
⎝ ⋂

l′∈I′
Al′

⎞
⎠
⎞
⎠

(
Pr

( ⋂
l′∈I′

Al′

))|I|−1 (4.9)
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Moreover, we have,

Pr

⎛
⎝Al ∩

⎛
⎝ ⋂

l′∈I′
Al′

⎞
⎠
⎞
⎠ = Pr

⎛
⎝Al ∪

⎛
⎝ ⋃

l′∈I′
Al′

⎞
⎠
⎞
⎠ (4.10)

− Pr

⎛
⎝ ⋃

l′∈I′
Al′

⎞
⎠ (4.11)

and,

Pr

⎛
⎝ ⋂

l′∈I′
Al′

⎞
⎠ = 1 − Pr

⎛
⎝ ⋃

l′∈I′
Al′

⎞
⎠ (4.12)

By substituting (4.10) and (4.12) in Equation (4.9), we obtain:

Pr

⎛
⎝⋂

l∈I

Al

⎞
⎠ =

∏
l∈I

⎛
⎝Pr(

⋃
l′∈I′∪{l}

Al′) − Pr(
⋃

l′∈I′
Al′)

⎞
⎠

(
1 − Pr(

⋃
l′∈I′

Al′)
)|I|−1 (4.13)

To sum up, bN
j , given by Equation (4.6), is obtained from the union of the events Ai

(Equation (4.7)), itself obtained from Equation (4.13).

We obtain a system of nonlinear equations where each term (variable) is the probability

of union of the events {Ai}. As the number of possible combinations between all events is

finite then the system contains a finite number of equations. This system can be solved by

any numerical method.

4.3 Association optimization

Our association scheme is based on BTF. This quantity describes the saturation level of

an AP. If an AP is saturated, its BTF is close to 1, and the associated STAs are likely

restrained in terms of throughput and thus unsatisfied. On the other hand, if BTF is lower,

STAs necessarily obtain the required throughput since a part of the bandwidth is available

and not used. STAs are then assumed satisfied in terms of their throughput demand. The

optimization problem aims to minimize the maximum BTF in the network. Formally, it is

given by Equation (4.14).

minimize max
j∈A

[bj ] (4.14)
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where A is the set of APs and bj the BTF of AP j. This objective function has been designed

to:

• share the load among APs as it will try (if such solutions exist) to unload the most

loaded APs,

• satisfy a maximum number of STAs in terms of throughput, as it will try to decrease

BTF of saturated APs,

• increase the STA throughputs, as unsatisfied STAs will be moved to unsaturated APs.

The evaluation of BTF of each AP relies on the model proposed in Section 4.2.2 which

predicts bj (i.e. BTF of AP j) for any association. To solve our optimization problem, we

propose to use the same iterative heuristic based on the local search principle described in

Chapter 3.

4.4 BTF run time

To evaluate the effectiveness of our approach in terms of computation time, we tested two

scenarios. The first one is used to compare the run time of the BTF heuristic with those of

the local search presented in Chapter 3. To this end, we considered the same development

environment and topology used to evaluate the local search heuristic in Section 3.3.3. This

topology is composed of 4 APs and 20 STAs. The run times of the 100 configurations tested

are shown in Table 4.2.

Configuration Run Time (ms)
AbF BTF

1 0.233 3.690
2 0.185 2.250
3 0.149 1.645
4 0.202 1.096
5 0.154 3.018
6 0.196 2.630
7 0.207 1.791
8 0.338 2.815
9 0.165 2.439

10 0.152 2.564
... ... ...

100 0.142 0.931
Mean 0.183 2,727

Table 4.2: Comparison of run times between BTF and AbF heuristics

These results shows us that the local search with the AbF model is 15 times faster than
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(a) Topology. (b) (100m). (c) (150m). (d) (200m).

Figure 4.3: 9 APs Topology and corresponding conflict graphs for each distance.
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Figure 4.4: Total and per iteration run time for BTF heuristic in WLAN with 9 APs.

with the BTF heuristic. However, with an average run time of less than 3ms, the BTF

heuristic remains fairly fast and feasible for a real implementation.

In the second scenario, we considered an even larger and more complex topology. This

topology consists of 9 grid-shaped APs and 40 STAs as shown in Figure 4.3a. In this scenario,

to show the effect of the network density and the complexity of the conflict graph on the run

time, we considered two parameters: the grid step (distance between two adjacent APs) and

the number of used orthogonal channels. Figures 4.3b, 4.3c and 4.3d show, in the case of

a single channel, the obtained conflict graph corresponding to each distance (100m, 150m,

200m). The graph for a distance of 50m is not shown as it corresponds to a full-mesh. The

obtained results are illustrated in Figure 4.4.

Figure 4.4a shows the average run times for the BTF heuristic. We note that the run

time decreases when as the distances between APs increase (i.e. WLAN is less dense). Also,

as the number of channels, used by the APs, increases, the running time decreases, especially

for 50m and 100m. But for 150m and 200m the run time is almost the same regardless of

the number of channels. Despite this, for the densest topology (50m and 2 channels), the run

time is less than 1 second.
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To further show the correlation of the run time with the network density (the distance

between APs and the number of used channels) independently of other parameters such as the

number of STAs in the network and their position (data rate used), we have computed these

run times by iteration. In our heuristic, an iteration corresponds to a change of association

for a single STA. The results obtained are illustrated in Figure 4.4b. These results lead to

the same conclusion as with the total run time.

There are two reasons that explain the increase in execution time with increasing network

density:

• In a dense topology, each AP has more neighbors, then more terms to compute in the

formula of the Inclusion-Exclusion principle (yet, most of these terms are null because

of the exclusivity of the transmissions).

• In a dense topology, a STA has more APs in its reception range, so more association

possibilities to test during the search procedure.

The obtained results, through these two scenarios, shows that, for a real implementation

and even with a very dense WLAN and a small number of orthogonal channels (we have at

most 3 orthogonal channels on the 2.4 GHz band), the run time of the BTF heuristic remains

reasonable.

4.5 Evaluation

In this section, we present the simulation environment, the performance metrics, and the

different simulation scenarios. We then discuss the simulation results.

4.5.1 Simulation configuration

We used a fixed point method [58] to solve the system of nonlinear equations. The optimiza-

tion heuristic is implemented using C++ programming language. In order to evaluate the

proposed approach, we use the network simulation tool "Network Simulator-3 (ns-3)". The

radio channel between a STA and its AP is modeled through the ns-3 log-distance path loss

model. The transmission power is set to 16 dbm. The number of APs and STAs is fixed for

each topology. STAs are associated according to the RSSI value in the initial configuration.

The ideal Wi-Fi manager algorithm of ns-3 is used to determine the data rates between APs
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and STAs. This algorithm sets the data rate between an AP and a STA as a function of the

signal over interference plus noise ratio (SINR) value at the destination. For each scenario,

we increase the input rates for all STAs (the flow rates between APs and STAs). For each

average input rate, simulations are repeated 30 times with different STAs position. Flow

rates are constant during a simulation but set randomly for each STA with a given average.

Therefore, data rates and flows are different from a STA to another for each simulation. A

95% confidence interval is computed over these 30 samples. The duration of each simulation

is 60 seconds.

The simulations were conducted on two different network topologies. The first topology

is the WLAN of "ENS de Lyon" at a given floor of the building. This network is composed

of 15 APs as shown in Figure 4.5. APs use the ISM frequency band (2.4 Ghz). In this band

the number of non-overlapping channels is limited (three orthogonal channels: 1, 6 and 11).

This figure shows also the three conflict graphs (one for each orthogonal channel).

Figure 4.5: WLAN topology at one floor in "ENS de Lyon". The upper number corresponds to the
used channel and the lower number corresponds to the AP number.

The second topology is random topology. This topology composed of 25 APs uniformly

deployed in a square of size 500m × 500m. 100 STAs are distributed in the coverage area

of these APs as illustrated in Figure 4.6. APs are configured with 8 orthogonal channels.

In this scenario, APs location is changed at each simulation. This randomness allows us to

consider an important number of different topologies (30 for each set of parameters).

4.5.2 BTF Estimation

In order to estimate the accuracy of the BTF model proposed in Section 4.2.2, we compare

its values obtained by simulation and from the model. The considered topology is "ENS-

WLAN". The simulated scenario consists of 60 STAs randomly distributed in the coverage

area of the 15 APs. We plot in Figure 4.7 the BTF values according to the average input rate
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Figure 4.6: WLAN random topology. The blue points represent the APs and the red ones represent
the STAs.

(mean of the flow rates). To evaluate the effectiveness of the approach in dense environment,

we consider BTF of APs 4 and 5 of our topology (each one is in conflict with 3 other APs).
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Figure 4.7: Simulation vs Model BTF values for APs 4 and 5 in ENS-WLAN

For AP 4, the difference between the measured BTF (simulation) and model is 7% when

the load is low (BTF < 0.2). This difference decreases to 2% when the load increases (BTF >

0.7). For AP 5 the difference varies in average between 3% and 6%. According to these

results, it appears that the model provides a very good estimation of BTF. The model slightly

underestimates the BTF as we do not take into account acknowledgments transmitted by the

STAs. It is neglected because, to include them in the BTF computation, a full knowledge

of the conflict graph is required (in particular conflicts between STAs) whereas in our model

only conflicts between APs are considered. It is more realistic from an implementation point

of view, but it greatly complicates the model. These conflicts/acknowledgments can be easily
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integrated in the model if the controller is able to infer them.

4.5.3 Association Optimization

In order to evaluate the improvement brought by our approach, we have considered the

two topologies described above. From the simulations results, we compute the following

performance parameters:

• Busy Time Fraction: for each simulation we consider the greatest BTF in the network.

• Number of unsatisfied STAs: it represents the proportion of STAs that are not satisfied

in terms of throughput (i.e. when the ratio between the obtained throughput and the

demand is less than 98%).

• Throughput Satisfaction Ratio: it is the ratio between the throughput obtained and

the throughput requested for each STA.

Our solution, denoted BTF in the figures, is compared to three existing approaches:

• Initial configuration: STAs associate to APs according to the value of the RSSI. It is

denoted as RSSI in the figures.

• Access based Fairness [59]: STAs associated to the same AP have the same opportunity

of service in saturated mode. It is denoted AbF in the figures (solution presented in

Chapter 3).

• Proportional Fairness [20]: the saturated mode is also considered with an access oppor-

tunity to the medium which is proportional to the data rate of each STA (time based

fairness). It is denoted PF in the figures.

In the performance evaluation we consider different flow types, as follows:

• UDP: all the packets have the same size (1500 bytes) and the inter-packet time is

constant for each STA.

• Real trace: packet sizes vary according to a distribution obtained from a real trace [60]

(Average Packet Size = 755.572 bytes and Standard Deviation = 674.05).

• TCP: constant bit rate flows are installed over TCP connections.
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Figure 4.8: BTF of the most loaded AP and proportion of unsatisfied STAs according to the WLAN
load for the ENS-WLAN topology.

ENS topology. The first scenario considers the topology of our university (ENS) with

UDP flows. Figure 4.8a illustrates the BTF of the most loaded AP as function of the WLAN

load. For AbF, the busy time fraction is approximately the same as the one observed for

the RSSI association. For PF association, the busy time fraction is even increased of 11% in

average. With BTF optimization, the busy time fraction is decreased by approximately 15%

when the network is not heavily loaded. This will allow STAs to request more traffic without

saturating APs. It clearly appears that AbF and PF approaches are unable to decrease BTF

in unsaturated WLAN.

Nevertheless, when the WLAN reaches saturation, the three approaches provide similar

results in terms of busy time fraction. To show the benefit of our approach when the WLAN

becomes loaded (more than 1 Mbps per STA in the figure), we measure and compare the

number of unsatisfied STAs before and after the optimization for the three approaches. Re-

sults are shown in Figure 4.8b. Our solution reduces the number of unsatisfied STAs by more

than 84% for an average load of 1.2 Mbps per STA, and 18% for an average load of 2 Mbps

per STA. For AbF, the gain varies between 64% and 14%, and for PF it varies between

55% and 16%. Even in saturated conditions, our solution still presents a lower number of

unsatisfied STAs.

Random topologies. To evaluate our approach with denser topology and more complex

conflict graphs between APs, we performed simulations on random topologies.

Figure 4.9 illustrates the results of the simulations with the real trace. It allows us to

evaluate the performances for different packet sizes. Figure 4.9a shows that the BTF approach
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(c) Throughput Satisfaction Ratio.

Figure 4.9: BTF association optimization using random topology with the Real Trace flows.

can offload 35% of the most charged AP. AbF and PF approaches allow a load reduction of

about 25% and 30% respectively. In Figure 4.9b, the number of unsatisfied STAs is decreased

of 54% with BTF optimization with regard to to the RSSI association. For AbF and PF,

improvements are 45% and 42% in average. The satisfaction ratio is shown in Figure 4.9c.

For the BTF approach, it is increased in average between 3% and 27%. On the other hand,

AbF approach allows a gain between 6% and 13%, and between 5% and 14% for PF.

Figure 4.10 shows results with TCP flows. In Figure 4.10a our approach decreases the

load of the most loaded AP up to 37%. For the AbF and PF approaches the decrease is

almost the same and does not exceed 25%. Regarding the number of unsatisfied STAs shown

in Figure 4.10b, BTF allows a gain between 87% and 35%. For AbF, the decrease of the

number of unsatisfied STAs varies between 79% and 28%. For PF, the decrease is between

69% and 29%. Figure 4.10c plots the throughput satisfaction ratio. With BTF the STAs

gain in throughput on average between 25% and 15%. The AbF and PF approaches allow

an average gain of 17% and 16% respectively.

In order to illustrate the impact of the BTF approach in a more realistic implementation

context where the optimization process is executed whenever needed (at regular interval for
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Figure 4.10: BTF association optimization using random topology with TCP flows.

instance), we have simulated the same scenario with UDP flows in which our optimization

method is applied 3 times.After each optimization we evaluate the performance and then

collect the necessary measures for the next optimization. Results for this scenario are shown

in Figure 4.11.

Even if the first optimization allows significant improvements for all performance param-

eters, the second and third optimizations can further improve these performances. For the

greatest BTF in the network, the improvement for the first, second and third optimizations is

in average 30%, 35% and 36% respectively. For the unsatisfied STA number, the improvement

is 68%, 74% and 75% respectively. For the throughput satisfaction ratio, the improvement is

22%, 27% and 29% respectively.

All these results tend to show that our solution generally offers better performance what-

ever the load of the network. Nevertheless, when the network is very loaded (average STA

input rate > 2.5 Mbps) the AbF and PF approaches allow to have results close to BTF.
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Figure 4.11: BTF association optimization using random topology with UDP flows and applied 3
times.

4.6 Conclusion

In this chapter, we propose an original approach for the association optimization in Wi-Fi

networks. Our solution is based on a model predicting BTF at each AP and aims to associate

STAs in order to minimize the most loaded AP. We have shown through simulations that

the model allows an accurate estimation of BTF in the considered configurations. Moreover,

the performance evaluation study has shown that such an approach reduces the congestion

in the network as it decreases the most loaded AP. This improvement can reach 18% in

average when the network is not heavily loaded. Also, our solution decreases the number of

unsatisfied STAs, up to 80% when the network becomes saturated and improves throughput

of the unsatisfied STAs. When the network is unsaturated, which corresponds to the normal

conditions of a Wi-Fi network, approaches based on models that rely on saturated conditions

are significantly less efficient that our proposition.

In the next chapter, we extend this model for new versions of Wi-Fi such as IEEE

802.11n/ac. We adapt the BTF estimation model to take into account new enhancements of

physical and MAC layers of Wi-Fi such as channel aggregation, frame aggregation, and block
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5.1 Introduction

The majority of Wi-Fi commercial products, operating on the 2.4 and 5 GHz frequency

bands, now implement the IEEE 802.11n and IEEE 802.11ac amendments. These IEEE

802.11 solutions offer high to very high throughput thanks to major modifications of the initial

versions of 802.11. These modifications include, among others, the use of the MIMO (Multiple

Input / Multiple Output) technology, the possibility to aggregate channels to transmit on a

wider channel as well as to aggregate frames in a single frame [53].

Although these versions offer high throughput (up to 600 Mbps for IEEE 802.11n and up

to almost 7 Gbps for IEEE 802.11ac), the design and management of these WLANs should

still be optimized. Indeed, even if it is very likely that these high throughput Wi-Fi networks

will remain mainly not saturated, the load may be very different from one point to another in

the network and over time. For instance, some STAs may require low traffic while some others

may be unsatisfied due to a high traffic demand in some parts of the network. Balancing the

load with a change in the STAs’ association is a possible solution to allow unsatisfied STAs

to use the remaining bandwidth not used by the satisfied ones.

In the previous chapter, we designed an association mechanism using the channel busy

time estimation in order to improve the users’ performance in non saturated Wi-Fi net-

works. This solution offers good performance by reducing the number of unsatisfied STAs

in the network and by improving the STAs’ throughput. This work only considers the ini-

tial versions of IEEE 802.11, like 802.11a/b/g and does not integrate the new features of

IEEE 802.11n/ac. It exists studies [23, 26] that test their association solution with IEEE

802.11n/ac, but none of these works integrates in their models and algorithms the specific

features of IEEE 802.11n/ac.Nevertheless, these features have an important impact on the

STAs’ throughput and consequently on the performance of a given association.

In this chapter, we propose an association solution that embeds the main new features of

IEEE 802.11n/ac. These features are integrated in the model of our solution that estimates

and predicts the share of the radio medium between the APs (APs) and the STAs through the

channel busy time fraction. If the MIMO property and the channel aggregation can be easily

considered in the data rate parameter of our model, the frame aggregation is more difficult

to estimate and to predict. We propose a model based on the conflict graph between APs

and the STAs’ traffic demand. For this model, we compute a metric, named Hypothetical
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Busy Time Fraction (H-BTF), that combines the classical Busy Time Fraction (BTF) and

the aggregation mechanism. The metric allows us to express the network load at an AP

through a single quantity. Based on this model, we design an association algorithm that aims

to distribute the network load among the APs.

The chapter is organized as follows. We discuss, in Section 5.2, the challenges of AP

association in the new generations of WLANs that are based on recent standards like IEEE

802.11n. The H-BTF metric is defined in Section 5.3. The model estimating its value for

any configuration is presented in the same section. Section 5.4 introduces the optimization

problem and the heuristic used to propose approximate solutions. Simulation results are

shown and discussed in Section 5.5.

5.2 Challenges with association in aggregation-based WLANs

For a given destination in IEEE 802.11n/ac networks, the AP/STA aggregates in a single

MAC Protocol Data Unit (A-MPDU) the frames present in the buffer at the time it gets access

to the medium. Consequently, the number of aggregated frames is not fixed and depends on

the state of the buffer at the transmission time. This quantity is named aggregation rate in

the rest of this chapter, and is formally defined as the mean number of frames aggregated

in a A-MPDU frame. In our model, this aggregation rate is computed from the current

association for each STA and it can change when the STA is associated with another AP.

The efficiency of the aggregation mechanism is directly related to the aggregation rate. We

illustrate the impact of the aggregation rate on the performance of the network in Figure 5.1.

We plot the aggregation rate and the BTF as a function of the input rate for a simple scenario

with an AP and a STA. Simulations are performed with ns-3. The throughput is not shown

in the figure, but corresponds exactly to the input rate until 136 Mbps where the network

saturates.

The aggregation rate varies between 1 (no aggregation) and the maximum number of

frames in a single A-MPDU (41 for this configuration). The BTF varies from 0 to 1. We

notice that the BTF reaches 1 rapidly. Once it is close to 1, frames cannot access the medium

immediately. The buffer is filling up and the aggregation rate increases. But, the aggregation

mechanism still allows an enhancement of the throughput from approximately 64 Mbps to

136 Mbps.

81



CHAPTER 5. BUSY TIME FRACTION ESTIMATION APPROACH FOR HIGH
THROUGHPUT WIFI NETWORKS

 0

 0.2

 0.4

 0.6

 0.8

 1

 8  16  24  32  40  48  56  64  72  80  88  96  104  112  120  128  136
 0

 5

 10

 15

 20

 25

 30

 35

 40

 45

 B
us

y 
T

im
e 

F
ra

ct
io

n 

 A
gg

re
ga

tio
n 

ra
te

 

 Average Station Input Rate (Mbps) 

BTF

AR

Figure 5.1: BTF and AR (Aggregation Rate) as function of the input rate.

These results show that BTF is not an appropriate metric to reflect the network load

when frame aggregation is enable. Therefore, association optimization with the purpose of

load balancing between APs cannot be based only on the BTF but must also consider the

aggregation rates.

However, it is very difficult to forecast the aggregation rate for a new association as

it depends on the statistical nature of the traffic and the contention between the different

APs/STAs.

In order to keep the model tractable, and to avoid introducing too many assumptions

about the traffic nature, we systematically consider the maximum aggregation rate in the

model/computation. The resulting BTF at a given AP represents a Hypothetical BTF (H-

BTF) which is less than 1 until the network becomes saturated and that no throughput

increase is possible. This metric has the benefit to express the network load through a

single quantity. The optimization problem may then be simply expressed without considering

complex combination of BTF and aggregation rates.

5.3 System model

5.3.1 Network model

In this chapter we propose a model that generalizes the solution presented in the previous

chapter for the new IEEE 802.11 versions. Therefore, this new model is based on the same

assumptions and measurements considered in the previous chapters. The improvements made

at the physical layer (MIMO, channel aggregation, guard intervals, etc.) are taken into ac-
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count in the computation of the data rate. We compute for each MCS the corresponding

date rate. The frame aggregation mechanism is expressed through the maximum aggregation

rate. It is the maximum number of frames aggregated in the same A-MPDU. Its practical

computation is linked to three constraints. First, the maximum number of frames acknowl-

edged within a single block acknowledgment is 64 frames. Second, the size of an A-MPDU is

limited. The maximum size ranges from 8 to 64 kB (it depends on the Wi-Fi card). Third,

the maximum A-MPDU transmission duration is 10 ms. As the transmission duration de-

pends on the data transmission rate, the maximum aggregation rate can change when the

STA changes its association.

As already mentioned, our model aims to predict the performance of the network through

the H-BTF quantity for different association schemes. The H-BTF computation is presented

in the next section.

5.3.2 Hypothetical Busy Time Fraction estimation

The BTF of a given AP is defined as the proportion of time the channel is sensed busy

by this AP. It is composed of its own transmissions, and transmissions from its neighbors.

This quantity is generally available on the current products through logical registers of the

Wi-Fi card, and may also be obtained with the IEEE 802.11k measurement reports. But,

in the context of our association solutions, we need to estimate this fraction for any other

configuration. Consequently, we propose the following model. As we have seen in the previous

chapter, the busy time fraction of an AP j is formally defined as:

bj = bL
j + bN

j . (5.1)

bL
j refer to the local busy time corresponding to the transmissions from the AP itself (AP

j). bN
j corresponds to the transmissions from the other APs and detected by the local AP

according to the CCA mechanism [53]. Thus, it considers only the physical occupation of the

channel corresponding to transmissions.

The local busy time bL
j is the sum of the transmission times over the set of STAs associated

with AP j (denoted Sj):

bL
j =

∑
i∈Sj

bL
ij
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bL
ij is thus the BTF corresponding to the transmissions from AP j to STA i. It may

be expressed as the product of the average number of datagrams transmitted to STA i per

second (denoted λi) and the average time T required for AP j to successfully transmit a

frame of size L to STA i with data rate Rij :

bL
ij = T × λi

To compute T , we consider the time for AP j to transmit a frame of size L in the case it is

properly acknowledged (this time is denoted Tij(k)) and in the case the aggregated frame is

not acknowledged (T c
ij(k)) due to transmission errors. When the system is in the kth backoff

stage, we get:

Tij(k) = (TDIF S + TBO(k))/τ + Tdata + (TSIF S + TBA)/τ (5.2)

where:

• Tdata is the duration of the data frame, given in Section 4.2.2.

• TBA is the duration of the block acknowledgment frame, given by:

TBA = TP + TH + Tsym × Ceiling(P LCP ServiceBits+BlockAck+P adBits
NDBP S

)

• TBO(k) is the average back-off after k unsuccessful successive transmission attempts

and is also given in Section 4.2.2.

Eq. 5.2 takes into account the different times to access the medium (TDIF S , TP , TH ,

TBO(k)) and the times relating to the acknowledgment (TSIF S , TBA).

The times to access the medium and send the acknowledgment are divided by the ag-

gregation rate τ since they are shared by several aggregated frames. When the frame is not

acknowledged due to transmission errors, the transmission time becomes:

T c
ij(k) = (TDIF S + TBO(k))/τ + Tdata + TBAT O/τ (5.3)

It takes into account the block acknowledgment timeout TBAT O at the AP.

The parameter NDBP S derived from the data rate parameter Rij may be different at each

retransmission, but is constant during a retransmission. It is consistent with current Wi-Fi

manager implementations like Minstrel.
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Finally, we condition the computation of T by the number of times the AP j retransmits

the same frame to STA i and the initial backoff stage. Indeed, a new frame can be sent with

a backoff stage k > 1 if the previous frames (present in the previous aggregated frame) have

undergone errors. In the formula below, T is thus a function of the initial backoff stage h

with which the new frame (from AP j to STA i) is sent, and the number of errors that occur

for this frame (variable k).

T =
m∑

h=0

[
pijTij(h) +

m∑
k=1

(
pij(1 − pij)k

( k−1∑
l=0

T c
ij(l + h) + Tij(k + h)

))

+(1 − pij)m+1
m∑

l=0
T c

ij(l + h)
]
.qh

ij(1 − qij)

+
[
pijTij(m + 1) +

m∑
k=1

(
pij(1 − pij)k

( k−1∑
l=0

T c
ij(l + m + 1) + Tij(k + m + 1)

))

+(1 − pij)m+1
m∑

l=0
T c

ij(l + m + 1)
]
.q

(m+1)
ij (5.4)

We remind that pij is the probability of success to transmit one frame between AP j and

STA i, qij is the probability of transmission failure of at least one frame in an A-MPDU and

m is the maximum number of retransmissions.

The computation of the neighbor busy time bN
j (given in Equation 5.1) in where the

medium is sensed busy by AP j due to the transmissions of its neighbors is the same as in

Chapter 4.

Hypothetical Busy Time Fraction

The formulas derived in the previous computations take into account the measured aggrega-

tion rate τ . In practice, this rate is difficult to forecast for a new association as it requires to

model the buffer state at each AP for the new association.

The aggregation rate for each STA depends on the size of the buffer, the arrival rate

of the frames for each flow and the time required to transmit a frame (waiting time and

transmission time). The first two parameters are known but the third is difficult to estimate.

The waiting time of a frame in the buffer depends on the channel state, on the arrival rate

and the transmission times which themselves depend on the aggregation rates. Besides, it is

easy to understand that if an AP is saturated and with the assumption of a large buffer size,

for each transmission there is enough frame in the buffer of the AP to fill the A-MPDU at the
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destination of each STA. Therefore, the computation of the BTF with maximum aggregation

rates indicates the actual load of an AP.

As already mentioned, we rely instead on the maximum aggregation rate denoted τmax.

The computation of the metric H-BTF consists in substituting the parameter τ by τmax for

all the equations. It expresses the current load with regard to the maximum BTF and the

maximum aggregation rate through a unique quantity.

5.4 Association optimization

The model proposed in Section 5.3.2 is used to predict the H-BTF for any association con-

figuration. The value of H-BTF indicates the load level at each AP. So, an H-BTF value less

than 1 means that the AP is not saturated and the associated STAs are satisfied. Also, it

means that a part of the bandwidth is available and more STAs can associate with this AP.

On the other hand, an H-BTF value close to 1 indicates that the AP is saturated or close

to saturation. This means that all the STAs associated with this AP are not satisfied and

cannot request more throughput.

We propose an optimization approach based on two functions. A first objective function

aims to minimize the H-BTF of the most heavily loaded AP:

minimize f1(X) (5.5)

with f1(X) = max
j∈A

[hj(X)] (5.6)

where A is the set of APs and hj(X) the H-BTF of AP j for a given association X. This

objective function unloads saturated APs and then allows STAs associated with these APs to

have more throughput. Once the optimal is found for the first objective function, a secondary

objective function is used to share the load between the APs:

maximize f2(X) (5.7)

with f2(X) =
∑
j∈A

log(1 − hj(X)) (5.8)

The first function is used to unload saturated APs and to satisfy a maximum number
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Algorithm 2 H-BTF association algorithm
1: //Initialization
2: Collect measurements for current solution X0
3: Infer the APs conflict graph for each channel
4: //The optimization loop
5: while (Convergence() = false) do
6: V = N (X0);
7: X = arg minU∈V f1(U);
8: if (f1(X) < f1(X0)) then
9: X0 = X;

10: else
11: X = arg maxU∈V f2(U);
12: if (f2(X) > f2(X0)) then
13: X0 = X;
14: end if
15: end if
16: end while
17: end procedure

of STAs. But it is a min-max approach that is focused on the most loaded AP. On the

other hand, the second function helps to share the load between the APs (once they are

decongested). Moreover, note that with the min-max problem, several association schemes

may lead to the same value of f1. The second optimization is thus a way to choose a better

association among the set of solutions minimizing f1(.).

To solve this optimization problem, we propose an iterative heuristic based on the local

search principle presented in Section 3.3.

The controller runs the iterative local search Algorithm 2. In this algorithm, the search

procedure starts from the current solution (association). The optimization is performed

through the local search algorithm on the first objective function f1 until it reaches a local

minimum. Then, the neighborhood of this solution is explored with the second objective

function f2. It improves load sharing between APs and gives the opportunity to exit from

local optimum with regard to f1. The process is repeated until no improvement is observed.

5.5 Evaluation

To evaluate the improvements offered by our approach, we used the same simulation envi-

ronment and scenarios, the performance metrics and parameters as Chapter 4. However, to

evaluate the fairness in terms of load (load balancing) achieved in the network, we compute

the Jain’s Index [49] which is defined as follows:
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Figure 5.2: BTF association optimization using the ENS topology with UDP flows

Jain =

(
M∑

j=1
bj

)2

M
M∑

j=1
bj

where M is the number of APs in the network.

In this section, we compare the results obtained by our H-BTF algorithm with the initial

configuration, where the STAs associate to the APs according to the value of the RSSI. It

is denoted RSSI in the figures. Also, we compare our results with a model that uses the

aggregation rate τ (not max aggregation rate τmax) predicted from the initial configuration

for each STA. This solution is denoted I-BTF for Initial BTF.

ENS topology The first scenario considers the topology of our university (ENS) with UDP

flows.

In Figure 5.2a, we plot the values of the BTF of the most loaded AP as a function of

the load of the WLAN for the three solutions. Both approaches H-BTF and I-BTF reduce

the value of BTF when the network is not heavily loaded. But, when the average STA input
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Figure 5.3: BTF association optimization using the random topology with UDP flows

rate ranges from 2 Mbps to 5 Mbps, the H-BTF approach becomes better. For example, at

3 Mbps, the decrease in BTF for H-BTF is 8% and 2% for I-BTF. Figure 5.2b illustrates

the number of unsatisfied STAs. The H-BTF approach reduces this number up to 64%

compared to the RSSI association. For I-BTF the decrease does not exceed 35%. The gap

between the two approaches increases to the benefit of the H-BTF approach when the load

increases. Figure 5.2c plots the average throughput satisfaction ratio. With H-BTF, the

STAs associated with saturated APs, gain in average between 12% and 20% in throughput

after the reassociation. With I-BTF the average gain does not exceed 10% compared to the

RSSI association. Figure 5.2d shows the Jain index. Both the H-BTF and I-BTF approaches

provide close results in terms of fairness with a slight advantage for our approach H-BTF. The

I-BTF approach also allows a good load balancing but without unloading the most congested

APs.

Random topologies To evaluate our approach with denser topologies and more complex

conflict graphs between APs, we performed simulations on random topologies.

The first simulated scenario with random topology consider UDP flows. Figure 5.3a plots

the average BTF value of the most loaded AP according to the WLAN load. Our H-BTF
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Figure 5.4: BTF association optimization using the random topology with TCP flows

approach reduces this value up to 28% when the network is not very loaded and by 5% when

the average rate per STA is around 12 Mbps. I-BTF has similar results with a low load, but,

when the load increases, the gain is less important than with H-BTF.

In Figure 5.3b, the number of unsatisfied STAs with different load levels is given. The

H-BTF approach decreases this number by 82% compared to the RSSI association and by

30% compared to I-BTF for an average input rate per STA of 9 Mbps. The performance of

H-BTF decreases when the load increases to reach a reduction of 57% compared to RSSI at

18 Mbps. But the advantage over I-BTF rises from 30% to 56%.

Figure 5.3c plots the STA satisfaction ratio according to the average input rate per STA.

The H-BTF approach gives, to unsatisfied STAs, twice much throughput than with the I-

BTF approach. The gain, compared to the RSSI solution, varies between 17% and 22% for

H-BTF and between 2% and 14% for I-BTF.

The Jain index, shown in Figure 5.3d, indicates that the H-BTF and I-BTF approaches

provide similar performance to share load between APs when the network load is low . But

when the network load increases, the gap between the two approaches increases to reach 53%

at 18 Mbps.

In this scenario, we use TCP flows with the random topology. Figure 5.4a shows the BTF
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Figure 5.5: BTF association optimization using the random topology with trace flows

value of the busiest AP in the network. When the network is not loaded (input rate less

than 9 Mbps), this parameter decreases between 20% and 31% for the H-BTF solution and

between 15% and 30% for the I-BTF solution. We note that in this scenario, the value of

the BTF, even when the network is very loaded, does not exceed 0.95, this being due to the

presence of TCP acknowledgments that are not taken into account.

Figure 5.4b illustrates the number of STAs not satisfied. With an average input rate of

9 Mbps, the H-BTF solution reduces this number by 50% and the I-BTF solution by 41%.

For an average input rate of 18 Mbps, this decrease is 25% for the H-BTF and it is only 2%

for the I-BTF.

Figure 5.4c shows the satisfaction ratio of the STAs in terms of the requested throughput.

H-BTF improves this satisfaction by 21% on average, but the I-BTF only improves it by 10%

on average.

Figure 5.4d shows the Jain index according of network load. When the network is not

heavily loaded, the H-BTF and I-BTF solutions improve fairness by almost 14%, but as the

load increases, this improvement decreases to 6% for H-BTF and to 3.4% for I-BTF.

The last tested scenario considers the real trace with the random topology. Figure 5.5a

shows the BTF value of the most loaded AP in the network before and after optimization.
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For an average load of less than 6 Mbps, the optimization allows to offload the most loaded

AP in average by 15% for H-BTF and by 12% for I-BTF.

Figure 5.5b shows the number of STAs not satisfied. This parameter decreases by opti-

mization on average between 39% and 64% for H-BTF solution and between 15% and 60%

for I-BTF solution.

In Figure 5.5c, the satisfaction ratio of the STAs is plotted as function of the load of the

network. With the H-BTF solution this ratio is improved by approximately 19% and the

I-BTF shows an improvement of only 12% in average.

Jain’s index is represented in Figure 5.5d. The H-BTF and I-BTF solutions improve

Jain’s index from 6% to 11% and from 2% to 11% respectively. These results show that

our approach is better than the I-BTF approach regardless of the evaluation criteria and for

the two topologies (ENS and random). The difference increases with the network load. It

confirms the effectiveness of the H-BTF approach and the benefit/need of taking into account

the aggregation ratio in the association optimization problem.

5.6 Conclusion

In this chapter, we propose to evaluate the load of a Wi-Fi AP through a new metric named

H-BTF (Hypothetical Busy Time Fraction). This metric takes into account the classical

busy time fraction and the frame aggregation mechanism offered by the latest IEEE 802.11

amendment. We propose a technological and mathematical framework to compute this metric

at each AP of an extended service set. A controller is then able to optimize association

between STAs and APs in order to share the load between APs and satisfy a maximum

number of STAs in terms of throughput. Our proposal has been evaluated through a large

set of simulations performed with ns-3. We have considered several performance criteria to

compare this approach with the RSSI association and with a similar approach that uses the

initial aggregation ratio. The obtained results illustrate the effectiveness of our proposed

approach. It improves performance as STA satisfaction and load balancing between APs.
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In this thesis we studied the problem of the association of wireless STAs to APs in Wi-Fi

networks. Indeed, this key step has an impact on the performance of STAs and network. In

order to propose solutions in accordance with the IEEE 802.11 standard, we have analyzed

its main characteristics and modes of operation. This has allowed us to offer simple and

effective solutions that are easy to implement in practice and without making modifications

to network equipment (APs and STAs). These solutions consist of designing algorithms

that allow a controller to centrally optimize and manage the association and reassociation

operations.

In the first solution, we proposed a mathematical model to evaluate and predict the

throughput that can be obtained by each STA for a given association. In this model, we

considered the case of a network where all APs are always saturated. We have also assumed

that each AP serves its STAs fairly. Even if these traffic conditions are rare, the optimization

of association with these assumptions has the advantage of fairly sharing the bandwidth

between the STAs. In the optimization problem, the best association is then defined as the

one which maximizes a logarithmic utility function by using the STAs’ throughput predicted

by the model. The use of a logarithmic utility function allows the controller to achieve a good

trade-off between overall throughput and fairness. We also evaluated this solution with the

NS-3 simulator on a large set of scenarios and configurations. It empirically demonstrates

that our proposal improves the overall throughput and fairness of the network.

The first solution does not take into account the fact that traffic demands can be very dif-

ferent from one STA to another. Therefore, we proposed a second solution for the association

optimization problem that relies on real measurements such as STA throughput demands

and frame error rates. In this solution, we have formulated an analytical model that allows

to estimate the channel busy time fraction (BTF) for each AP and any association configu-

ration. The model is based on a Markov network and a Wi-Fi conflict graph. Associations
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are optimized to minimize the greatest BTF in the network. This novel approach allows the

Wi-Fi manager / controller to unload the most congested AP, increase the throughput of

most STAs, and provide more bandwidth to the STAs that need it. NS-3 simulations with a

large number of scenarios highlight the benefits of our approach to improve performance in

congested and non-congested Wi-Fi networks. This evaluation showed also the accuracy of

our BTF estimation, and its ability to balance the load between APs and to satisfy the STA

throughput demands.

With the new versions of the IEEE 802.11 standard, the physical and MAC layers have

become increasingly complex. Certainly, this has led WLANs to unmatched performance lev-

els, but, at the same time, it makes the design of new models more difficult. Therefore, the

main challenge is to propose models that take into account recent enhancements such as spa-

tial multiplexing (MIMO) at the physical layer and the frame aggregation mechanism at the

MAC layer. To this end, in our third solution, the new features of the physical layer are con-

sidered in the data rate parameter. We investigated the importance of the frame aggregation

mechanism to evaluate the AP load. Indeed, we have described an association optimization

approach based on the new metric, called H-BTF (Hypothetical Busy Time Fraction), which

combines the classical Busy Time fractions (BTF) and the frame aggregation. The model

estimates the H-BTF of each AP for current association and is able to predict H-BTF for

other association schemes. The association is then optimized to minimize the load on the

busiest AP. Thus, this allows to balance the load between the APs and to satisfy the needs

of more STAs in terms of throughput. The results of ns-3 simulations showed the significant

benefit of the new metric compared to the BTF metric in terms of users’ throughput and

satisfaction.

It should be noted that the three proposed association models are expressed as combina-

torial optimization problems. A heuristic based on a local search algorithm is used to provide

approximate solutions to these problems. This heuristic is based on an appropriate neigh-

borhood structure between the associations, and a search procedure adapted to the objective

function of each model. This approach has the advantage to be tuned according to CPU and

time constraints of the WLAN controller. This choice is also justified by the effectiveness of

local research to provide acceptable solutions in a reasonable time for complex combinatorial

optimization problems.

Through the work conducted within the framework of this thesis, we illustrated, in this
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manuscript, how the association optimization can improve the overall performance of WLANs.

We have also shown that there is not a single solution that works with any network scenario,

traffic shape and standard versions. This proves that every situation requires fine-grained

analysis in order to propose powerful models. We have also shown the importance of designing

models combining efficiency, tractability, and simplicity of implementation.

Future work

With the emergence of the SDN concept, the control plane tends to be centralized in a single

node in the network (one controller or several controllers), even in wireless networks. On the

other hand, there is a need to manages network resources and services with more flexibility,

efficiency and dynamically. A natural extension of this work is thus to integrate our solutions

to the SDN concept.

However, one of the big challenges of centralized management, including SDN, is related

to the problem of scalability and its constraints. Indeed, in a large WLAN, with a single

controller in charge, new problems may arise such as the complexity of control algorithms that

generally exponentially grow with the size of the network and the latency that may increase

due to the geographic extent of the network. One of the possible approaches to address these

issues is the concept of clustering. To ensure the scalability of a centralized optimization, it

is possible to split the WLAN in several clusters and to restrict the optimization problem

within each cluster. Since WLANs have a geographical limited coverage area, clustering is

done on APs and STAs based on their locations. Optimization of the association is then

centrally performed by the controller for each cluster.
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