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#### Abstract

We study the wave breaking mechanism for the weakly dispersive defocusing nonlinear Schrödinger equation with a constant phase dark initial datum that contains a vacuum point at the origin. We prove by means of the exact solution to the initial value problem that, in the dispersionless limit, the vacuum point is preserved by the dynamics until breaking occurs at a finite critical time. In particular, both Riemann invariants experience a simultaneous breaking at the origin. Although the initial vacuum point is no longer preserved in the presence of a finite dispersion, the critical behavior manifests itself through an abrupt transition occurring around the breaking time.
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## I. INTRODUCTION

The nonlinear Schrödinger (NLS) equation

$$
\begin{equation*}
i \epsilon \psi_{t}+\frac{\epsilon^{2}}{2} \psi_{x x}+\sigma|\psi|^{2} \psi=0, \quad \sigma= \pm 1 \tag{1}
\end{equation*}
$$

where $\epsilon$ is a positive constant parameter, in its focusing ( $\sigma=1$ ) and defocusing ( $\sigma=-1$ ) versions has a universal character as it arises in the Hamiltonian description of envelope waves for a general class of nonlinear model equations [1]. For this reason the NLS equation naturally appears in a variety of physical contexts such as nonlinear optics [2], water waves [3], and superfluidity $[4,5]$, including atom condensates [6] and quantum fluid behavior of light [7]. Moreover, the remarkable mathematical structure of the NLS equation also explains its relevance for physical applications as well as a mathematical object itself. Similar to the celebrated Korteweg-de Vries (KdV) equation, the NLS equation has been shown to be an example of integrable nonlinear Partial Differential Equation (PDE) admitting infinitely many conservation laws and soliton solutions which can be constructed via the inverse scattering transform method [8-10]. Since the discovery of its integrability, the NLS equation (1) and its generalizations have been the subject of intensive studies covering both analytical [11] and algebro-geometric aspects [12].

An important feature, common to many nonlinear dispersive PDEs, is the critical behavior connected to the appearance, in the dispersionless limit, of one or more breaking points typically due to gradient catastrophes. Such gradient catastrophes are regularized by the finite dispersion through the emission of wave trains, so-called dispersive shock waves (also known as collisionless shock waves from the early literature on plasma [13] or undular bores [14], mainly in hydrodynamics). Attention to such a phenomenon was originally drawn in the framework of the KdV equation [15], for which the analytical construction of dispersive shocks was pioneered by Gurevich and Pitaevskii [13] via the Whitham averaging method [16] and improved afterwards on a more rigorous basis [17-21]. These approaches have been successfully extended to the defocusing NLS equation [22-34] and employed to effectively

[^0]describe recent experiments in condensates of dilute atom gases [33,35-37] and nonlinear optics [38-42].

In recent years special attention has been devoted to the study of gradient catastrophe phenomena in the weakly dispersive regime and to the underlying mechanisms. An important advance in this direction was the notion of universality introduced in 2006 by Dubrovin to describe the wave breaking associated with Hamiltonian systems. The universality conjecture is concerned with the asymptotic description of the critical behavior for generic initial data such that the dispersionless limit of the PDE is either strictly hyperbolic (e.g., defocusing NLS) or elliptic (e.g., focusing NLS) near the critical point of a gradient catastrophe [43-48]. Such an approach has also been shown to be effective for other classes of non-Hamiltonian PDEs [49,50]. There are, however, certain cases where the initial data (wave packets) are nongeneric, demanding a specific analysis of the breaking mechanism. Our aim, in this paper, is to report such an analysis for the case of the defocusing NLS subject to an initial condition $\psi_{0}=\psi(x, 0)$ possessing a vacuum point (a point where the field strictly vanishes). This case was indeed recently considered in Ref. [42] for $\psi_{0}=\tanh (x)$, i.e., a dark amplitude with a steplike phase. It was numerically shown that the wave breaking taking place through an apparent singularity developing in the vacuum state is resolved through the generation of a dispersive shock wave constituted by an expanding oscillating fan centered around a still dark (black) soliton (hence the vacuum state turns out to be preserved by the dynamics across the critical region). Such a scenario was also observed experimentally and was shown to be robust against the nonlocal deformation of the NLS model $[42,51]$ and to bear close similarity to the breaking mechanism in the periodic case $\psi_{0}=\cos (x)$, where an array of breaking points develops through multiple four-wave mixing [52]. Nevertheless, in the vacuum point the dispersionless NLS equation loses its strict hyperbolicity, and the mechanism of breaking differs from the case of generic initial data, making the universality conjecture not applicable. In order to investigate the breaking mechanism for an initial state with a vacuum point and to be able to describe the wave breaking analytically, we focus in this paper on the study of the NLS equation (1) with $\sigma=-1$ and $\epsilon \ll 1$, subject to the dark constant phase initial condition

$$
\begin{equation*}
\psi_{0}=|\tanh x| e^{i \theta_{0}} \tag{2}
\end{equation*}
$$

where $\theta_{0}$ is a real constant. Hence, we compare the dispersionless dynamics in the vicinity of the gradient catastrophe with the numerical simulations for the full NLS equation. The main difference from the case studied in [42] is that in this case the vacuum is not preserved by the evolution as a consequence of the absence of the phase jump. Nevertheless, in the dispersionless limit, the qualitative behavior is similar until the time of gradient catastrophe is reached. We show that in the dispersionless regime the vacuum point is a critical point associated with a gradient catastrophe occurring simultaneously for the two Riemann invariants. A detailed analytical description of the wave breaking mechanism is provided, and the deviation due to the finite value of dispersion in the NLS equation is analyzed in detail.

## II. ZERO DISPERSION LIMIT

The zero dispersion regime for the NLS equation is concerned with the study of fast oscillating solutions $\psi(x, t ; \epsilon)$ in the limit $\epsilon \rightarrow 0$. For this purpose it is convenient to introduce the nonlinear (Madelung) transformation of the form

$$
\begin{equation*}
\psi(x, t ; \epsilon)=\sqrt{u(x, t)} \exp \left(\frac{i}{\epsilon} \int^{x} v\left(x^{\prime}, t\right) d x^{\prime}\right) . \tag{3}
\end{equation*}
$$

In terms of the variables $u$ and $v$, which have the meaning of an equivalent fluid density (or height) and velocity, the NLS equation (1) takes the so-called hydrodynamic form

$$
\begin{align*}
u_{t}+(u v)_{x} & =0  \tag{4}\\
v_{t}+v v_{x}+u_{x}-\frac{\epsilon^{2}}{4}\left(\frac{u_{x x}}{u}-\frac{u_{x}^{2}}{2 u^{2}}\right)_{x} & =0 .
\end{align*}
$$

At leading order in $\epsilon$, neglecting the so-called quantum pressure term of order $O\left(\epsilon^{2}\right)$, Eqs. (4) give the dispersionless limit, which turns out to be equivalent to the following well known system that rules one-dimensional (1D) shallow water waves [henceforth shallow water equations (SWE)] or, equivalently, isentropic gas dynamics with pressure proportional to the square density,

$$
\begin{align*}
u_{t}+(u v)_{x} & =0 \\
v_{t}+v v_{x}+u_{x} & =0 \tag{5}
\end{align*}
$$

Higher-order corrections to the solutions of Eqs. (5) can be formally constructed by means of power expansion of $u, v$, which, however, will not be considered further in this paper. Conversely, we will directly compare the breaking dynamics entailed by the SWE (5) with the smooth evolution according to the full NLS equation.

Figure 1 shows the evolution of the dark initial datum (2) according to Eq. (1) computed numerically. A dispersive shock that opens up in a characteristic fan turns out to resolve the singularity that occurs in the range $t=0.75-0.78$ around the origin ( $x=0$ ), where the initial dark dip appears to focus before breaking. The numerical integration of the SWE (see Fig. 2) shows a wave-breaking scenario compatible with a break in the origin (or at least around it) at $t \simeq 0.78$, where the density $u$ still exhibits a vacuum point and the velocity $v$ develops a steep gradient and takes positive and negative values for $x<0$ and $x>0$, respectively. However, as shown in the inset in Fig. 2(a), the initial vacuum point, which is


FIG. 1. (Color online) Color level plot of the evolution of $|\psi|^{2}$ from the input $\psi_{0}=\sqrt{(\tanh x)^{2}}$ according to the defocusing ( $\sigma=-1$ ) NLS equation, with $\varepsilon=0.005$.
preserved by the SWE dynamics, is not preserved in the NLS dynamics. These observations call for a deeper analysis of the problem. The advantage of considering the SWE (5) is that it provides an accurate description of the system before the breaking time [28,29], and it can be effectively treated via the classical hodograph method. Indeed, for sufficiently small values of the dispersive parameter $\epsilon$, the local minimum evolving from the initial vacuum state stays close to zero until it turns into a local maximum only in the proximity of the critical time.


FIG. 2. (Color online) Snapshots from SWE [Eqs. (5)] at $t=$ 0.78 (close to breaking): (a) density $u$ and (b) velocity $v$. The inset shows, in a zoom close to the origin, the deviation in terms of the density $u$ of the NLS dynamics [red (light gray) curve; obtained from Eq. (1) with $\varepsilon=5 \times 10^{-4}$ ] from the SWE [blue (dark gray) curve]. The black dashed lines stand for the initial condition.

The hydrodynamic type of system (5) is linearized via the hodograph transform $(x, t) \leftrightarrow(u, v)$, which is obtained by interchanging the role of dependent and independent variables via the following system:

$$
\begin{equation*}
v t+f_{u}=x, \quad u t+f_{v}=0 \tag{6}
\end{equation*}
$$

where the function $f(u, v)$ is a solution to the Tricomi-type equation,

$$
\begin{equation*}
f_{v v}-u f_{u u}=0 \tag{7}
\end{equation*}
$$

Given a solution to Eq. (7), the corresponding solution to the SWE (5) is locally given by the functions $u=u(x, t)$ and $v=v(x, t)$, obtained by inversion of the hodograph equations (6). The general procedure for solving the initial value problem for the system (5) has been discussed in [27]. Nevertheless, an explicit analytical description of solutions and the exact computation of critical values is possible in a limited number of cases, which are, however, of great interest for understanding various wave breaking mechanisms, also observed experimentally.

To study wave breaking it is convenient to introduce the Riemann invariants,

$$
\begin{equation*}
\xi=v+2 \sqrt{u}, \quad \eta=v-2 \sqrt{u}, \tag{8}
\end{equation*}
$$

such that the SWE (5) takes the diagonal form

$$
\begin{equation*}
\xi_{t}+\lambda \xi_{x}=0, \quad \eta_{t}+\mu \eta_{x}=0 \tag{9}
\end{equation*}
$$

where $\lambda(\xi, \eta)$ and $\mu(\xi, \eta)$ are the characteristic speeds

$$
\lambda=\frac{3 \xi+\eta}{4}, \quad \mu=\frac{\xi+3 \eta}{4}
$$

In terms of Riemann invariants, Eqs. (6) read as follows:

$$
\begin{equation*}
x-\lambda t=w_{\xi}, \quad x-\mu t=w_{\eta} \tag{10}
\end{equation*}
$$

and the Tricomi-type equation (7) is replaced by the Euler-Poisson-Darboux (EPD) equation for the function $w(\xi, \eta)$,

$$
\begin{equation*}
w_{\xi \eta}=\frac{1}{2(\xi-\eta)}\left(w_{\xi}-w_{\eta}\right) . \tag{11}
\end{equation*}
$$

Differentiating the hodograph equations (10) by $x$ and $t$ and solving with respect to $\xi_{x}, \xi_{t}, \eta_{x}, \eta_{t}$, we get

$$
\begin{align*}
\xi_{x} & =\frac{2(\eta-\xi)}{2(\eta-\xi) w_{\xi \xi}+3\left(w_{\xi}-w_{\eta}\right)},  \tag{12}\\
\eta_{x} & =\frac{2(\eta-\xi)}{2(\eta-\xi) w_{\eta \eta}+3\left(w_{\xi}-w_{\eta}\right)} .
\end{align*}
$$

The solution $[\xi(x, t), \eta(x . t)]$ is said to break, i.e., it develops a gradient catastrophe singularity, if a critical point $\left(x_{c}, t_{c}\right)$ exists such that $\xi_{x}$ and $\eta_{x}$ are bounded for any $t \in\left[0, t_{c}\right)$ and $\left|\xi_{x}\left(x_{c}, t_{c}\right)\right|=\infty$ or $\left|\eta_{x}\left(x_{c}, t_{c}\right)\right|=\infty$. Hence, the gradient catastrophe is associated with the minimum time such that at least one of the Riemann invariants breaks at a certain $x=x_{c}$. From expressions (12) it follows that a necessary condition for the breaking is given by the vanishing condition of one of the denominators in Eq. (12). If Riemann invariants do not break simultaneously at the same point $x$, provided the system is strictly hyperbolic, the critical point $\left(x_{c}, t_{c}\right)$ is said to be generic [43]. A necessary condition for simultaneous breaking is that
both denominators in Eqs. (12) vanish at the same point. In this case the critical point is said to be nongeneric.

For a generic critical point such that, say, only $\xi_{x}$ blows up, we have

$$
\begin{equation*}
w_{\xi \xi}=\frac{3}{2(\xi-\eta)}\left(w_{\xi}-w_{\eta}\right) \tag{13}
\end{equation*}
$$

We note also that, if $w_{\xi \xi} \neq w_{\eta \eta}$ at $\left(x_{c}, t_{c}\right)$ and the Riemann invariants are bounded, then $\eta_{x}$ is also bounded. From Eqs. (10) we have that the critical time $t=t_{c}$ is given by

$$
\begin{equation*}
t_{c}=-\frac{4}{3} w_{\xi \xi}\left(\xi_{c}, \eta_{c}\right) \tag{14}
\end{equation*}
$$

where the local minimum condition

$$
\begin{equation*}
w_{\xi \xi \xi}\left(\xi_{c}, \eta_{c}\right)=0, \quad w_{\xi \xi \eta}\left(\xi_{c}, \eta_{c}\right)=0 \tag{15}
\end{equation*}
$$

has to be satisfied and the pair $\left(\xi_{c}, \eta_{c}\right)$ simultaneously solves the breaking condition (13). Let us also observe that only two of the three conditions in Eqs. (13) and (15) are independent, for instance,

$$
w_{\xi \xi}-\frac{3}{2(\xi-\eta)}\left(w_{\xi}-w_{\eta}\right)=0, \quad w_{\xi \xi \xi}=0
$$

Hence, given $\left(\xi_{c}, \eta_{c}\right)$ as roots of the above system, the critical point $\left(x_{c}, t_{c}\right)$ is obtained from Eqs. (10) evaluated at $\left(\xi_{c}, \eta_{c}\right)$, provided the following condition on the Hessian is verified:

$$
\mathcal{H}=\left|\begin{array}{ll}
t_{\xi \xi}^{c} & t_{\xi \eta}^{c} \\
t_{\xi \eta}^{c} & t_{\eta \eta}^{c}
\end{array}\right|>0
$$

The above condition guarantees that the stationary point (14) is a local minimum, which is necessary to identify the time when the first gradient catastrophe occurs. According to the universality conjecture [44] (see also [46,48]) for a generic critical point of a gradient catastrophe, critical values characterize the local asymptotic behavior of the perturbed dispersive system. In particular, the normal form of the solution to a dispersionless hyperbolic system of Hamiltonian PDEs near the critical point is given by a Whitney singularity of type 2 . In the weak dispersive regime, the leading asymptotic behavior is given by a Painlevè transcendent obtained as a particular solution to the equation which is present as second member of the Painlevè I hierarchy, known as PI2. In this case all parameters, such as amplitude and scaling factors, are completely specified by the critical values for the dispersionless system.

In the following, we show that the initial datum (2) that contains a vacuum point develops a nongeneric gradient catastrophe. Therefore, the universality conjecture does not apply, and consequently, a detailed description of the breaking mechanism requires a separate analysis. Moreover, previous analysis on the general role of a vacuum point in models of gas or fluid dynamics does not help unveil the details of the breaking mechanism $[53,54]$.

## III. SOLUTION FOR A CONSTANT PHASE INITIAL DATUM

The hodograph method allows us to construct, at least locally, any solution to the SWE (5), with the exception of a neighborhood of stationary points for Riemann invariants.

Solving the initial value problem requires knowledge of a suitable solution to the linear equation (7), such that the functions $u(x, t)$ and $v(x, t)$ obtained from the inversion of the system (6) match the initial condition at the time $t=0$. In other words the solution to the initial value problem consists of the construction of a map from the space of initial data to the space of solutions to Eq. (7) or, equivalently, the EPD equation (11). This problem has been solved for the defocusing dispersionless NLS equation in Ref. [27], while it remains open in the case of a general system of hydrodynamic type. In the following, we present an alternative approach that applies to a more restricted class of initial data but that can be straightforwardly extended to more general two-component systems of hydrodynamic type.

Let us consider the family of initial data of the form

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad v(x, 0)=0 \tag{16}
\end{equation*}
$$

For the sake of simplicity, $u_{0}$ is assumed to be a negative hump given by an even, continuous, and differentiable function centered at $x=0$. Because the change of variables (8), reducing SWE (5) to the diagonal form (9), is not globally differentiable for the initial value problem under consideration, we prefer to present the solution to the initial value problem (16) using the natural variables $(u, v)$ and then to introduce Riemann invariants for the local analysis around the breaking point.

Let us observe that the function

$$
\begin{equation*}
f(u, v)=u \int_{-1}^{1} g(v+2 \mu \sqrt{u}) \sqrt{1-\mu^{2}} d \mu \tag{17}
\end{equation*}
$$

where $g$ is an arbitrary function of one variable such that the integral is well defined, gives a family of solutions to the Tricomi equation (7). This can be straightforwardly proven by direct substitution and integration by parts. As the Tricomi equation (7) is related to the EPD equation (11) via the transformation (8), solutions of the form (17) to Eq. (7) can be found as a particular case of the general solution to the EPD equation discussed in Ref. [55] (up to a suitable change of variables). Alternatively, after the transformation (8), formula (17) can be obtained from a reduction of formula (2.5) in Ref. [21].

Observing that

$$
\begin{aligned}
& f_{u}(u, v)=\frac{1}{2} \int_{-1}^{1} g(v+2 \mu \sqrt{u}) \frac{d \mu}{\sqrt{1-\mu^{2}}}, \\
& f_{v}(u, v)=u \int_{-1}^{1} g^{\prime}(v+2 \mu \sqrt{u}) \sqrt{1-\mu^{2}} d \mu,
\end{aligned}
$$

the hodograph equations (6) evaluated for the initial condition (16) give the following integral equation for the function $g$ :

$$
\begin{align*}
\frac{1}{2} \int_{-1}^{1} g\left(2 \mu \sqrt{u_{0}}\right) \frac{d \mu}{\sqrt{1-\mu^{2}}} & =x  \tag{18a}\\
u_{0} \int_{-1}^{1} g^{\prime}\left(2 \mu \sqrt{u_{0}}\right) \sqrt{1-\mu^{2}} d \mu & =0 . \tag{18b}
\end{align*}
$$

Looking for solutions of the form (17) such that $g$ is an even function of its argument, i.e., $g(r)=g(-r)$, Eq. (18b) turns out to be identically satisfied. Hence, restricting our analysis to the positive half line, Eq. (18a) can equivalently be written
in the following form:

$$
\begin{equation*}
\int_{0}^{s} \frac{h(\tau)}{\sqrt{s-\tau}} d \tau=\lambda(s) \tag{19}
\end{equation*}
$$

where
$h(\tau)=\frac{g(\sqrt{\tau})}{2 \sqrt{\tau}}, \quad \tau=4 u_{0} \mu^{2}, \quad \lambda(s)=u_{0}^{-1}\left(\frac{s}{4}\right), \quad s=4 u_{0}$.
Equation (19) can be solved with respect to the unknown function $h(\tau)$ via the Abel transform. The solution

$$
h(\tau)=\frac{1}{\pi} \frac{d}{d \tau} \int_{0}^{\tau} \frac{\lambda(s)}{\sqrt{\tau-s}} d s=\frac{1}{\pi} \int_{0}^{\tau} \frac{\lambda^{\prime}(s)}{\sqrt{\tau-s}} d s+\frac{\lambda(0)}{\pi \sqrt{\tau}}
$$

gives

$$
\begin{align*}
g(r) & =2 \frac{d}{d r} \int_{0}^{r} \frac{s \lambda\left(s^{2}\right)}{\sqrt{r^{2}-s^{2}}} d s \\
& =\frac{2 r}{\pi}\left[\int_{0}^{r} \frac{2 s \lambda^{\prime}\left(s^{2}\right)}{\sqrt{r^{2}-s^{2}}} d s+\frac{\lambda(0)}{r}\right], \quad r>0 \tag{20}
\end{align*}
$$

Hodograph equations (6) together with formulas (17) and (20) provide the solution to the present class of initial value problems for the zero dispersion limit of the NLS equation.

Let us now consider the particular initial datum (2) which in the hydrodynamic variables reads

$$
u(x, 0)=\tanh ^{2}(x), \quad v(x, 0)=0
$$

It belongs to the class (16), and as mentioned above, it contains a vacuum point at the origin $(x=0)$. In this case, expression (20) takes the following simple form:

$$
\begin{equation*}
g(r)=\frac{|r|}{\sqrt{4-r^{2}}}, \quad-2<r<2 \tag{21}
\end{equation*}
$$

Introducing the variable $r=v+2 \mu \sqrt{u}$ in Eq. (17), away from the vacuum, $f(u, v)$ is expressed in terms of Riemann invariants $(\xi, \eta)$ by defining the function $F(\xi, \eta) \equiv$ $f(u(\xi, \eta), v(\xi, \eta))$ :

$$
\begin{align*}
F(\xi, \eta)= & \frac{1}{4} \int_{\eta}^{\xi} g(r) \sqrt{(\xi-r)(r-\eta)} d r \\
= & \frac{1}{4} \int_{0}^{\xi} \frac{r \sqrt{(\xi-r)(r-\eta)}}{\sqrt{4-r^{2}}} d r \\
& +\frac{1}{4} \int_{0}^{\eta} \frac{r \sqrt{(\xi-r)(r-\eta)}}{\sqrt{4-r^{2}}} d r \tag{22}
\end{align*}
$$

The elliptic integrals on the right-hand side of Eq. (22) can be evaluated as a combination of complete and incomplete elliptic integrals and Jacobian elliptic functions [56]. We report such a calculation explicitly in the Appendix. Since the functions $u=u(x, t)$ and $v=v(x, t)$ are obtained by inversion of the hodograph formulas (6), which is not straightforward in the neighborhood of the critical point, as further proof of the validity of our calculations, we compare the results obtained via the analytic formulas with the direct numerical integration of the SWE obtained via a finite-difference method (the latter integration is not critical since it is performed up to the breaking point, where solutions are smooth). Figure 3 shows a direct comparison between the analytic solution obtained via Eqs. (6) by using a standard Newton's method and the


FIG. 3. (Color online) Comparison of analytic (open circles) and numerical (solid line) solutions of the dispersionless limit [SWE, Eqs. (5)] sampled at the times $t=0.7,0.78$. The insets show a zoom of the region close to the origin. The maximum deviation between the two sets of solutions turns out to be $\sim 5 \times 10^{-5}$.
numerical solution of the SWE. The agreement is excellent, and apparently, the dependent variable $v$ develops a gradient catastrophe at $x=0$, with the critical time being estimated to be $t_{c} \simeq 0.78$. In the next section, we prove that the initial vacuum point $x=0$ is preserved in the dispersionless limit [SWE, Eqs. (5)] and show that it is a critical point of the gradient catastrophe for which we compute the breaking time exactly.

## IV. VACUUM POINT AND CRITICAL TIME FOR BREAKING

We start by studying the invariance properties associated with the vacuum point. Let us consider a smooth solution $u(x, t), v(x, t)$ to SWE (5) such that the initial datum $u(x, 0)$, $v(x, 0)$ contains a vacuum point at $x=x_{0}$, where the derivative also vanishes, that is,

$$
u\left(x_{0}, 0\right)=0, \quad v\left(x_{0}, 0\right)=0, \quad u_{x}\left(x_{0}, 0\right)=0
$$

We observe that under the assumptions above we have

$$
\begin{equation*}
u\left(x_{0}, t\right)=0, \quad v\left(x_{0}, t\right)=0, \quad u_{x}\left(x_{0}, t\right)=0 \tag{23}
\end{equation*}
$$

for any time $0 \leqslant t<t_{c}$.
Indeed, let us first differentiate the functions $u(x, t), v(x, t)$, and $u_{x}(x, t)$ along a generic curve $(t, x(t))$ :

$$
\begin{aligned}
\frac{d u}{d t} & =u_{x}(x(t), t) x^{\prime}(t)+u_{t}(x(t), t) \\
\frac{d v}{d t} & =v_{x}(x(t), t) x^{\prime}(t)+v_{t}(x(t), t) \\
\frac{d u_{x}}{d t} & =u_{x x}(x(t), t) x^{\prime}(t)+u_{x t}(x(t), t)
\end{aligned}
$$

Using the fact that $u$ and $v$ satisfy SWE (5) and restricting ourselves to the particular curve ( $t, x_{0}$ ) expressions (24) gives the following nonautonomous dynamical system:

$$
\begin{align*}
\dot{U} & =-\alpha U-W V \\
\dot{V} & =-\alpha V-W  \tag{25}\\
\dot{W} & =-\gamma U-\beta V-2 \alpha W
\end{align*}
$$

where $U(t)=u\left(x_{0}, t\right), \quad V(t)=v\left(x_{0}, t\right), \quad W(t)=u_{x}\left(x_{0}, t\right)$, parametrized by the three independent functions of time $\alpha(t)=v_{x}\left(x_{0}, t\right), \beta(t)=u_{x x}\left(x_{0}, t\right), \gamma(t)=v_{x x}\left(x_{0}, t\right)$.

Clearly, the vacuum point (23) is a stationary solution to the above dynamical system for any $t<t_{c}$, where $t_{c}$ is the time of the gradient catastrophe, such that the functions $\alpha(t), \beta(t)$, $\gamma(t)$ are bounded. We do not enter into the stability analysis for the dynamical system (25) as this lies outside the scope of the present work.

We now proceed to prove that the vacuum point is a point of gradient catastrophe and compute the critical values. This will be done via an asymptotic evaluation of formula (17) near the point $(u, v)=(0,0)$. Let us consider the Taylor expansion of the function $g(r)$ at the first order,

$$
g(r)=\frac{|r|}{2}+O\left(r^{2}\right)
$$

Observing that

$$
\begin{equation*}
\left|\frac{v}{2 \sqrt{u}}\right| \leqslant 1 \tag{26}
\end{equation*}
$$

as Riemann invariants are such that $\xi(x, t) \geqslant 0$ and $\eta(x, t) \leqslant$ 0 for all $x$ and $t<t_{c}$, we have the following leading order approximation for the function $f(u, v)$ :

$$
\begin{equation*}
f(u, v) \simeq \frac{1}{24}\left(v^{2}+8 u\right) \sqrt{4 u-v^{2}}+\frac{1}{2} u v \sin ^{-1}\left(\frac{v}{2 \sqrt{u}}\right) . \tag{27}
\end{equation*}
$$

The asymptotic expression (27) is obtained by splitting the integral in Eq. (17) as follows:

$$
\begin{align*}
& \int_{-1}^{1} \operatorname{sign}(v+2 \mu \sqrt{u}) \sqrt{1-\mu^{2}} d \mu \\
& \quad=-\int_{-1}^{-\frac{v}{2 \sqrt{u}}} \sqrt{1-\mu^{2}} d \mu+\int_{-\frac{v}{2 \sqrt{u}}}^{1} \sqrt{1-\mu^{2}} d \mu \tag{28}
\end{align*}
$$

where the inequality (26) has been taken into account. In terms of Riemann invariants formula (27) reads as follows:

$$
\begin{align*}
F(\xi, \eta) \simeq & \frac{1}{32}\left(\xi^{2}-\frac{2}{3} \eta \xi+\eta^{2}\right)(-\eta \xi)^{1 / 2} \\
& +\frac{1}{64}(\xi-\eta)^{2}(\xi+\eta) \sin ^{-1}\left(\frac{\xi+\eta}{\xi-\eta}\right) \tag{29}
\end{align*}
$$

Hence, we can compute asymptotic expressions for the hodograph equations (10), obtaining

$$
\begin{align*}
x & \simeq \frac{2(-\eta \xi)^{3 / 2}}{(\xi-\eta)^{2}} \\
t & \simeq-\frac{\xi+\eta}{(\xi-\eta)^{2}}(-\eta \xi)^{1 / 2}+\frac{1}{2} \sin ^{-1}\left(-\frac{\xi+\eta}{\xi-\eta}\right) \tag{30}
\end{align*}
$$



FIG. 4. (Color online) Snapshots of Riemann invariants vs $x$ obtained by means of numerical integration of the dispersionless equations [Eqs. (5)]. The insets show a zoom close to the origin on the semiaxis where the relative Riemann invariant breaks. The snapshots are taken at times $t=0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.784$, and the arrows give the direction in which time $t$ grows.
and also for formulas (12)

$$
\begin{equation*}
\xi_{x} \simeq \frac{(\xi-\eta)^{2}}{2 \xi^{1 / 2}(-\eta)^{3 / 2}}, \quad \eta_{x} \simeq-\frac{(\xi-\eta)^{2}}{2 \xi^{3 / 2}(-\eta)^{1 / 2}} \tag{31}
\end{equation*}
$$

From the above expressions, it follows that the map $x=$ $x(\xi, \eta), t=t(\xi, \eta)$ is not invertible at $(\xi, \eta)=(0,0)$ as the limit for $(\xi, \eta) \rightarrow(0,0)$ does not exist in the usual sense. Such a limit depends on the specific path followed as a consequence of the fact that the vacuum point is preserved by the evolution. For instance, at a fixed time $t=t_{1}$ the configuration of Riemann invariants is associated with the path represented by the curve $\left(\xi_{1}, \eta_{1}\right)=\left(\xi\left(x, t_{1}\right), \eta\left(x, t_{1}\right)\right)$ parametrized by the independent variable $x$. Different times are associated with difference path configurations and vice versa. From formulas (31) we have that the necessary condition for Riemann invariants to break is that at least one of the Riemann invariants has to be vanishing at the critical point, $\xi=0$ or $\eta=0$. On the positive half line $x>0$, the critical values such that $\eta_{x}$ blows up and $\xi_{x}$ stays finite (see also Fig. 4 for a visual representation) can be computed as the $\operatorname{limit}(\xi, \eta) \rightarrow(0,0)$ along the curve $\xi=0$, i.e.,

$$
\begin{aligned}
x_{c} & =\left.\lim _{\eta \rightarrow 0} x(\xi, \eta)\right|_{\xi=0}=0, \\
t_{c} & =\left.\lim _{\eta \rightarrow 0} t(\xi, \eta)\right|_{\xi=0}=\lim _{\eta \rightarrow 0} \frac{1}{2} \sin ^{-1}(1)=\frac{\pi}{4} \simeq 0.785 .
\end{aligned}
$$

Similarly, the limit along the curve $\eta=0$ provides the following result:

$$
\begin{aligned}
x_{c} & =\left.\lim _{\xi \rightarrow 0} x(\xi, \eta)\right|_{\eta=0}=0 \\
t_{c} & =\left.\lim _{\xi \rightarrow 0} t(\xi, \eta)\right|_{\eta=0}=\lim _{\eta \rightarrow 0} \frac{1}{2} \sin ^{-1}(-1)=-\frac{\pi}{4} \simeq-0.785
\end{aligned}
$$

which gives the critical values such that $\xi_{x}$ blows up on the positive $x$ semiaxis backward in time (equivalent, by symmetry, to the negative half line $x<0$, forward in time) and $\eta_{x}$ stays finite. From these limits we conclude that $t_{c}=\pi / 4$ is the critical time at which both Riemann invariants break in the origin, although in the limit from opposite semiaxes (i.e., $\xi_{x}$ and $\eta_{x}$ blow up in $x=0^{-}$and $x=0^{+}$, respectively). This situation is summarized in Fig. 4, which illustrates the essential feature of the breaking mechanism by showing snapshots of the behavior of the Riemann invariants $\xi(x)$ and $\eta(x)$ for different times. As clearly shown, both Riemann invariants bend from the beginning, thereby increasing their slope in the origin (although on opposite semiaxes), until they experience a gradient catastrophe simultaneously at the origin as $t \rightarrow t_{c}=\pi / 4$ [57]. Moreover, from asymptotic expressions (31), it clearly follows that the vacuum point is a nongeneric breaking point as both denominators vanish.

## V. DISPERSIVE EFFECTS

Let us study in more detail the behavior of the solution to the defocusing NLS equation (1) with the initial datum (2). To this end we numerically integrate Eq. (1) by means of a split-step algorithm with periodic boundary conditions in $x$, where the dispersive term is dealt with in Fourier space. The results, typically obtained with up to $2^{15}=32768$ equally spaced points over the window $\Delta x=12$ (spatial step $d x=$ $3.7 \times 10^{-4}$ ) and time step $d t=5 \times 10^{-6}$, are reported in Figs. 5 and 6. In particular, an important point to be emphasized is that, as a consequence of the dispersion, the vacuum point is no longer preserved by the evolution. Indeed, as shown in Fig. 5, the density in the origin $u(0, t)=|\psi(0, t)|^{2}$ slowly detaches, starting at $t=0$, from the zero value characteristic of the SWE. However, this is not sufficient to say that the SWE fail to describe the underlying mechanism of breaking. First, we have verified that, far from the critical time, the deviation from the zero density value remains of order $O(\epsilon)$. Even more important, as the critical time is approached, the density in the origin $u(0, t)$ starts to increase in a much faster way. In


FIG. 5. (Color online) Density in the origin $u(0, t)=|\psi(0, t)|^{2}$ vs time $t$, as obtained from numerical integration of the NLS equation with decreasing values of dispersion: $\varepsilon=5 \times 10^{-3}$ [red (medium gray) curve], $\varepsilon=10^{-3}$ [green (light gray) curve], $\varepsilon=5 \times 10^{-4}$ [blue (dark gray) curve]. The dashed vertical line stands for the critical time $t_{c}=\pi / 4$. Note the small values on the vertical axis.


FIG. 6. (Color online) Hydrodynamical variables in the neighborhood of the origin, obtained from numerical integration of the NLS equation with $\varepsilon=5 \times 10^{-4}$ : (a) $u$ vs $x$, (b) $u_{x}$ vs $x$, and (c) $v$ vs $x$. The snapshots are taken from time $t=0.76$ to $t=0.784$ with a constant increment $\delta t=0.004$.
particular, runs performed with different values of $\varepsilon$ clearly show (see Fig. 5) that this change of slope becomes more and more pronounced as $\varepsilon$ decreases. At $\varepsilon=5 \times 10^{-4}$, the curve $u(0, t)$ already exhibits a strong flattening towards zero before the critical time and a marked knee that is consistent with the expected behavior in the limit $\varepsilon \rightarrow 0$.

The dynamics near the origin is further illustrated in Fig. 6, which displays snapshots from the NLS equation in the neighborhood of $x=0$ at times close to the critical time. As illustrated, for $t \sim t_{c}$ a smooth, although quite abrupt, transition occurs due to the density in the origin passing from a local minimum to a maximum, while its derivative $u_{x}$ in the origin remains zero. Correspondingly, the velocity $v$ exhibits essentially the dynamics predicted by the SWE limit, with the local slope in the origin increasing (although remaining finite due to the effect of nonzero dispersion) as the critical time is approached. The observed change of convexity must be ascribed to the effect of the weak (although finite) dispersion in connection with the flat initial phase. This behavior turns out to be also consistent with the fact that beyond the critical time, the dark (gray) solitons that compose the shock fan (see Fig. 1) appear in pairs with opposite velocities $v= \pm d x / d t$, with the symmetric solitons at the inner edges of the fan corresponding to the dips shown in Fig. 6(a). Experimental evidence for this type of behavior was also given in Bose-Einstein condensates [35], while a similar phenomenon is known in optics [58] in the full dispersive case with $\epsilon=1$, where, instead of any dispersive shock wave, a dark (black) input with constant phase decays into a single pair of gray solitons with opposite velocities, as also predicted by the inverse scattering approach to the NLS equation. It is also interesting to compare the solution for a constant phase dark initial datum considered above with a dark initial datum of the form $\psi(x, 0)=\tanh x$ such that the phase has a jump at the origin [42]. In this case, as it results
from the inverse scattering transform analysis [34], while the breaking mechanism outlined above remains valid, the initial vacuum point is preserved by the evolution even beyond the breaking time, and it is accompanied by the formation of a dispersive shock wave with a central still ( $v=0$, hence black) soliton. In this case no change of convexity is ever observed in the vacuum point. However, this is strictly related to the peculiar initial value characterized by the phase jump and is not generalizable (for instance, this feature is not preserved for generic phase profiles which are smooth and antisymmetric).

Finally, we give an important remark concerning the generality of the mechanism of breaking investigated so far. The mechanism of breaking that we have unveiled for the initial datum $\psi_{0}=|\tanh x|$ implies that breaking occurs exactly at the vacuum point (the origin). The latter is also the point responsible for the loss of strict hyperbolicity of the dispersionless system which is at the origin of such a nongeneric type of breaking. On this basis, one might conjecture that all (or at least most of) even initial data characterized by zero initial velocity and a single vacuum point in the density could follow a similar breaking dynamics. However, it is not difficult to find counterexamples where even initial data exhibit generic breaking but exhibit the same feature (i.e., strict hyperbolicity not holding due to a single vacuum point). In this case breaking does not occur in the vacuum point and involves a gradient catastrophe where both variables $u$ and $v$ exhibit diverging derivatives. This scenario generally occurs for input densities $u_{0}(x)=\left|\psi_{0}\right|^{2}$ that are sufficiently smooth around the vacuum point compared with the case $u_{0}(x)=\tanh ^{2} x$. Examples that we have verified include $\psi_{0}=\tanh ^{2 n}(x)$ for $n \geqslant 1$ and, in the periodic case, $\psi_{0}=[1-\cos (2 \pi x / L)] / 2$, with $L$ sufficiently large. As an example, we show the dynamics of the latter case (with $L=6$ ) in Fig. 7. In particular, by numerically integrating the SWE, we find the occurrence of a generic breaking at the


FIG. 7. (Color online) Evolution of initial wave form $\psi_{0}=[1-$ $\cos (2 \pi x / L)] / 2$ (i.e., $u_{0}=[1-\cos (2 \pi x / L)]^{2} / 4, v_{0}=0$ ). Here $L=$ 6 is the numerical window. Snapshots of (a) density $u$, (b) velocity $v$, and (c) Riemann invariants $\xi, \eta$ as obtained from SWE [Eqs. (6)] close to breaking ( $t_{c}=1.475$ ). (d) Snapshots of density $u=|\psi|^{2}$ obtained by integrating the NLS equation (1) with $\varepsilon=0.005$, right after breaking $(t=1.48)$ when oscillations start to become visible, and at $t=1.8$, when they are fully developed. The inset shows the details of the right dispersive shock (mirror symmetry in $x$ holds). In all panels, the blue dashed line is the input.
critical time $t_{c} \simeq 1.475$ [see Figs. 7(a), 7(b), and 7(c)]. In this case the breaking points $x= \pm x_{c}$ are distinct from the vacuum $(x=0)$ and reflect the invariance of the SWE under the inversion symmetry $x, v \rightarrow-x,-v$. In this case the gradient catastrophe is accompanied by the divergence of the derivative of both $u$ and $v$ [Figs. 7(a) and 7(b)], while only one Riemann variable breaks at each point [Fig. 7(c)]. The integration of the NLS equation confirms this scenario, showing the buildup of oscillating wave trains in the postshock evolution [see Fig. 7(d)]. This allows us to view the breaking mechanism of the initial datum $u_{0}(x)=\tanh ^{2} x$ as a degenerate case in which the breaking of the two Riemann invariants occurring in the generic case in two symmetric points merges exactly in
the vacuum point, leading to a nongeneric type of breaking. The results presented above show that the loss of strict hyperbolicity is not sufficient for the latter type of breaking to occur. On the other hand, the reader might wonder about the general requirements on the initial datum under which this transition occurs. This is a challenging problem that requires a different approach aimed at a general classification of the breaking for classes of initial data rather than a study of the solution to a specific initial value problem in the dispersionless limit. Although this remains clearly beyond the scope of the present paper, we believe that our results may be considered as a starting point for developing such an approach.

## VI. CONCLUSIONS

In summary, we have unveiled the breaking mechanism of a specific initial dark wave form with an initial flat phase, which is important in relation to recent experiments performed in Bose-Einstein condensates and nonlinear optics and ruled by the defocusing NLS equation. We have shown that the dispersionless equations undergo simultaneous breaking of both Riemann invariants at the point of null density ( $x=0$ ), although breaking occurs in the opposite limits $x=0^{ \pm}$for the two invariants. The effect of dispersion starts to play a role before breaking and determines a slow adiabatic detachment of the minimum density points from zero. However, it is only around the breaking time predicted by the dispersionless limit that this minimum abruptly grows, turning into a local maximum of the field. We believe that having uncovered such a mechanism, for the specific case considered here, represents a first step towards a classification of singularity types that can develop from initial data that contain vacuum points. This is, however, a challenging task to be faced in a future work.
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## APPENDIX

Here we show how we evaluate elliptic integrals appearing in Eq. (22) [56]:

$$
\begin{aligned}
\frac{1}{4} \int_{0}^{\xi} \frac{r \sqrt{(\xi-r)(r-\eta)}}{\sqrt{4-r^{2}}} d r= & -2 \int_{0}^{\xi} \sqrt{\frac{(\xi-r)(r-\eta)}{(2-r)(2+r)}} d r+\int_{0}^{\xi} \sqrt{\frac{(\xi-r)(r-\eta)(2+r)}{(2-r)}} d r \\
= & -2\left\{\frac { \gamma } { 2 \alpha ^ { 2 } ( k ^ { 2 } - \alpha ^ { 2 } ) } ( 2 - \xi ) ( \xi - \eta ) \left[\alpha^{2} E(\omega)+\left(\alpha^{2}-k^{2}\right) \omega\right.\right. \\
& \left.\left.+\left(\alpha^{4}-2 \alpha^{2}+k^{2}\right) \Pi\left(\omega, \alpha^{2}\right)-\alpha^{4} \frac{\operatorname{sn} \omega \operatorname{cn} \omega \operatorname{dn} \omega}{1-\alpha^{2} \operatorname{sn}^{2} \omega}\right]\right\} \\
& +\frac{\gamma}{\alpha^{4}}(2-\xi)(2+\xi)(\xi-\eta)\left[-k^{2} \omega+\left(3 k^{2}-\alpha^{2} k^{2}-\alpha^{2}\right) \Pi\left(\omega, \alpha^{2}\right)\right. \\
& \left.+\left(2 \alpha^{2} k^{2}+2 \alpha^{2}-3 k^{2}-\alpha^{4}\right) V_{2}+\left(\alpha^{2}-1\right)\left(\alpha^{2}-k^{2}\right) V_{3}\right]
\end{aligned}
$$

with the notations

$$
\begin{aligned}
V_{0} & =\mathcal{F}(\phi, k), \quad V_{1}=\Pi\left(\phi, \alpha^{2}, k\right), \\
V_{2} & =\frac{1}{2\left(\alpha^{2}-1\right)\left(k^{2}-\alpha^{2}\right)}\left[\alpha^{2} E(\omega)+\left(k^{2}-\alpha^{2}\right) \omega+\left(2 \alpha^{2} k^{2}+2 \alpha^{2}-\alpha^{4}-3 k^{2}\right) \Pi\left(\phi, \alpha^{2}, k\right)-\alpha^{4} \frac{\operatorname{sn} \omega \operatorname{cn} \omega \operatorname{dn} \omega}{1-\alpha^{2} \operatorname{sn} n^{2} \omega}\right] \\
V_{3} & =\frac{1}{4\left(1-\alpha^{2}\right)\left(k^{2}-\alpha^{2}\right)}\left[k^{2} V_{0}+2\left(\alpha^{2} k^{2}+\alpha^{2}-3 k^{2}\right) V_{1}+3\left(\alpha^{4}-2 \alpha^{2} k^{2}-2 \alpha^{2}+3 k^{2}\right) V_{2}+\alpha^{4} \frac{\operatorname{sn} \omega \operatorname{cn} \omega \operatorname{dn} \omega}{\left(1-\alpha^{2} \mathrm{sn}^{2} \omega\right)^{2}}\right] \\
\alpha^{2} & =\frac{\xi-\eta}{2-\eta}, \quad k^{2}=\frac{4(\xi-\eta)}{(2-\eta)(2+\xi)}, \quad \gamma=\frac{2}{\sqrt{(2-\eta)(2+\xi)}}, \\
\phi & =\sin ^{-1}\left(\frac{\xi(2-\eta)}{2(\xi-\eta)}\right), \quad \omega=\operatorname{sn}^{-1}\left(\phi, k^{2}\right),
\end{aligned}
$$

where $\mathcal{F}(\phi, k), E(\omega)$, and $\Pi\left(\phi, \alpha^{2}, k\right)$ are the standard notations for the elliptic integral of the first kind, the complete elliptic integral of the second kind, and the incomplete elliptic integral of the third kind, respectively, and sn, cn, and dn stand for the Jacobian elliptic functions. A similar formula for the second integral in (22) is simply obtained from the above via the substitution $(\xi, \eta) \rightarrow(-\eta,-\xi)$.
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