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#### Abstract

We develop techniques to construct a series of sparse polyhedral approximations of the semidefinite cone. Motivated by the semidefinite (SD) bases proposed by Tanaka and Yoshise (2018), we propose a simple expansion of SD bases so as to keep the sparsity of the matrices composing it. We prove that the polyhedral approximation using our expanded SD bases contains the set of diagonally dominant matrices and is contained in the set of scaled diagonally dominant matrices. We also prove that the set of scaled diagonally dominant matrices can be expressed using an infinite number of expanded SD bases. Using our polyhedral approximations, we develop new methods for identifying elements in certain cones. We also use our approximations as the initial approximation in the cutting-plane methods for some conic optimization problems.
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## 1 Introduction

A semidefinite optimization problem (SDP) is an optimization problem of variables in the symmetric matrix space with a linear objective function and linear constraints over the semidefinite cone. We denote the space of symmetric matrices as $\mathbb{S}^{n}:=\left\{X \in \mathbb{R}^{n \times n} \mid X_{i, j}=X_{j, i}(1 \leq i<j \leq n)\right\}$ and the semidefinite cone as $\mathcal{S}_{+}^{n}:=\left\{X \in \mathbb{S}^{n} \mid d^{T} X d \geq 0\right.$ for any $\left.d \in \mathbb{R}^{n}\right\}$. Accordingly, we can ready define an

[^0]SDP in the standard form, as

$$
\begin{align*}
\min & \langle C, X\rangle \\
\text { s.t. } & \left\langle A_{j}, X\right\rangle=b_{j}, j=1,2, \ldots, m,  \tag{1}\\
& X \in \mathcal{S}_{+}^{n},
\end{align*}
$$

where $C \in \mathbb{S}^{n}, A_{j} \in \mathbb{S}^{n}, b_{j} \in \mathbb{R}(j=1,2, \ldots, m)$, and $\langle A, B\rangle:=\operatorname{Trace}\left(A^{T} B\right)=\sum_{i, j=1}^{n} A_{i, j} B_{i, j}$ is the inner product over $\mathbb{S}^{n}$.

SDPs are powerful tools that provide convex relaxations for combinatorial and nonconvex optimizations, such as the max-cut problem (e.g., [18], [12]) and the k-equipartition problem (e.g., [45], [22]). Some of these relaxations can even attain the optimum, as shown in [30] and [23]. Interested readers may find details about SDPs and their relaxations in [45], [41] and [31].

A cone $\mathcal{K} \subset \mathbb{S}^{n}$ is called proper if it has a non-empty interior and is closed, pointed (i.e., $\mathcal{K} \cap-\mathcal{K}=\{O\}$ ), and convex. It is known that the SDP cone is a proper cone [9]. By replacing the semidefinite constraint $X \in \mathcal{S}_{+}^{n}$ with a general conic constraint $X \in \mathcal{K}$ in (1) (say, a proper cone $\mathcal{K} \subset \mathbb{S}^{n}$ ), one can obtain a general class of problems, namely, conic optimization problems. The class of conic optimization problems has been an active field because it contains many popular classes of problems, including linear optimization problems (LPs), second-order cone programs (SOCPs), SDPs, and copositive programs. Copositive programs have been shown capable of providing tight lower bounds for combinatorial and quadratic optimization problems, as described in the survey paper by Dür [16] and the recent work of Arima et al. [3], [24], [4], etc. It has been shown that a copositive relaxation sometimes gives a highly accurate approximate solution for some combinatorial problems under certain conditions [5], [11]. However, the copositive program and its dual problem are both NP-hard (see, e.g., [15] and [34]).

SDPs are also attractive because they can be solved in polynomial time to any desired precision. There are state-of-the-art solvers, such as SDPA [46], SeDuMi [39], and SDPT3 [42], but their computations become difficult when the size of the SDP becomes large. To overcome this deficiency, for example, one may use preprocessing to reduce the size of the SDPs, which leads to facial reduction methods [35], [36] and [43]. As another idea, one may generate relaxations of SDPs and solve them as easily handled optimization problems, e.g., LPs and SOCPs, which leads to cutting plane methods. We will focus on these latter methods.

The cutting plane method solves an SDP by transforming it into an optimization problem (e.g., an LP or an SOCP) adding cutting planes at each iteration to cut the current approximate solution out of the feasible region in the next iterations and to get close to the optimal value. The cutting plane method was first used on the traveling-salesman problem, by Dantzig, Fulkerson, and Johnson [13], [14] in 1954. It was used in 1958 by Gomory [19] to solve integer linear programming problems. As SDPs became popular, it came to be used on them; see, for instance, Krishnan and Mitchell [27], [29] and [28], and Konno et al. [26]. Kobayashi and Takano [25] applied it to a class of mixed-integer SDPs. In [1], Ahmadi, Dash, and Hall applied it to nonconvex polynomial optimization problems and copositive programs.

In the above mentioned cutting plane methods for SDPs, the semidefinite constraint $X \in \mathcal{S}_{+}^{n}$ in (1) is first relaxed to $X \in \mathcal{K}_{\text {out }}$, where $\mathcal{S}_{+}^{n} \subseteq \mathcal{K}_{\text {out }} \subseteq \mathbb{S}^{n}$, and an initial relaxation of the SDP is obtained. If $\mathcal{K}_{\text {out }}$ is polyhedral, the initial relaxation may give an LP; if $\mathcal{K}_{\text {out }}$ consists of second-order constraints, the initial relaxation becomes an SOCP. To improve the performance of these cutting plane methods, we consider generating initial relaxations for SDPs that are both tight and computationally efficient and focus on the approximations of $\mathcal{S}_{+}^{n}$.

Many approximations of $\mathcal{S}_{+}^{n}$ have been proposed on the basis of its well-known properties. Kobayashi and

Takano [25] used the fact that the diagonal elements of semidefinite matrices are nonnegative. Konno et al. [26] imposed an assumption that all diagonal elements of the variable $X$ in the SDPs appearing in their iterative algorithm are bounded by a constant. The sets of diagonally dominant matrices and scaled diagonally dominant matrices are known to be cones contained in $\mathcal{S}_{+}^{n}$, (see, e.g., [21] and [1] for details). The inclusive relation among them has been studied in, e.g., [7] and [8]. Ahmadi et al. [1] and [2] used these sets as initial approximations of their cutting plane method. Boman et al. [10] defined the factor width of a semidefinite matrix, and Permenter and Parrilo used it to generate approximations of $\mathcal{S}_{+}^{n}$, which they applied to facial reduction methods in [35].

Tanaka and Yoshise defined various bases of $\mathbb{S}^{n}$, wherein each basis consists of $\frac{n(n+1)}{2}$ semidefinite matrices, called semidefinite (SD) bases, and used them to devise approximations of $\mathcal{S}_{+}^{n}$ [40]. They showed that the conical hull of SD bases and its dual cone give inner and outer polyhedral approximations of $\mathcal{S}_{+}^{n}$, respectively. On the basis of the SD bases, they also developed techniques to identify the semidefinite plus nonnegative cone $\mathcal{S}_{+}^{n}+\mathcal{N}^{n}$, which is the Minkowski sum of $\mathcal{S}_{+}^{n}$ and the nonnegative matrices cone $\mathcal{N}^{n}$. In this paper, we focus on the fact that SD bases are sometimes sparse, i.e., the number of nonzero elements in a matrix is relatively small, and hence, it is not so computationally expensive to solve polyhedrally approximated problems in such SD bases. We call such an approximation, a sparse polyhedral approximation, and propose efficient sparse approximations of $\mathcal{S}_{+}^{n}$.

The goal of this paper is to construct tight and sparse polyhedral approximations of $\mathcal{S}_{+}^{n}$ by using SD bases in order to solve hard conic optimization problems, e.g., doubly nonnegative (DNN, or $\mathcal{S}_{+}^{n} \cap \mathcal{N}^{n}$ ) and semidefinite plus nonnegative $\left(\mathcal{S}_{+}^{n}+\mathcal{N}^{n}\right)$ optimization problems. The contributions of this paper are summarized as follows.

- This paper gives the relation between the conical hull of sparse SD bases and the set of diagonally dominant matrices. We propose a simple expansion of SD bases without losing the sparsity of the matrices and prove that one can generate a sparse polyhedral approximation of $\mathcal{S}_{+}^{n}$ that contains the set of diagonally dominant matrices and is contained in the set of scaled diagonally dominant matrices.
- The expanded SD bases are used to identify $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$ and cutting plane methods for some DNN problems. It is found that the proposed methods with expanded SD bases are computationally efficient and accurate for both identification and DNN problems.

The organization of this paper is as follows. Various approximations of $\mathcal{S}_{+}^{n}$ are introduced in section 2, including those based on the factor width by Boman et al. [10], diagonal dominance by Ahmadi et al. [1]; and SD bases by Tanaka and Yoshise [40]. The main results of this paper, i.e., an expansion of SD bases and an analysis of its theoretical properties, are provided in section 3. In section 4, we introduce the method of Tanaka and Yoshise [40] for identifying $\mathcal{S}_{+}^{n}+\mathcal{N}^{n}$ and the new method with expanded SD bases. We also describe the results of numerical experiments. The approximations using expanded SD bases are also applied to cutting plane methods for DNN problems.

## 2 Some approximations of the semidefinite cone

### 2.1 Factor width approximation

In [10], Boman et al. defined a concept called factor width.

Definition 2.1. (Definition 1 in [10]) The factor width of a real symmetric matrix $A \in \mathbb{S}^{n}$ is the smallest integer $k$ such that there exists a real matrix $V \in \mathbb{R}^{n \times m}$ where $A=V V^{T}$ and each column of $V$ contains at most $k$ nonzero elements.

For $k \in\{1,2, \ldots, n\}$, we can also define

$$
\mathcal{F W}(k):=\left\{X \in \mathbb{S}^{n} \mid \mathrm{X} \text { has a factor width of at most } k\right\} .
$$

It is obvious that the factor width is only defined for semidefinite matrices, because for every matrix $A$ in Definition 2.1, the decomposition $A=V V^{T}$ implies that $A \in \mathcal{S}_{+}^{n}$. Therefore, for every $k \in\{1,2, \ldots, n\}$, the set of matrices with a factor width of at most $k$ gives an inner approximation of $\mathbb{S}_{+}^{n}: \mathcal{F W}(k) \subseteq \mathbb{S}_{+}^{n}$.

### 2.2 Diagonal dominance approximation

In [1] and [2], the authors approximated the cone $\mathcal{S}_{+}^{n}$ with the set of diagonally dominant matrices and the set of scaled diagonally dominant matrices.

Definition 2.2. The set of diagonally dominant matrices $\mathcal{D D}_{n}$ and the set of scaled diagonally dominant matrices $\mathcal{S D}^{n} \mathcal{D}_{n}$ are defined as follows:

$$
\begin{aligned}
\mathcal{D} \mathcal{D}_{n} & :=\left\{A \in \mathbb{S}^{n}\left|A_{i, i} \geq \sum_{j \neq i}\right| A_{i, j} \mid \quad(i=1,2, \ldots, n)\right\}, \\
\mathcal{S D D}_{n} & :=\left\{A \in \mathbb{S}^{n} \mid D A D \in \mathcal{D D}_{n} \text { for some positive diagonal matrix } D\right\} .
\end{aligned}
$$

It is easy to see that $\mathcal{D} \mathcal{D}_{n}$ is a convex cone and $\mathcal{S D} \mathcal{D}_{n}$ is a cone in $\mathbb{S}^{n}$. As a consequence of the Gershgorin circle theorem [17], we have the relation $\mathcal{D} \mathcal{D}_{n} \subseteq \mathcal{S D} \mathcal{D}_{n} \subseteq \mathcal{S}_{+}^{n}$. Ahmadi et al. [1] defined $\mathcal{U}_{n, k}$ as the set of vectors in $\mathbb{R}^{n}$ with at most $k$ nonzeros, each equal to 1 or -1 . They also defined a set of matrices $U_{n, k}:=\left\{u u^{T} \mid u \in \mathcal{U}_{n, k}\right\}$. Barker and Carlson [6] proved the following theorem.
Theorem 2.3. (Barker and Carlson [6]) $\mathcal{D} \mathcal{D}_{n}=\operatorname{cone}\left(U_{n, 2}\right)$.

The conical hull of a given set $\mathcal{K} \subseteq \mathbb{S}^{n}$ is defined as cone $(\mathcal{K}):=\left\{\sum_{i=1}^{k} \alpha_{i} X_{i} \mid X_{i} \in \mathcal{K}, \alpha_{i} \geq 0, k \in \mathbb{Z}_{\geq 0}\right\}$, where $\mathbb{Z}_{\geq 0}$ is the set of nonnegative integers. A cone generated in this way by a finite number of elements is called finitely generated. Theorem 2.3 implies that $\mathcal{D} \mathcal{D}_{n}$ has $n^{2}$ extreme rays; thus, it is a finitely generated cone.

A cone $\mathcal{K} \in \mathbb{S}^{n}$ is polyhedral if $\mathcal{K}=\left\{X \in \mathbb{S}^{n} \mid\left\langle A_{i}, X\right\rangle \leq 0\right\}$ for some $A_{i} \in \mathbb{S}^{n}$. The following theorem follows from the results of Minkowski [33] and Weyl [44].

Theorem 2.4. (Minkowski-Weyl theorem, see Corollary 7.1a in [38]) A convex cone is polyhedral if and only if it is finitely generated.

The above theorem ensures that $\mathcal{D} \mathcal{D}_{n}$ is a polyhedral cone. Using the expression in Theorem 2.3, Ahmadi et al. proved that optimization problems over $\mathcal{D} \mathcal{D}_{n}$ can be solved as LPs. They also proved that optimization problems over $\mathcal{S D} \mathcal{D}_{n}$ can be solved as SOCPs. They designed a column generation method using $\mathcal{D} \mathcal{D}_{n}$ and $\mathcal{S D} \mathcal{D}_{n}$ to obtain a series of inner approximations of $\mathcal{S}_{n}^{+}$. As for the relation between the factor width and diagonal dominance, useful results were presented in [10] and in [2], which gives a relation between $\mathcal{S D} \mathcal{D}_{n}$ and the set of matrices with a factor width of at most 2 .

Lemma 2.5. (See [10] and Theorem 8 in [2]) $\mathcal{F} \mathcal{W}(2)=\mathcal{S D} \mathcal{D}_{n}$

### 2.3 SD basis approximation

Tanaka and Yoshise defined semidefinite (SD) bases [40].
Definition 2.6. (Definitions 1 and 2 in [40]) Let the set of orthogonal matrices in $\mathbb{R}^{n \times n}$ be denoted by $\mathcal{O}^{n}$. Given a matrix $P=\left(p_{1}, . ., p_{n}\right) \in \mathcal{O}^{n}$,

$$
\mathcal{B}_{+}(P):=\left\{\left(p_{i}+p_{j}\right)\left(p_{i}+p_{j}\right)^{T} \mid 1 \leq i \leq j \leq n\right\}
$$

is called an SD basis of Type I.

$$
\mathcal{B}_{-}(P):=\left\{\left(p_{i}+p_{i}\right)\left(p_{i}+p_{i}\right)^{T} \mid 1 \leq i \leq n\right\} \cup\left\{\left(p_{i}-p_{j}\right)\left(p_{i}-p_{j}\right)^{T} \mid 1 \leq i<j \leq n\right\}
$$

is called an SD basis of Type II. Matrices in SD bases Type I and II are defined as

$$
B_{i, j}^{+}(P):=\left(p_{i}+p_{j}\right)\left(p_{i}+p_{j}\right)^{T}, B_{i, j}^{-}(P):=\left(p_{i}-p_{j}\right)\left(p_{i}-p_{j}\right)^{T}
$$

As shown in [40], $\mathcal{B}_{+}(\mathcal{P})$ and $\mathcal{B}_{-}(\mathcal{P})$ are subsets of $\mathcal{S}_{+}^{n}$ and bases on $\mathbb{S}^{n}$. Given a set $\mathcal{K} \subseteq \mathbb{S}^{n}$, we define the dual cone of $\mathcal{K}$ as $(\mathcal{K})^{*}:=\left\{A \in \mathbb{S}^{n} \mid\langle A, B\rangle \geq 0\right.$ for any $\left.B \in \mathcal{K}\right\}$. The conical hull of $\mathcal{B}_{+}(P) \cup \mathcal{B}_{-}(P)$ and its dual give an inner and an outer polyhedral approximation of $\mathcal{S}_{+}^{n}$, as follows.

Definition 2.7. Let $\mathcal{O}^{n}$ denote the set of orthogonal matrices in $\mathbb{R}^{n \times n}$ and let $P=\left(p_{1}, . ., p_{n}\right) \in \mathcal{O}^{n}$. The inner and outer approximations of $\mathcal{S}_{+}^{n}$ by using $S D$ bases are defined as

$$
\mathcal{S}_{\text {in }}:=\operatorname{cone}\left(\mathcal{B}_{+}(P) \cup \mathcal{B}_{-}(P)\right), \quad \mathcal{S}_{\text {out }}:=\left(\mathcal{S}_{\text {in }}\right)^{*}
$$

By Definition 2.6, we know that $\mathcal{B}_{+}(P), \mathcal{B}_{-}(P) \subseteq \mathcal{S}_{+}^{n}$. Since $\mathcal{S}_{+}^{n}$ is a convex cone, we have $\mathcal{S}_{\text {in }} \subseteq$ $\operatorname{cone}\left(\mathcal{S}_{+}^{n}\right)=\mathcal{S}_{+}^{n}$. By Lemma 1.7.3 in [31], we know that $\mathcal{S}_{+}^{n}$ is self-dual; that is, $\mathcal{S}_{+}^{n}=\left(\mathcal{S}_{+}^{n}\right)^{*}$. Accordingly, the following simple calculation,

$$
\begin{aligned}
\mathcal{S}_{+}^{n}=\left(\mathcal{S}_{+}^{n}\right)^{*} & =\left\{X \in \mathbb{S}^{n} \mid \forall Y \in \mathcal{S}_{+}^{n},\langle X, Y\rangle \geq 0\right\} \\
& \left.\subseteq\left\{X \in \mathbb{S}^{n} \mid \forall Y \in \mathcal{S}_{\mathrm{in}},\langle X, Y\rangle \geq 0\right\} \text { (since } \mathcal{S}_{\mathrm{in}} \subseteq \mathcal{S}_{+}^{n}\right) \\
& =\left(\mathcal{S}_{\mathrm{in}}\right)^{*}=\mathcal{S}_{\mathrm{out}},
\end{aligned}
$$

enables us to conclude that $\mathcal{S}_{\text {in }} \subseteq \mathcal{S}_{+}^{n} \subseteq \mathcal{S}_{\text {out }}$.

## 3 Expansion of SD bases

When we use the SD bases for approximating $\mathcal{S}_{+}^{n}$, the sparsity of the matrices in those bases is quite important in terms of computational efficiency. As we can see in Definition 2.6, the sparsity of the matrices in the SD bases depends on how we choose an orthogonal matrix $P$. If we choose the identity matrix $I$ as $P$, then we obtain relatively sparse SD bases. However, the choice $P=I$ is rather limited. In this section, we try to extend the definition of the SD bases in order to obtain various sparse SD bases which will lead us to sparse polyhedral approximations of $\mathcal{S}_{+}^{n}$.

### 3.1 SD bases and their relations with $\mathcal{S}_{+}^{n}$ and $\mathcal{D} \mathcal{D}_{n}$

First, we prove a lemma that provides an expression of $\mathcal{S}_{+}^{n}$ by using SD bases.

## Lemma 3.1.

$$
\mathcal{S}_{+}^{n}=\operatorname{cone}\left(\bigcup_{P \in \mathcal{O}^{n}} \mathcal{B}_{+}(P)\right)=\operatorname{cone}\left(\bigcup_{P \in \mathcal{O}^{n}} \mathcal{B}_{-}(P)\right)
$$

where $\mathcal{O}^{n}$ is the set of orthogonal matrices in $\mathbb{R}^{n \times n}$.

Proof. We only prove the result for $\mathcal{B}_{+}(P)$, since the proof for $\mathcal{B}_{-}(P)$ is similar.
First, we prove that cone $\left(\bigcup_{P \in \mathcal{O}^{n}} \mathcal{B}_{+}(P)\right) \subseteq \mathcal{S}_{+}^{n}$. By Definition 2.6 for $\mathcal{B}_{+}(P)$, we see that $\mathcal{B}_{+}(P) \subseteq \mathcal{S}_{+}^{n}$. This implies that $\bigcup_{P \in \mathcal{O}^{n}} \mathcal{B}_{+}(P) \subseteq \mathcal{S}_{+}^{n}$. Since $\mathcal{S}_{+}^{n}$ is a convex cone, we have

$$
\operatorname{cone}\left(\bigcup_{P \in \mathcal{O}^{n}} \mathcal{B}_{+}(P)\right) \subseteq \operatorname{cone}\left(\mathcal{S}_{+}^{n}\right)=\mathcal{S}_{+}^{n}
$$

Next, we show that $\mathcal{S}_{+}^{n} \subseteq$ cone $\left(\bigcup_{P \in \mathcal{O}^{n}} \mathcal{B}_{+}(P)\right)$. For every $X \in \mathcal{S}_{+}^{n}$, there exists a $P=\left(p_{1}, . ., p_{n}\right) \in \mathcal{O}^{n}$ and $\lambda_{i} \geq 0(i=1,2, \ldots, n)$ such that $X=\sum_{i=1}^{n} \lambda_{i} p_{i} p_{i}^{T}$. Since $X$ is represented by

$$
X=\sum_{i=1}^{n} \lambda_{i} p_{i} p_{i}^{T}=\sum_{i=1}^{n} \frac{\lambda_{i}}{4}\left(p_{i}+p_{i}\right)\left(p_{i}+p_{i}\right)^{T}
$$

we can conclude that $X \in$ cone $\left(\bigcup_{P \in \mathcal{O}^{n}} \mathcal{B}_{+}(P)\right)$.

Lemma 3.1 gives a way to approximate $\mathcal{S}_{+}^{n}$ by changing the matrix $P=\left(p_{1}, . ., p_{n}\right) \in \mathcal{O}^{n}$ when creating SD bases. However, a dense matrix $P \in \mathcal{O}^{n}$ may lead to a dense SD basis, which is unattractive from the standpoint of computational efficiency. Convex cones generated by sparse SD bases $\mathcal{B}_{+}(I)$ and $\mathcal{B}_{-}(I)$ are considered in what follows.

Proposition 3.2. When using the identity matrix $I$ as the orthogonal matrix $P$, we have

$$
\operatorname{cone}\left(\mathcal{B}_{+}(I) \cup \mathcal{B}_{-}(I)\right)=\mathcal{D} \mathcal{D}_{n}
$$

Proof. First, we show that $\mathcal{D} \mathcal{D}_{n} \subseteq \operatorname{cone}\left(\mathcal{B}_{+}(I) \cup \mathcal{B}_{-}(I)\right)$. For every $X \in \mathcal{D} \mathcal{D}_{n}$, consider the following matrix:

$$
\begin{equation*}
X^{1}:=\sum_{i<j}\left|X_{i, j}\right|\left(e_{i}+\operatorname{sgn}\left(X_{i, j}\right) e_{j}\right)\left(e_{i}+\operatorname{sgn}\left(X_{i, j}\right) e_{j}\right)^{T} \tag{2}
\end{equation*}
$$

where $I=\left(e_{1}, \ldots, e_{n}\right), \operatorname{sgn}(a) \in\{-1,1\}$ gives the sign of $a \in \mathbb{R}$. From the definitions of $\mathcal{B}_{+}(I)$ and $\mathcal{B}_{-}(I)$ in Definition 2.6, we see that

$$
\begin{equation*}
\left(e_{i}+\operatorname{sgn}\left(X_{i, j}\right) e_{j}\right)\left(e_{i}+\operatorname{sgn}\left(X_{i, j}\right) e_{j}\right)^{T} \in \mathcal{B}_{+}(I) \cup \mathcal{B}_{-}(I) \quad(1 \leq i<j \leq n) \tag{3}
\end{equation*}
$$

A simple calculation ensures that

$$
\left(X-X^{1}\right)_{i, j}= \begin{cases}0 & (i \neq j) \\ X_{i, i}-\sum_{k \neq i}\left|X_{i, k}\right| & (i=j)\end{cases}
$$

Since $X \in \mathcal{D} \mathcal{D}_{n}$, by the Definition 2.2 of $\mathcal{D} \mathcal{D}_{n}$, we find that for every $i=1,2, \ldots, n$ :

$$
\left(X-X^{1}\right)_{i, i}=X_{i, i}-\sum_{j \neq i}\left|X_{i, j}\right| \geq 0
$$

Thus, $X^{2}:=X-X^{1}$ is a nonnegative diagonal matrix, and

$$
\begin{equation*}
X^{2}=\sum_{i=1}^{n} \frac{\left(X-X^{1}\right)_{i, i}}{4}\left(e_{i}+e_{i}\right)\left(e_{i}+e_{i}\right)^{T} \in \operatorname{cone}\left(\mathcal{B}_{+}(I) \cup \mathcal{B}_{-}(I)\right) \tag{4}
\end{equation*}
$$

It follows from (2)-(4) that $X=X^{1}+X^{2} \in \operatorname{cone}\left(\mathcal{B}_{+}(I) \cup \mathcal{B}_{-}(I)\right)$.
Next, we show that cone $\left(\mathcal{B}_{+}(I) \cup \mathcal{B}_{-}(I)\right) \subseteq \mathcal{D}_{n}$. It is easy to see that $\left(e_{i}+e_{j}\right)\left(e_{i}+e_{j}\right)^{T}$ and $\left(e_{i}-\right.$ $\left.e_{j}\right)\left(e_{i}-e_{j}\right)^{T}$ are diagonally dominant. Thus, $\mathcal{B}_{+}(I) \cup \mathcal{B}_{-}(I) \subseteq \mathcal{D} \mathcal{D}_{n}$. Since Definition 2.2 of $\mathcal{D} \mathcal{D}_{n}$ implies that $\mathcal{D} \mathcal{D}_{n}$ is a convex cone, we have

$$
\operatorname{cone}\left(\mathcal{B}_{+}(I) \cup \mathcal{B}_{-}(I)\right) \subseteq \operatorname{cone}\left(\mathcal{D} \mathcal{D}_{n}\right)=\mathcal{D} \mathcal{D}_{n}
$$

### 3.2 Expansion of SD bases without losing sparsity

The previous section shows that we can obtain a sparse polyhedral approximation of $\mathcal{S}_{+}^{n}$ by choosing $I$ as $P$ in the SD bases. In this section, we try to extend the definition of the SD bases in order to obtain various sparse polyhedral approximations of $\mathcal{S}_{+}^{n}$.
Definition 3.3. Let $P=\left(p_{1}, . ., p_{n}\right) \in \mathcal{O}^{n}$. Define the expansion of the $S D$ basis with $P$ and one parameter $\alpha \in \mathbb{R}$ as

$$
\begin{aligned}
\bar{B}_{i, j}(\alpha, P) & :=\left(p_{i}+\alpha p_{j}\right)\left(p_{i}+\alpha p_{j}\right)^{T} \\
\overline{\mathcal{B}}(\alpha, P) & :=\left\{\bar{B}_{i, j}(\alpha, P) \mid 1 \leq i \leq j \leq n\right\}
\end{aligned}
$$

The proposition below ensures that the expansion of the SD bases also gives bases of $\mathbb{S}^{n}$.
Proposition 3.4. Let $P=\left(p_{1}, . ., p_{n}\right) \in \mathcal{O}^{n}$. For any $\alpha \in \mathbb{R} \backslash\{0,-1\}, \overline{\mathcal{B}}(\alpha, P)$ is a set of $n(n+1) / 2$ independent matrices and thus a basis of $\mathbb{S}^{n}$.

Proof. Let $P \in \mathcal{O}^{n}$ and $\alpha \in \mathbb{R} \backslash\{0,-1\}$. For every $1 \leq i \leq j \leq n, \bar{B}_{i, j}(\alpha, P)$ in Definition 3.3 will be denoted as $\bar{B}_{i, j}$ and $B_{i, j}^{+}(P)$ in Definition 2.6 will be denoted as $B_{i, j}$. Accordingly, we have

$$
\begin{align*}
\bar{B}_{i, j} & :=\left(p_{i}+\alpha p_{j}\right)\left(p_{i}+\alpha p_{j}\right)^{T} \\
& =p_{i} p_{i}^{T}+\alpha\left(p_{i} p_{j}^{T}+p_{j} p_{i}^{T}\right)+\alpha^{2} p_{j} p_{j}^{T} \\
& =\alpha\left(p_{i} p_{i}^{T}+p_{i} p_{j}^{T}+p_{j} p_{i}^{T}+p_{j} p_{j}^{T}\right)+(1-\alpha) p_{i} p_{i}^{T}+\left(\alpha^{2}-\alpha\right) p_{j} p_{j}^{T} \\
& =\alpha B_{i, j}+\frac{1-\alpha}{4} B_{i, i}+\frac{\alpha(\alpha-1)}{4} B_{j, j}, \tag{5}
\end{align*}
$$

and for every $1 \leq i \leq n$, we also have

$$
\begin{align*}
\bar{B}_{i, i} & :=\left(p_{i}+\alpha p_{i}\right)\left(p_{i}+\alpha p_{i}\right)^{T} \\
& =(1+\alpha)^{2} p_{i} p_{i}^{T}=\frac{(1+\alpha)^{2}}{4} B_{i, i} . \tag{6}
\end{align*}
$$

Suppose that there exist $\gamma_{i, j} \geq 0(1 \leq i \leq j \leq n)$ such that

$$
\sum_{1 \leq i \leq j \leq n} \gamma_{i, j} \bar{B}_{i, j}=O .
$$

Then, by (5) and (6), we see that

$$
\begin{align*}
O= & \sum_{i=1}^{n} \frac{\gamma_{i, i}(1+\alpha)^{2}}{4} B_{i, i}+\sum_{1 \leq i<j \leq n} \gamma_{i, j}\left[\alpha B_{i, j}+\frac{1-\alpha}{4} B_{i, i}+\frac{\alpha(\alpha-1)}{4} B_{j, j}\right] \\
= & \sum_{i=1}^{n} \frac{(1+\alpha)^{2}}{4} \gamma_{i, i} B_{i, i}+\sum_{1 \leq i<j \leq n} \alpha \gamma_{i, j} B_{i, j}+\sum_{i=1}^{n-1} \frac{1-\alpha}{4}\left(\sum_{j=i+1}^{n} \gamma_{i, j}\right) B_{i, i} \\
& +\sum_{j=2}^{n} \frac{\alpha(\alpha-1)}{4}\left(\sum_{i=1}^{j-1} \gamma_{i, j}\right) B_{j, j} \\
= & {\left[\frac{\gamma_{1,1}(1+\alpha)^{2}}{4}+\frac{1-\alpha}{4}\left(\sum_{j=2}^{n} \gamma_{1, j}\right)\right] B_{1,1} } \\
& +\sum_{i=2}^{n-1}\left[\frac{(1+\alpha)^{2}}{4} \gamma_{i, i}+\frac{1-\alpha}{4}\left(\sum_{j=i+1}^{n} \gamma_{i, j}\right)+\frac{\alpha(\alpha-1)}{4}\left(\sum_{j=1}^{i-1} \gamma_{j, i}\right)\right] B_{i, i} \\
& +\left[\frac{\gamma_{n, n}(1+\alpha)^{2}}{4}+\frac{\alpha(\alpha-1)}{4}\left(\sum_{j=1}^{n-1} \gamma_{j, n}\right)\right] B_{n, n} \\
& +\sum_{1 \leq i<j \leq n} \alpha \gamma_{i, j} B_{i, j} . \tag{7}
\end{align*}
$$

Since $\left\{B_{i, j}\right\}=\mathcal{B}_{+}(P)$ is a set of linearly independent matrices, all the coefficients for $B_{i, j}$ in (7) should be 0 . Thus, we have

$$
\begin{align*}
& 0=\frac{\gamma_{1,1}(1+\alpha)^{2}}{4}+\frac{1-\alpha}{4}\left(\sum_{j=2}^{n} \gamma_{1, j}\right)  \tag{8}\\
& 0=\frac{(1+\alpha)^{2}}{4} \gamma_{i, i}+\frac{1-\alpha}{4}\left(\sum_{j=i+1}^{n} \gamma_{i, j}\right)+\frac{\alpha(\alpha-1)}{4}\left(\sum_{j=1}^{i-1} \gamma_{j, i}\right)(2 \leq i \leq n-1),  \tag{9}\\
& 0=\frac{\gamma_{n, n}(1+\alpha)^{2}}{4}+\frac{\alpha(\alpha-1)}{4}\left(\sum_{j=1}^{n-1} \gamma_{j, n}\right)  \tag{10}\\
& 0=\alpha \gamma_{i, j}(1 \leq i<j \leq n) \tag{11}
\end{align*}
$$

Since $\alpha \neq 0$, by (11) we have

$$
\begin{equation*}
\gamma_{i, j}=0(1 \leq i<j \leq n) \tag{12}
\end{equation*}
$$

Since $\alpha \neq-1$, (8)-(12) imply that

$$
\begin{equation*}
\gamma_{i, i}=0(i=1,2, \ldots, n) \tag{13}
\end{equation*}
$$

By we can conclude that $\left\{\bar{B}_{i, j}\right\}=\overline{\mathcal{B}}_{+}(P)$ is a set of $n(n+1) / 2$ linearly independent matrices.

If we let $\alpha=1$, then it is straightforward that $\overline{\mathcal{B}}(1, P)=\mathcal{B}_{+}(P)$. If we let $\alpha$ be other real numbers, we may obtain different SD bases. The following proposition gives the condition for generating different expanded SD bases.

Proposition 3.5. Let $P=\left(p_{1}, . ., p_{n}\right) \in \mathcal{O}^{n}$. Suppose that $\alpha_{1} \in \mathbb{R} \backslash\{0,-1\}$ and $\alpha_{2} \in \mathbb{R} \backslash\left\{0, \alpha_{1}\right\}$. Then, for every $1 \leq i<j \leq n$,

$$
\left(p_{i}+\alpha_{2} p_{j}\right)\left(p_{i}+\alpha_{2} p_{j}\right)^{T} \notin \operatorname{cone}\left(\overline{\mathcal{B}}\left(\alpha_{1}, P\right)\right)
$$

Proof. Let us define

$$
\bar{B}_{i, j}^{1}:=\left(p_{i}+\alpha_{1} p_{j}\right)\left(p_{i}+\alpha_{1} p_{j}\right)^{T}, \quad \bar{B}_{i, j}^{2}:=\left(p_{i}+\alpha_{2} p_{j}\right)\left(p_{i}+\alpha_{2} p_{j}\right)^{T} \quad(1 \leq i \leq j \leq n)
$$

Note that if $i=j$, then

$$
\begin{equation*}
\bar{B}_{i, i}^{1}:=\left(1+\alpha_{1}\right)^{2} p_{i} p_{i}^{T}, \quad \bar{B}_{i, i}^{2}:=\left(1+\alpha_{2}\right)^{2} p_{i} p_{i}^{T} \tag{14}
\end{equation*}
$$

For every $i<j$, we can write $\bar{B}_{i, j}^{2}$ as a linear combination of $\bar{B}_{i, j}^{1}$ :

$$
\begin{aligned}
\bar{B}_{i, j}^{2}= & p_{i} p_{i}^{T}+\alpha_{2}^{2} p_{j} p_{j}^{T}+\alpha_{2}\left(p_{i} p_{j}^{T}+p_{j} p_{i}^{T}\right) \\
= & p_{i} p_{i}^{T}+\alpha_{2}^{2} p_{j} p_{j}^{T}+\frac{\alpha_{2}}{\alpha_{1}} \alpha_{1}\left(p_{i} p_{j}^{T}+p_{j} p_{i}^{T}\right) \quad\left(\text { because } \alpha_{1} \neq 0\right) \\
= & p_{i} p_{i}^{T}+\alpha_{2}^{2} p_{j} p_{j}^{T}-\frac{\alpha_{2}}{\alpha_{1}} p_{i} p_{i}^{T}-\frac{\alpha_{2} \alpha_{1}^{2}}{\alpha_{1}} p_{j} p_{j}^{T} \\
& +\frac{\alpha_{2}}{\alpha_{1}}\left[p_{i} p_{i}^{T}+\alpha_{1}\left(p_{i} p_{j}^{T}+p_{j} p_{i}^{T}\right)+\alpha_{1}^{2} p_{j} p_{j}^{T}\right] \\
= & \frac{\alpha_{1}-\alpha_{2}}{\alpha_{1}} p_{i} p_{i}^{T}+\alpha_{2}\left(\alpha_{2}-\alpha_{1}\right) p_{j} p_{j}^{T}+\frac{\alpha_{2}}{\alpha_{1}} \bar{B}_{i, j}^{1} \\
= & \frac{\alpha_{1}-\alpha_{2}}{\alpha_{1}\left(1+\alpha_{1}\right)^{2}}\left(1+\alpha_{1}\right)^{2} p_{i} p_{i}^{T}+\frac{\alpha_{2}\left(\alpha_{2}-\alpha_{1}\right)}{\left(1+\alpha_{1}\right)^{2}}\left(1+\alpha_{1}\right)^{2} p_{j} p_{j}^{T}+\frac{\alpha_{2}}{\alpha_{1}} \bar{B}_{i, j}^{1}
\end{aligned}
$$

$$
\text { (because } \alpha_{1} \neq-1 \text { ) }
$$

$$
\begin{equation*}
=\frac{\alpha_{1}-\alpha_{2}}{\alpha_{1}\left(1+\alpha_{1}\right)^{2}} \bar{B}_{i, i}^{1}+\frac{\alpha_{2}\left(\alpha_{2}-\alpha_{1}\right)}{\left(1+\alpha_{1}\right)^{2}} \bar{B}_{j, j}^{1}+\frac{\alpha_{2}}{\alpha_{1}} \bar{B}_{i, j}^{1}(\text { by }(14)) \tag{15}
\end{equation*}
$$

Since $\alpha_{1} \notin\{0,-1\}$, Proposition 3.4 ensures that $\overline{\mathcal{B}}\left(\alpha_{1}, P\right)$ is linearly independent, and hence, the expression (15) for $\bar{B}_{i, j}^{2}$ is unique.

Suppose that $\bar{B}_{i, j}^{2} \in \operatorname{cone}\left(\overline{\mathcal{B}}\left(\alpha_{1}, P\right)\right)$. In this case, all the coefficients in (15) should be nonnegative, which implies that

$$
\begin{equation*}
\frac{\alpha_{1}-\alpha_{2}}{\alpha_{1}\left(1+\alpha_{1}\right)^{2}} \geq 0, \frac{\alpha_{2}\left(\alpha_{2}-\alpha_{1}\right)}{\left(1+\alpha_{1}\right)^{2}} \geq 0, \frac{\alpha_{2}}{\alpha_{1}}>0 \tag{16}
\end{equation*}
$$

From the last inequality in (16), we have either

$$
\begin{array}{ll}
\text { (i) } \alpha_{1}, \alpha_{2}>0 & \text { or } \\
\text { (ii) } \alpha_{1}, \alpha_{2}<0 .
\end{array}
$$

For case (i), from the first and second inequalities of (16), we have $\alpha_{2}-\alpha_{1} \geq 0$ and $\alpha_{1}-\alpha_{2} \geq 0$ which implies $\alpha_{2}=\alpha_{1}$ and contradicts the assumption $\alpha_{2} \neq \alpha_{1}$. A similar contradiction is obtained for case (ii). Thus, we have $\bar{B}_{i, j}^{2} \notin \operatorname{cone}\left(\overline{\mathcal{B}}\left(\alpha_{1}, P\right)\right)$.

### 3.3 Expression of $\mathcal{S D D}{ }_{n}$ with expanded SD bases

In this section, we show that the conical hull of the union of the extended SD bases $\overline{\mathcal{B}}(\alpha, P)$ on $\alpha \in \mathbb{R}$ coincides with the set of scaled diagonally dominant matrices $\mathcal{S D} \mathcal{D}_{n}$.

Proposition 3.6. Let $I=\left(e_{1}, . ., e_{n}\right) \in \mathcal{O}^{n}$. Then we have

$$
\operatorname{cone}\left(\bigcup_{\alpha \in \mathbb{R}} \overline{\mathcal{B}}(\alpha, I)\right)=\mathcal{S D} \mathcal{D}_{n}
$$

Proof. In what follows, we show that

$$
\operatorname{cone}\left(\bigcup_{\alpha \in \mathbb{R}} \overline{\mathcal{B}}(\alpha, I)\right)=\mathcal{F} \mathcal{W}(2)
$$

where $\mathcal{F} \mathcal{W}(k)$ is defined in Definition 2.1. Then, the assertion of the proposition follows from Lemma 2.5.

Let us show that $\mathcal{F} \mathcal{W}(2) \subseteq \operatorname{cone}\left(\bigcup_{\alpha \in \mathbb{R}} \overline{\mathcal{B}}(\alpha, I)\right)$. For any $X \in \mathcal{F} \mathcal{W}(2)$, there exists a $V \in \mathbb{R}^{n \times m}$ where $X=V V^{T}$ and each column contains at most 2 nonzero elements. Denote the columns of $V$ as $v_{i}(i=1,2, \ldots, m)$. Here, we can assume that $v_{i}(i=1,2, \ldots, m)$ are nonzero vectors without any loss of generality. Thus, we see that there exist $p(i), q(i) \in\{1,2, \ldots, n\}(i=1,2, \ldots, m)$ and $\alpha_{p(i)}, \alpha_{q(i)} \in \mathbb{R}$, either of which is nonzero for every $i=1,2, \ldots, m$ satisfying

$$
v_{i}=\alpha_{p(i)} e_{p(i)}+\alpha_{q(i)} e_{q(i)}
$$

For every $i=1,2, \ldots, m$, if $\alpha_{p(i)}=0$, we have

$$
\begin{equation*}
v_{i} v_{i}^{T}=\alpha_{q(i)}^{2} e_{q(i)} e_{q(i)}^{T} \in \operatorname{cone}\left(\bigcup_{\alpha \in \mathbb{R}} \overline{\mathcal{B}}(\alpha, I)\right) \tag{17}
\end{equation*}
$$

and if $\alpha_{p(i)} \neq 0$, we have

$$
\begin{align*}
v_{i} v_{i}^{T}= & \alpha_{p(i)}^{2}\left(e_{p(i)}+\frac{\alpha_{q(i)}}{\alpha_{p(i)}} e_{q(i)}\right)\left(e_{p(i)}+\frac{\alpha_{q(i)}}{\alpha_{p(i)}} e_{q(i)}\right)^{T} \\
& \in \operatorname{cone}\left(\bigcup_{\alpha \in \mathbb{R}} \overline{\mathcal{B}}(\alpha, I)\right) . \tag{18}
\end{align*}
$$

By (17) and (18), we conclude that

$$
X=V V^{T}=\sum_{i=1}^{m} v_{i} v_{i}^{T} \in \operatorname{cone}\left(\bigcup_{\alpha \in \mathbb{R}} \overline{\mathcal{B}}(\alpha, I)\right)
$$

Next, we show that cone $\left(\bigcup_{\alpha \in \mathbb{R}} \overline{\mathcal{B}}(\alpha, I)\right) \subseteq \mathcal{F} \mathcal{W}(2)$.
Suppose that $X \in$ cone $\left(\bigcup_{\alpha \in \mathbb{R}} \overline{\mathcal{B}}(\alpha, I)\right)$. Then there exist some positive integer $k_{1}$, and $\lambda_{i j}^{k} \geq 0, \alpha^{k} \in \mathbb{R}$ $\left(1 \leq i \leq j \leq n, 1 \leq k \leq k_{1}\right)$ such that

$$
\begin{aligned}
X & =\sum_{\substack{1 \leq i \leq j \leq n, k=1, ., k_{1}}} \lambda_{i j}^{k}\left(e_{i}+\alpha^{k} e_{j}\right)\left(e_{i}+\alpha^{k} e_{j}\right)^{T} \\
& =\sum_{\substack{1 \leq i \leq j \leq n, k=1, . ., k_{1}}}\left(\sqrt{\lambda_{i j}^{k}} e_{i}+\alpha^{k} \sqrt{\lambda_{i j}^{k}} e_{j}\right)\left(\sqrt{\lambda_{i j}^{k}} e_{i}+\alpha^{k} \sqrt{\lambda_{i j}^{k}} e_{j}\right)^{T}
\end{aligned}
$$

Define a vector $v(i, j, k):=\sqrt{\lambda_{i j}^{k}} e_{i}+\alpha^{k} \sqrt{\lambda_{i j}^{k}} e_{j}$ for any $1 \leq i \leq j \leq n$ and $k \in\left\{1, \ldots, k_{1}\right\}$. Then, $v(i, j, k)$ has at most two nonzero elements, so we can obtain a matrix $V \in \mathbb{R}^{n \times \frac{k_{1} n(n+1)}{2}}$ whose columns are $v(i, j, k)$. Then,

$$
X=\sum_{\substack{1 \leq i \leq j \leq n, k=1, . ., k_{1}}} v(i, j, k) v(i, j, k)^{T}=V V^{T}
$$

and by Definition 2.1, $X \in \mathcal{F} \mathcal{W}(2)$.

### 3.4 Notes on the parameter $\alpha$

Here, we discuss the choice for the parameter $\alpha$ to increase the volume of the polyhedral approximation $\operatorname{cone}(\overline{\mathcal{B}}(\alpha, P))$ of the semidefinite cone $\mathcal{S}_{+}^{n}$. For any $P=\left(p_{1}, . ., p_{n}\right) \in \mathcal{O}^{n}, \alpha \in \mathbb{R}$ and $1 \leq i<j \leq n$, by Definition 3.3, we can calculate the Frobenius norm of $\bar{B}_{i, j}(\alpha, P)$ :

$$
\begin{align*}
\left\|\bar{B}_{i, j}(\alpha, P)\right\| & =\left\|\left(p_{i}+\alpha p_{j}\right)\left(p_{i}+\alpha p_{j}\right)^{T}\right\| \\
& =\sqrt{\operatorname{Trace}\left(\left(p_{i}+\alpha p_{j}\right)\left(p_{i}+\alpha p_{j}\right)^{T}\left(p_{i}+\alpha p_{j}\right)\left(p_{i}+\alpha p_{j}\right)^{T}\right)} \\
& =\left\|p_{i}+\alpha p_{j}\right\|^{2} \\
& =1+\alpha^{2} \quad\left(\text { since } P \in \mathcal{O}^{n}\right) . \tag{19}
\end{align*}
$$

According to Proposition 3.5, by changing $\alpha$, one can obtain different polyhedral approximations. How-
ever, we can see that

$$
\begin{aligned}
\lim _{|\alpha| \rightarrow \infty} \frac{\bar{B}_{i, j}(\alpha, P)}{\left\|\bar{B}_{i, j}(\alpha, P)\right\|} & =\lim _{|\alpha| \rightarrow \infty} \frac{1}{1+\alpha^{2}}\left(p_{i}+\alpha p_{j}\right)\left(p_{i}+\alpha p_{j}\right)^{T}(\text { by }(19)) \\
& =\lim _{|\alpha| \rightarrow \infty}\left[\frac{1}{1+\alpha^{2}} p_{i} p_{i}^{T}+\frac{\alpha}{1+\alpha^{2}}\left(p_{i} p_{j}^{T}+p_{j} p_{i}^{T}\right)+\frac{\alpha^{2}}{1+\alpha^{2}} p_{j} p_{j}^{T}\right] \\
& =p_{j} p_{j}^{T}=\frac{1}{4} B_{j, j}^{+}(P)
\end{aligned}
$$

and by Definitions 2.6 and 3.3, we have

$$
\bar{B}_{i, j}(0, P)=\frac{1}{4} B_{i, i}^{+}(P), \quad \bar{B}_{i, j}(1, P)=B_{i, j}^{+}(P), \quad \bar{B}_{i, j}(-1, P)=B_{i, j}^{-}(P)
$$

This shows that, if $|\alpha| \rightarrow \infty$ or $\alpha \in\{0,1,-1\}$, the new matrix $\bar{B}_{i, j}(\alpha, P)$ will become close to the existing matrices, e.g. $B_{i, i}^{+}(P), B_{j, j}^{+}(P), B_{i, j}^{+}(P)$ and $B_{i, j}^{-}(P)$, and the volume of the polyhedral approximation cone $\left(\overline{\mathcal{B}}(\alpha, P) \cup \mathcal{B}_{+}(P) \cup \mathcal{B}_{-}(P)\right)$ of the semidefinite cone $\mathcal{S}_{+}^{n}$ will also be close to the volume of the existing inner approximation cone $\left(\mathcal{B}_{+}(P) \cup \mathcal{B}_{-}(P)\right)$ of $\mathcal{S}_{+}^{n}$.

Given an $\alpha \in \mathbb{R}$ we can define the angles between matrices in the expanded SD bases and SD bases Type I and II for every $1 \leq i<j \leq n$, as follows:

$$
\begin{aligned}
& \theta_{1}(\alpha):=\arccos \frac{\left\langle\bar{B}_{i, j}(\alpha, P), B_{i, i}^{+}(P)\right\rangle}{\left\|\bar{B}_{i, j}(\alpha, P)\right\|\left\|B_{i, i}^{+}(P)\right\|}, \theta_{2}(\alpha):=\arccos \frac{\left\langle\bar{B}_{i, j}(\alpha, P), B_{j, j}^{+}(P)\right\rangle}{\left\|\bar{B}_{i, j}(\alpha, P)\right\|\left\|B_{j, j}^{+}(P)\right\|}, \\
& \theta_{3}(\alpha)
\end{aligned}:=\arccos \frac{\left\langle\bar{B}_{i, j}(\alpha, P), B_{i, j}^{+}(P)\right\rangle}{\left\|\bar{B}_{i, j}(\alpha, P)\right\|\left\|B_{i, j}^{+}(P)\right\|}, \theta_{4}(\alpha):=\arccos \frac{\left\langle\bar{B}_{i, j}(\alpha, P), B_{i, j}^{-}(P)\right\rangle}{\left\|\bar{B}_{i, j}(\alpha, P)\right\|\left\|B_{i, j}^{-}(P)\right\|} .
$$

Thus, we have

$$
\begin{aligned}
\cos \theta_{1}(\alpha) & =\frac{\left\langle\bar{B}_{i, j}(\alpha, P), B_{i, i}^{+}(P)\right\rangle}{\left\|\bar{B}_{i, j}(\alpha, P)\right\|\left\|B_{i, i}^{+}(P)\right\|} \\
& =\frac{\left\langle\left(p_{i}+\alpha p_{j}\right)\left(p_{i}+\alpha p_{j}\right)^{T},\left(p_{i}+p_{i}\right)\left(p_{i}+p_{i}\right)^{T}\right\rangle}{\left(1+\alpha^{2}\right)\left\|\left(p_{i}+p_{i}\right)\left(p_{i}+p_{i}\right)^{T}\right\|}(\text { by }(19)) \\
& =\frac{4\left\|p_{i}\right\|^{4}}{\left(1+\alpha^{2}\right) 4\left\|p_{i}\right\|^{2}}\left(\text { because } p_{i}^{T} p_{j}=0\right) \\
& =\frac{1}{1+\alpha^{2}} \quad\left(\text { because }\left\|p_{i}\right\|=1\right)
\end{aligned}
$$

Similarly, we have

$$
\cos \theta_{2}(\alpha)=\frac{\alpha^{2}}{1+\alpha^{2}}, \cos \theta_{3}(\alpha)=\frac{(1+\alpha)^{2}}{2\left(1+\alpha^{2}\right)}, \cos \theta_{4}(\alpha)=\frac{(1-\alpha)^{2}}{2\left(1+\alpha^{2}\right)}
$$

In general, to obtain a large enough inner approximation with limited parameters, we prefer an $\alpha$ that makes $\theta_{1}(\alpha)=\theta_{3}(\alpha)$, which means that the new matrix $\bar{B}_{i, j}(\alpha, P)$ will be in the middle of $B_{i, i}^{+}(P)$ and $B_{i, j}^{+}(P)$ on the boundary of $\mathcal{S}_{+}^{n}$. Similarly, we can obtain $\alpha$ by calculating $\theta_{2}(\alpha)=\theta_{3}(\alpha), \theta_{1}(\alpha)=\theta_{4}(\alpha)$ and $\theta_{2}(\alpha)=\theta_{4}(\alpha)$. By solving these equalities, we find that

$$
\alpha= \pm 1 \pm \sqrt{2}
$$

The expansions with these parameters are expected to provide generally large inner approximations for $\mathcal{S}_{+}^{n}$.

## 4 Numerical experiments

### 4.1 Identification of $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$

Given a real symmetric matrix $A \in \mathbb{S}^{n}$, the problem of identifying whether $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$ or not can be solved (to a specified accuracy $\epsilon$ ) by using the following doubly nonnegative (DNN) optimization problem:

$$
\begin{align*}
\min & \langle A, X\rangle \\
\text { s.t. } & \langle X, I\rangle=1  \tag{20}\\
& X \in \mathcal{S}_{+}^{n} \cap \mathcal{N}^{n},
\end{align*}
$$

where $I \in \mathbb{S}^{n}$ is an $n \times n$ identity matrix. The DNN problem can be solved with an SDP solver, but the number of variables is $\frac{n(n+1)}{2}$ and the method might be inefficient when $n$ is large. Instead of solving the DNN problem, Tanaka and Yoshise proposed an LP-based method using SD bases to identify $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}[40]$.

They first obtain a spectral decomposition of $A$ with some $P=\left(p_{1}, . ., p_{n}\right) \in \mathcal{O}^{n}, \lambda_{i} \in \mathbb{R}(i=1,2, \ldots, n)$ such that $A=\sum_{i=1}^{n} \lambda_{i} p_{i} p_{i}^{T}$. By introducing parameters $w_{i} \in \mathbb{R}(i=1,2, \ldots, n), A$ can be decomposed into

$$
\begin{equation*}
A=\sum_{i=1}^{n}\left(\lambda_{i}-w_{i}\right) p_{i} p_{i}^{T}+\sum_{i=1}^{n} w_{i} p_{i} p_{i}^{T} \tag{21}
\end{equation*}
$$

We know from decomposition that, if

$$
\begin{equation*}
\lambda_{i}-w_{i} \geq 0, \quad \sum_{i=1}^{n} w_{i} p_{i} p_{i}^{T} \in \mathcal{N}^{n}(i=1,2, \ldots, n) \tag{22}
\end{equation*}
$$

then $\sum_{i=1}^{n}\left(\lambda_{i}-w_{i}\right) p_{i} p_{i}^{T} \in \mathcal{S}_{+}^{n}$, and $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$. Whether 22) is satisfied or not can be determined by the following LP:

$$
\begin{aligned}
& \left(\mathrm{LP}_{0}\right) \max \quad \beta \\
& \text { s.t. } \quad \lambda_{i} \geq w_{i}, \quad i=1,2, \ldots, n \text {, } \\
& \left(\sum_{i=1}^{n} w_{i} p_{i} p_{i}^{T}\right)_{j, k} \geq \beta, \quad 1 \leq k \leq l \leq n .
\end{aligned}
$$

If the optimal value is nonnegative, then condition (22) is satisfied and $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$.
With regard to (21), Tanaka and Yoshise [40] introduced additional parameters $w_{i, j}^{+}, w_{i, j}^{-} \in \mathbb{R}$ and the SD bases to generate the following decomposition of $A$ :

$$
\begin{align*}
A & =\sum_{i=1}^{n}\left(\lambda_{i}-w_{i}\right) p_{i} p_{i}^{T}+\sum_{i=1}^{n} w_{i} p_{i} p_{i}^{T} \\
& +\sum_{1 \leq i<j \leq n}\left(-w_{i, j}^{+}\right) B_{i, j}^{+}(P)+\sum_{1 \leq i<j \leq n} w_{i, j}^{+} B_{i, j}^{+}(P) \\
& +\sum_{1 \leq i<j \leq n}\left(-w_{i, j}^{-}\right) B_{i, j}^{-}(P)+\sum_{1 \leq i<j \leq n} w_{i, j}^{-} B_{i, j}^{-}(P) . \tag{23}
\end{align*}
$$

From the decomposition above, if

$$
\begin{align*}
& \lambda_{i}-w_{i} \geq 0(i=1,2, \ldots, n)  \tag{24}\\
& w_{i, j}^{+} \leq 0, w_{i, j}^{-} \leq 0(1 \leq i<j \leq n)  \tag{25}\\
& \sum_{i=1}^{n} w_{i} p_{i} p_{i}^{T}+\sum_{1 \leq i<j \leq n}\left(w_{i, j}^{+} B_{i, j}^{+}(P)+w_{i, j}^{-} B_{i, j}^{-}(P)\right) \in \mathcal{N}^{n} \tag{26}
\end{align*}
$$

are satisfied, then $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$. This leads to the following LP:

$$
\begin{aligned}
& \left(\mathrm{LP}_{1}\right) \quad \max \\
& \text { s.t. } \quad \lambda_{i} \geq w_{i} \\
& w_{i, j}^{+} \leq 0, w_{i, j}^{-} \leq 0, \\
& i=1,2, \ldots, n \\
& 1 \leq i<j \leq n \\
& \left(\sum_{i=1}^{n} w_{i} p_{i} p_{i}^{T}+\sum_{1 \leq i<j \leq n}\left(w_{i, j}^{+} B_{i, j}^{+}(P)+w_{i, j}^{-} B_{i, j}^{-}(P)\right)\right)_{k, l} \geq \beta, \quad 1 \leq k \leq l \leq n .
\end{aligned}
$$

If the optimal value is nonnegative, then (24)-(26) are satisfied and $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$.
In problem $\mathrm{LP}_{1}$, the SD bases are generated using the matrix $P$ consisting of eigenvectors of $A$. Note that $P$ is usually a dense matrix in practice, which is unattractive from the computational viewpoint. Aiming to create other sparse decompositions for $A$, this section first uses the SD basis generated by the identity matrix $I$ and then the expansion introduced in section 3.3. The resulting LPs are relatively sparse.

We replace the dense matrix $P$ with a sparse matrix $I$ in decomposition (23) and obtain a new decomposition:

$$
\begin{align*}
A= & \sum_{i=1}^{n}\left(\lambda_{i}-w_{i}\right) p_{i} p_{i}^{T}+\sum_{i=1}^{n} w_{i} p_{i} p_{i}^{T} \\
& +\sum_{1 \leq i<j \leq n}\left(-w_{i, j}^{+}\right) B_{i, j}^{+}(I)+\sum_{1 \leq i<j \leq n} w_{i, j}^{+} B_{i, j}^{+}(I) \\
& +\sum_{1 \leq i<j \leq n}\left(-w_{i, j}^{-}\right) B_{i, j}^{-}(I)+\sum_{1 \leq i<j \leq n} w_{i, j}^{-} B_{i, j}^{+}(I) . \tag{27}
\end{align*}
$$

Here, the SD bases are not related to $P$, and the decomposition has a relatively sparse structure. Using decomposition (27), we can introduce the following LP:

$$
\left.\begin{array}{ccc}
\left(\mathrm{LP}_{2}\right) \max & \beta & i=1,2, \ldots, n \\
\text { s.t. } & 1 \leq i<j \leq n \\
x_{i, j}^{+} \leq 0, w_{i, j}^{-} \leq 0, & & \\
& \left(\sum_{i=1}^{n} w_{i} p_{i} p_{i}^{T}+\sum_{1 \leq i<j \leq n}\left(w_{i, j}^{+} B_{i, j}^{+}(I)+w_{i, j}^{-} B_{i, j}^{-}(I)\right)\right)_{k, l} & \geq \beta,
\end{array}\right)
$$

If the optimal value is nonnegative, then $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$.
Let us denote the given set of parameters $\alpha$ in Definition 3.3 by $\mathcal{H} \subseteq \mathbb{R}$. We use the expansion of the

SD bases with parameter $\alpha \in \mathcal{H}$ (Definition 3.3) and obtain a general form for the decompositions of $A$ :

$$
\begin{align*}
A= & \sum_{i=1}^{n}\left(\lambda_{i}-w_{i}\right) p_{i} p_{i}^{T}+\sum_{i=1}^{n} w_{i} p_{i} p_{i}^{T} \\
& +\sum_{\alpha \in \mathcal{H}} \sum_{1 \leq i<j \leq n}\left(\left(-w_{i, j}^{\alpha}\right) \bar{B}_{i, j}(\alpha, I)+w_{i, j}^{\alpha} \bar{B}_{i, j}(\alpha, I)\right), \tag{28}
\end{align*}
$$

where $w_{i, j}^{\alpha} \in \mathbb{R}(1 \leq i<j \leq n)$.
By taking different $\mathcal{H} \subseteq \mathbb{R}$, we may generate different decompositions. Suppose we choose $\mathcal{H}=\{1,-1\}$; decomposition (28) then becomes decomposition (27).

Now let us introduce a general form for LPs corresponding to decomposition (28):

$$
\begin{array}{ccl}
(\mathrm{LP}(\mathcal{H})) & \beta & \\
\text { max } & & i=1,2, \ldots, n \\
\lambda_{i} \geq w_{i}, & & 1 \leq i<j \leq n, \alpha \in \mathcal{H} \\
w_{i, j}^{\alpha} \leq 0, & & 1 \leq k \leq l \leq n .
\end{array}
$$

If the optimal value is nonnegative, then $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$. In particular, when $\mathcal{H}=\{1,-1\}, \operatorname{LP}(\mathcal{H})$ becomes $\mathrm{LP}_{2}$.

We conducted numerical experiments to evaluate three methods, namely, $\mathrm{LP}_{0}, \mathrm{LP}_{1}$, and $\mathrm{LP}(\mathcal{H})$ with several $\mathcal{H} \subseteq \mathbb{R}$, for identifying random $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$. In reference to Section 4 in [40], 1000 random instances of $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$ were generated for $n=10,20$, and 50 . We also performed the identification $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$ by solving DNN problem (20) with two popular SDP solvers: SeDuMi 1.3 [39] and SDPT3 4.0 [42]. All the experiments were performed with MATLAB 2018b on a PC with an Intel(R) Core(TM) i7-6700 CPU running at 3.4 GHz and 16 GB of RAM. The LPs were solved using Gurobi Optimizer 8.0 .0 [20]. SeDuMi 1.3 was performed with the YALMIP [32] interface. We considered the following sets $\mathcal{H}$ of parameters $\alpha$ :

$$
\begin{align*}
\mathcal{H}_{1}:=\{ \pm 1\}, \mathcal{H}_{2} & :=\{ \pm 1, \pm 1 \pm \sqrt{2}\}, \mathcal{H}_{3}:=\{ \pm 1, \pm 2, \pm 0.5\}  \tag{29}\\
\mathcal{H}_{4} & :=\{ \pm 1, \pm 5, \pm 0.2\}
\end{align*}
$$

Tables 1 and 2 shows the results, where $\# A$ denotes the number of matrices identified by each method, and $A T$ denotes the average CPU time (in seconds) to handle 1000 instances for each $n$.

Table 1: Numerical results for identification of $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$.

| n | $\mathrm{LP}_{0}$ |  | $\mathrm{LP}_{1}$ |  | SeDuMi 1.3 |  | SDPT3 4.0 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\# \mathrm{~A}$ | $\mathrm{AT}(\mathrm{s})$ | \#A | AT(s) | \#A | AT(s) | \#A | AT(s) |
| 10 | 262 | 0.003 | 1000 | 0.008 | 1000 | 0.079 | 1000 | 0.106 |
| 20 | 38 | 0.010 | 1000 | 0.137 | 1000 | 0.846 | 1000 | 0.327 |
| 50 | 0 | 0.074 | 1000 | 53.882 | 1000 | 134.116 | 1000 | 3.932 |

We can see from Tables 1 and 2 that:

Table 2: Numerical results for identification of $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$.

| n | $\mathrm{LP}\left(\mathcal{H}_{1}\right)$ |  | $\mathrm{LP}\left(\mathcal{H}_{2}\right)$ |  | $\mathrm{LP}\left(\mathcal{H}_{3}\right)$ |  | $\mathrm{LP}\left(\mathcal{H}_{4}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \#A | AT $(\mathrm{s})$ | \#A | $\mathrm{AT}(\mathrm{s})$ | \#A | $\mathrm{AT}(\mathrm{s})$ | \#A | AT(s) |
| 10 | 992 | 0.003 | 1000 | 0.004 | 1000 | 0.004 | 1000 | 0.004 |
| 20 | 848 | 0.014 | 1000 | 0.028 | 1000 | 0.029 | 998 | 0.029 |
| 50 | 3 | 0.600 | 408 | 1.137 | 461 | 1.112 | 136 | 1.317 |

- In all cases, SDPT3 4.0 obtained the best results in terms of the number of identified matrices and average CPU time. On the other hand, $\operatorname{LP}\left(\mathcal{H}_{2}\right)$ and $\operatorname{LP}\left(\mathcal{H}_{3}\right)$ attained more than $40 \%$ of SDPT3 4.0s identifications in less than $30 \%$ of its average CPU time.
- For any $n$, the number of matrices identified using $\operatorname{LP}(\mathcal{H})$ increased in the order $\mathcal{H}_{1}, \mathcal{H}_{4}, \mathcal{H}_{2}$ and $\mathcal{H}_{3}$, while the average time spent depended on the number of elements in $\mathcal{H}$. This shows that the proposed expansion of SD bases generates large polyhedral approximations with sparsity. When $n=10$ and $n=20$, solving $\operatorname{LP}\left(\mathcal{H}_{2}\right)$ and $\operatorname{LP}\left(\mathcal{H}_{3}\right)$ identified all the matrices in less than 0.05 seconds.
- For any $n$, the number of matrices identified using $\operatorname{LP}(\mathcal{H})$ was greater than the number identified using $\mathrm{LP}_{0}$. For $n=50, \mathrm{LP}(\mathcal{H})$ was around 50 times faster than $\mathrm{LP}_{1}$ in terms of average CPU time, and $\operatorname{LP}\left(\mathcal{H}_{2}\right)$ and $\operatorname{LP}\left(\mathcal{H}_{3}\right)$ each identified around half the matrices.
- SDPT3 4.0 was much faster than SeDuMi 1.3 at solving the DNN problem (20) for the identification with $n=50$.


### 4.2 Cutting plane method for DNN problems

In [1], Ahmadi et al. provided a column generation approach, called the cutting plane method, for DNN problems. We consider the standard DNN problem, called the standard cone-LP over the DNN cone in [45]:

$$
\begin{aligned}
(P) \quad \min & \langle C, X\rangle \\
\text { s.t. } & \left\langle A_{j}, X\right\rangle=b_{j}, j=1,2, \ldots, m \\
& X \in \mathcal{S}_{+}^{n} \cap \mathcal{N}^{n}
\end{aligned}
$$

where $C, A_{j} \in \mathbb{S}^{n}, b_{j} \in \mathbb{R}$. Its dual is given as follows:

$$
\begin{aligned}
\text { (D) } \max & b^{T} y \\
\text { s.t. } & C-\sum_{j=1}^{m} y_{j} A_{j} \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}
\end{aligned}
$$

The cutting plane method is based on the fact that $\mathcal{S}_{+}^{n}$ is represented by the set $\left\{X \in \mathbb{S}^{n} \mid d^{T} X d \geq\right.$ 0 for any $\left.d \in \mathbb{R}^{n}\right\}$. The method first selects a finite number of vectors $\left\{d_{1}, . ., d_{k}\right\} \subseteq \mathbb{R}^{n}$ to obtain an initial outer approximation of the semidefinite cone:

$$
\mathcal{S}_{0}:=\left\{X \in \mathbb{S}^{n} \mid d_{i}^{T} X d_{i} \geq 0(i=1, . ., k)\right\}
$$

The following is an initial LP-relaxation problem where $\mathcal{S}_{+}^{n}$ in $(P)$ is replaced by $\mathcal{S}_{0}$ :

$$
\begin{aligned}
\min & \langle C, X\rangle \\
\text { s.t. } & \left\langle A_{j}, X\right\rangle=b_{j}, j=1,2, \ldots, m, \\
& d_{i}^{T} X d_{i} \geq 0, i=1, . ., k \\
& X \in \mathcal{N}^{n} .
\end{aligned}
$$

By solving the LP-relaxation problem above, we can obtain a lower bound $X_{0}^{*}$ for $(P)$. If we add the eigenvector $d_{k+1}$ corresponding to a negative eigenvalue $\lambda^{*}$ of $X_{0}^{*}$ to $\left\{d_{1}, . ., d_{k}\right\}$, we can obtain a new outer approximation,

$$
\mathcal{S}_{1}:=\left\{X \in \mathbb{S}^{n} \mid d_{i}^{T} X d_{i} \geq 0(i=1, . ., k+1)\right\}
$$

Because

$$
d_{k+1}^{T} X d_{k+1}=\lambda^{*}<0
$$

we can cut $X_{0}^{*}$ out of the feasible region of the new relaxation problem by using $\mathcal{S}_{1}$. Since the eigenvectors are usually dense, we only have to add eigenvectors corresponding to up to the second smallest eigenvalues to $\left\{d_{i}\right\}$ at every iteration, which increases computational efficiency.

This approach generates a series of LP relaxations, and the lower bounds get close to the optimal value of the original DNN problem. In [1], the authors used the extreme vectors of the set $\mathcal{D} \mathcal{D}_{n}$ of the diagonal dominant matrices as the vectors $d_{i}$ in the initial outer approximation $\mathcal{S}_{0}$, and the resultant set $\mathcal{S}_{0}$ coincided with the set using the SD bases $\overline{\mathcal{B}}(1, I)$ and $\overline{\mathcal{B}}(-1, I)$ as the set of $d_{i}$ in $\mathcal{S}_{0}$. In our approach, we use the expanded SD bases as the set of $d_{i}$, aiming to get higher computational efficiency.

We generated three random problems of different sizes as follows. First, we generated a primal strictly feasible solution, $X_{0}:=e e^{T}+I \in \operatorname{int}\left(\mathcal{S}_{+}^{n} \cap \mathcal{N}^{n}\right)$, and a slack variable $S_{0}:=e e^{T}+I$. Each element of the dual feasible solution $y \in \mathbb{R}^{m}$ and $A \in \mathbb{S}^{n}$ was chosen from a uniform distribution in $[-1,1]$. Here, let $C=S_{0}+\sum_{j=1}^{m} y_{j} A_{j}$ and $b_{j}=\left\langle A_{j}, X_{0}\right\rangle(j=1,2, \ldots, m)$. Then $\left(X_{0}, y\right)$ is a pair of strictly feasible primal-dual solutions of the generated DNN problem. By the strong duality theorem of conic optimization problems (see Theorem 3.2.6 in [37]), we know that the resulting DNN problem has no duality gap.

Let $\operatorname{CLP}(\mathcal{H})$ denote the cutting plane method using $\mathcal{H}$ in (29). Note that the inner approximation using the SD basis with $\mathcal{H}_{1}$ is equivalent to the set $\mathcal{D} \mathcal{D}_{n}$. We used the value $\left|\frac{f^{*}-f_{k}}{f^{*}}\right| \times 100 \%$ with the given lower bound $f_{k}$ and the optimal value $f^{*}$ to evaluate the accuracy of each iteration and called it Interval. Figure 1 shows the relation between CPU time and Interval for a DNN problem with $n=100, m=10$. The method with expanded SD bases not only had a better initial accuracy, but also got closer to the optimal value and was faster than the one with $\mathcal{D} \mathcal{D}_{n}$.

Numerical experiments were performed on $(P)$ with $n=50,100$ and $m=10,50$. We ran the experiment on (P) three times for each combination of $n$ and $m$ and took the average CPU time as the computational efficiency. The results are shown in Figures 3 to 6.

The results in Figures 3 to 6 indicate that:

- SDPT3 4.0 obtained the best results in all cases, whereas $\operatorname{CLP}\left(\mathcal{H}_{2}\right)$ and $\operatorname{CLP}\left(\mathcal{H}_{3}\right)$ attained an accuracy interval of less than $20 \%$ in less than $50 \%$ of the CPU time taken by SDPT3 4.0.


Figure 1: Relation between CPU time and Interval for a DNN problem with $\mathrm{n}=100, \mathrm{~m}=10$.

Table 3: Numerical results for DNN problems with $\mathrm{n}=50, \mathrm{~m}=10$.

| No. Ite | DNN Time |  | CLP $\left(\mathcal{H}_{1}\right)$ |  | CLP $\left(\mathcal{H}_{2}\right)$ |  | CLP $\left(\mathcal{H}_{3}\right)$ |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SDPT3 | SeDuMi | Interval | Time | Interval | Time | Interval | Time |  |
| 1 | 1 | 6.81 | 105.58 | $21.43 \%$ | 0.02 | $11.71 \%$ | 0.10 | $13.49 \%$ | 0.09 |
|  | 10 |  |  | $8.70 \%$ | 0.24 | $4.70 \%$ | 1.10 | $5.51 \%$ | 1.08 |
|  | 20 |  |  | $6.11 \%$ | 1.21 | $2.40 \%$ | 3.44 | $2.94 \%$ | 3.25 |
|  |  |  | $3.68 \%$ | 3.00 | $2.64 \%$ | 3.00 | $3.03 \%$ | 3.00 |  |
|  |  |  | $2.38 \%$ | 5.00 | $2.03 \%$ | 5.00 | $2.16 \%$ | 5.00 |  |
| 2 | 1 | 6.70 | 106.51 | $20.98 \%$ | 0.02 | $14.86 \%$ | 0.08 | $15.84 \%$ | 0.08 |
|  | 10 |  |  | $8.72 \%$ | 0.26 | $5.59 \%$ | 1.07 | $5.73 \%$ | 0.96 |
|  | 20 |  |  | $6.67 \%$ | 1.04 | $3.60 \%$ | 3.46 | $3.67 \%$ | 3.19 |
|  |  |  | $4.30 \%$ | 3.00 | $4.03 \%$ | 3.00 | $3.78 \%$ | 3.00 |  |
|  |  |  | $3.19 \%$ | 5.00 | $3.09 \%$ | 5.00 | $3.07 \%$ | 5.00 |  |
| 3 | 1 | 7.03 | 111.04 | $11.92 \%$ | 0.02 | $7.65 \%$ | 0.07 | $8.19 \%$ | 0.07 |
|  | 10 |  |  | $3.99 \%$ | 0.23 | $2.06 \%$ | 0.93 | $2.30 \%$ | 0.90 |
|  | 20 |  |  | $2.32 \%$ | 0.50 | $0.83 \%$ | 2.41 | $1.02 \%$ | 2.33 |
|  |  |  | $0.38 \%$ | 3.00 | $0.68 \%$ | 3.00 | $0.83 \%$ | 3.00 |  |
|  |  |  | $0.14 \%$ | 5.00 | $0.33 \%$ | 5.00 | $0.40 \%$ | 5.00 |  |

- For all random examples above, $\operatorname{CLP}\left(\mathcal{H}_{2}\right)$ had better initial accuracy than $\operatorname{CLP}\left(\mathcal{H}_{1}\right)$ and $\operatorname{LP}\left(\mathcal{H}_{3}\right)$. $\operatorname{CLP}\left(\mathcal{H}_{2}\right)$ was more accurate than $\operatorname{CLP}\left(\mathcal{H}_{1}\right)$ and $\operatorname{CLP}\left(\mathcal{H}_{3}\right)$ at almost every iteration.
- $\operatorname{CLP}\left(\mathcal{H}_{2}\right)$ was faster than $\operatorname{CLP}\left(\mathcal{H}_{1}\right)$ and $\operatorname{CLP}\left(\mathcal{H}_{1}\right)$ on most of the problems with fewer constraints such as $m=10$. As shown in Figure 1, for the DNN problem with $n=100$ and $m=10, \operatorname{CLP}\left(\mathcal{H}_{2}\right)$ attained an interval of $6.92 \%$ within $13 s$, while $\operatorname{CLP}\left(\mathcal{H}_{1}\right)$ spent more than $50 s$. For problems with more constraints, such as $m=50$, the differences in efficiency among $\operatorname{CLP}\left(\mathcal{H}_{1}\right), \operatorname{CLP}\left(\mathcal{H}_{2}\right)$, and $\operatorname{CLP}\left(\mathcal{H}_{3}\right)$ were small.

Table 4: Numerical results for DNN problems with $\mathrm{n}=50, \mathrm{~m}=50$.

| No. Ite | DNN Time |  | $\operatorname{CLP}\left(\mathcal{H}_{1}\right)$ |  | CLP $\left(\mathcal{H}_{2}\right)$ |  | CLP $\left(\mathcal{H}_{3}\right)$ |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SDPT3 | SeDuMi | Interval | Time | Interval | Time | Interval | Time |  |
| 1 | 1 | 10.95 | 117.30 | $24.03 \%$ | 0.40 | $19.37 \%$ | 1.12 | $19.56 \%$ | 0.70 |
|  | 10 |  |  | $13.10 \%$ | 4.18 | $9.90 \%$ | 11.26 | $10.84 \%$ | 9.56 |
|  | 20 |  |  | $10.15 \%$ | 9.13 | $8.22 \%$ | 25.40 | $8.79 \%$ | 23.25 |
|  |  |  | $12.32 \%$ | 5.00 | $12.83 \%$ | 5.00 | $12.99 \%$ | 5.00 |  |
|  |  |  | $10.02 \%$ | 10.00 | $10.27 \%$ | 10.00 | $10.84 \%$ | 10.00 |  |
| 2 | 1 | 9.90 | 111.22 | $24.76 \%$ | 0.38 | $20.76 \%$ | 0.84 | $20.76 \%$ | 0.68 |
|  | 10 |  |  | $13.27 \%$ | 4.58 | $9.18 \%$ | 11.63 | $9.85 \%$ | 11.22 |
|  | 20 |  |  | $10.43 \%$ | 9.85 | $7.49 \%$ | 27.74 | $7.88 \%$ | 26.19 |
|  |  |  |  | $12.93 \%$ | 5.00 | $11.83 \%$ | 5.00 | $11.93 \%$ | 5.00 |
|  |  |  | $10.43 \%$ | 10.00 | $10.18 \%$ | 10.00 | $10.18 \%$ | 10.00 |  |
| 3 | 1 | 10.28 | 112.32 | $15.09 \%$ | 0.45 | $13.05 \%$ | 0.64 | $13.12 \%$ | 0.76 |
|  | 10 |  |  | $8.49 \%$ | 4.32 | $6.76 \%$ | 11.05 | $7.03 \%$ | 9.60 |
|  | 20 |  |  | $6.62 \%$ | 10.26 | $5.46 \%$ | 26.50 | $5.69 \%$ | 24.59 |
|  |  |  | $8.35 \%$ | 5.00 | $8.71 \%$ | 5.00 | $8.11 \%$ | 5.00 |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |

Table 5: Numerical results for DNN problems with $\mathrm{n}=100, \mathrm{~m}=10$.

| No. Ite | DNN Time |  | $\operatorname{CLP}\left(\mathcal{H}_{1}\right)$ |  | CLP $\left(\mathcal{H}_{2}\right)$ |  | CLP $\left(\mathcal{H}_{3}\right)$ |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SDPT3 | SeDuMi | Interval | Time | Interval | Time | Interval | Time |  |
| 1 | 1 | 61.27 | 11215.84 | $27.13 \%$ | 2.05 | $17.80 \%$ | 0.86 | $18.78 \%$ | 0.85 |
|  | 10 |  |  | $11.44 \%$ | 20.73 | $6.92 \%$ | 12.91 | $7.07 \%$ | 12.84 |
|  | 20 |  |  | $7.36 \%$ | 43.21 | $4.03 \%$ | 27.45 | $3.92 \%$ | 27.48 |
|  |  |  | $9.49 \%$ | 30.00 | $3.84 \%$ | 30.00 | $3.53 \%$ | 30.00 |  |
|  |  |  | $7.07 \%$ | 50.00 | $2.39 \%$ | 50.00 | $2.04 \%$ | 50.00 |  |
| 2 | 1 | 61.30 | 10531.35 | $26.92 \%$ | 1.99 | $18.14 \%$ | 1.84 | $19.16 \%$ | 1.48 |
|  | 10 |  |  | $15.01 \%$ | 20.51 | $7.77 \%$ | 19.81 | $8.69 \%$ | 17.58 |
|  | 20 |  |  | $11.39 \%$ | 42.58 | $5.85 \%$ | 46.14 | $5.94 \%$ | 38.14 |
|  |  |  |  | $12.90 \%$ | 30.00 | $6.67 \%$ | 30.00 | $6.61 \%$ | 30.00 |
|  |  |  | $9.93 \%$ | 50.00 | $5.49 \%$ | 50.00 | $5.52 \%$ | 50.00 |  |
| 3 | 1 | 51.41 | 10158.72 | $38.34 \%$ | 1.84 | $25.37 \%$ | 1.28 | $27.57 \%$ | 1.28 |
|  | 10 |  |  | $18.21 \%$ | 20.69 | $9.87 \%$ | 16.49 | $11.47 \%$ | 16.56 |
|  | 20 |  |  | $13.31 \%$ | 41.98 | $6.25 \%$ | 36.70 | $7.92 \%$ | 37.41 |
|  |  |  | $16.02 \%$ | 30.00 | $7.51 \%$ | 30.00 | $8.77 \%$ | 30.00 |  |
|  |  |  | $11.60 \%$ | 50.00 | $4.80 \%$ | 50.00 | $6.05 \%$ | 50.00 |  |

- The proposed cutting plane methods obtained relatively accurate results, e.g., an interval of $5 \%$, and were much faster than the SDP solver SeDuMi 1.3.


## 5 Concluding remarks

We developed techniques to construct a series of sparse polyhedral approximations of the semidefinite cone. We provided a way to approximate the semidefinite cone by using SD bases and proved that the set of diagonally dominant matrices can be expressed with sparse SD bases. We proposed a simple expansion of SD bases that keeps the sparsity of the matrices that compose it. We gave the conditions

Table 6: Numerical results for DNN problems with $\mathrm{n}=100, \mathrm{~m}=50$.

| No. Ite | DNN Time | $\operatorname{CLP}\left(\mathcal{H}_{1}\right)$ |  | $\operatorname{CLP}\left(\mathcal{H}_{2}\right)$ |  | $\operatorname{CLP}\left(\mathcal{H}_{3}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SDPT3 SeDuMi | Interval | Time | Interval | Time | Interval | Time |
| 11 | 76.7510932 .57 | 14.90\% | 2.79 | 11.35\% | 8.72 | 11.67\% | 8.20 |
| 10 |  | 9.37\% | 28.48 | 6.87\% | 105.39 | 7.34\% | 88.14 |
| 20 |  | 7.88\% | 61.10 | 5.57\% | 250.64 | 6.18\% | 216.87 |
|  |  | 9.09\% | 30.00 | 9.18\% | 30.00 | 8.94\% | 30.00 |
|  |  | 8.17\% | 50.00 | 8.26\% | 50.00 | 8.50\% | 50.00 |
| 21 | 85.1412123 .57 | 32.27\% | 2.72 | 26.24\% | 6.27 | 26.70\% | 6.14 |
| 10 |  | 20.25\% | 28.34 | 15.69\% | 98.73 | 15.90\% | 82.43 |
| 20 |  | 16.96\% | 60.34 | 13.07\% | 239.16 | 13.30\% | 200.59 |
|  |  | 19.90\% | 30.00 | 19.86\% | 30.00 | 20.08\% | 30.00 |
|  |  | 18.41\% | 50.00 | 18.77\% | 50.00 | 17.75\% | 50.00 |
| 3 1 <br>  10 <br>  20 | 80.3611343 .73 | 22.58\% | 2.69 | 17.46\% | 5.78 | 18.14\% | 9.36 |
|  |  | 13.54\% | 29.48 | 10.27\% | 98.47 | 10.35\% | 100.49 |
|  |  | 11.83\% | 61.27 | 8.69\% | 246.40 | 8.64\% | 241.60 |
|  |  | 13.54\% | 30.00 | 13.35\% | 30.00 | 14.12\% | 30.00 |
|  |  | 12.23\% | 50.00 | 11.68\% | 50.00 | 12.13\% | 50.00 |

for generating linearly independent matrices in expanded SD bases as well as for generating an expansion different from the existing one. We showed that the polyhedral approximation using our expanded SD bases contains the set of diagonally dominant matrices and is contained in the set of scaled diagonally dominant matrices. We also proved that the set of scaled diagonally dominant matrices can be expressed using an infinite number of expanded SD bases.

The expanded SD bases were then used to identify $A \in \mathcal{S}_{+}^{n}+\mathcal{N}^{n}$. The numerical results showed that the proposed method with the expanded SD bases can be computationally efficient with good accuracy for identification.

Polyhedral approximations were applied to the cutting plane method for DNN problems. The results of the numerical experiments showed that the method with expanded SD bases is computationally efficient for some instances.

One future direction of study is to increase the number of vectors in the definition of the SD bases. The current SD bases are defined as a set of matrices $\left(p_{i}+p_{j}\right)\left(p_{i}+p_{j}\right)^{T}$. If we use three vectors, as in $\left(p_{i}+p_{j}+p_{k}\right)\left(p_{i}+p_{j}+p_{k}\right)^{T}$, we might obtain another inner approximation that remains relatively sparse when the dimension $n$ is large.

Another future direction is to focus on the factor width $k$ of a matrix. The cone of matrices with factor width at most $k=2$ was introduced in order to give another expression of the set $\mathcal{S D} \mathcal{D}_{n}$ of scaled diagonally dominant matrices. By considering a larger width $k>2$, we may obtain a larger inner approximation of the semidefinite cone $\mathcal{S}_{+}^{n}$, while it would not be polyhedral, or even characterized by using SOCP constraints. Finding ways to solve approximation problems over such cones might be an interesting challenge.
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