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We calculate the linear and nonlinear conductance of spinless fermions in clean, long quantum wires,

where short-ranged interactions lead locally to equilibration. Close to the quantum phase transition, where

the conductance jumps from zero to one conductance quantum, the conductance obtains a universal form

governed by the ratios of temperature, bias voltage, and gate voltage. Asymptotic analytic results are

compared to solutions of a Boltzmann equation which includes the effects of three-particle scattering.

Surprisingly, we find that for long wires the voltage predominantly drops close to one end of the quantum

wire due to a thermoelectric effect.

DOI: 10.1103/PhysRevLett.109.036405 PACS numbers: 71.10.Pm, 72.10.�d, 72.15.Lh

Introduction.—A clean quantum wire with adiabatic
contacts is characterized by a quantized conductance,
G ¼ nG0 with G0 ¼ e2=h. The integer n describes the
number of conduction channels (including spin). The con-
ductance quantization is closely related to charge quanti-
zation and survives (for sufficiently low temperatures T)
even in the presence of interactions [1–3] as long as
momentum relaxation by umklapp scattering can be
neglected [4,5].

The transition from one conductance plateau to the next
is an example of a quantum phase transition without order
parameter, where only a topological property, the number
of conducting channels, changes. While the thermodynam-
ics of this quantum critical point (QCP) is quite well
understood [6–9], a theory of the quantum critical con-
ductance is much more challenging: how does the con-
ductance change from one conductance plateau to the next
at low but finite T?Wewill answer this question both in the
linear and nonlinear regime for the most simple situation,
i.e., the transition from n ¼ 0 to n ¼ 1 for spinless
fermions with finite-ranged interactions. Here, the QCP
describes the transition from zero to a finite fermion den-
sity. As interactions are irrelevant at this QCP, thermody-
namic properties are well described by noninteracting
fermions [5,10], but transport in long wires is still governed
by collisions. Relaxation by collisions and nonequilibrium
dynamics in one-dimensional (1D) systems have recently
moved into the focus of theoretical [11–18] and experi-
mental [19–21] research.

A general question is where the voltage drops when a
finite current is driven through a clean 1D quantum wire by
applying a bias voltage V. For diffusive (multichannel)
quantum wires, one expects a linear drop of the voltage
(i.e., of the electrochemical potential) across the wire,
while for noninteracting, ballistic quantum wires the volt-
age drop occurs only close to the two contacts [22].

In clean interacting quantum wires with low fermion
density (and therefore negligible umklapp scattering), the
dc conductivity is infinite for an infinitely long wire due
to momentum conservation, �ðTÞ ¼ 1. The vanishing
resistivity strongly suggests that there is, again, no voltage
drop inside the wire.
A recent series of papers [23–27] that studied the role of

equilibration in long but finite quantum wires of length
L found that in the linear response regime, V ! 0, there is
a linear drop of voltage [25] along the wire. We resolve this
apparent contradiction to �ðTÞ ¼ 1 by noting that the
limits V ! 0 and L ! 1 do not commute. The drop of
voltage is governed by a new length scale ‘V which
diverges for V ! 0. For L � ‘V , a linear drop of voltage
occurs. In the opposite limit, L � ‘V ; however, the voltage
drops only within a distance of ‘V of the contacts.
Surprisingly, the voltage drop is not symmetrical and
occurs predominantly only at one of the two contacts!
Previous work on equilibrated quantum wires [23–27]

focused on the limit T � �F, where �F is the Fermi energy.
As scattering processes equilibrating left-moving and right-
moving fermions involve the bottom of the band [18,25–28],
they are exponentially suppressed and, therefore, the
corresponding equilibration length is exponentially large,

‘eq � e�=T , where � � �F for weak interactions (thermal

equilibration relevant for heat conductance occurs on shorter
length scales [29]). For L � ‘eq, it was found that the

quantized (linear) conductance obtains corrections of order
ðT=�Þ2. Large effects can therefore be expected close to
the conductance plateau transition, where�� T, as studied
in this Letter.
Model.—We consider 1D spin-polarized electrons with

quadratic dispersion �p ¼ p2

2m , interacting via a short range

potential. Close to the QCP, where filling of the first subband
becomes small, interactions are strongly irrelevant in the
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renormalization group sense [6,30] and a single-electron
description becomes approximately valid. To study equili-
bration and its effect on transport, we may thus use the
Boltzmann equation,

vp@xfx;p ¼ �Icolx;p½f�; (1)

where fx;p is the quasiclassical distribution function,

vp ¼ p=m the velocity, and the collision integral Icol

describes collisions. The contacts of the quantum wire to
the leads at x ¼ � L

2 induce boundary conditions for

electrons moving into the quantum wire,

fx¼�ðL=2Þ;p>0 ¼ 1

e�
l
p=T þ 1

;

fx¼ðL=2Þ;p<0 ¼ 1

e�
r
p=T þ 1

;

(2)

where �l=r
p ¼ �p ��� eV=2 with � ¼ 0 at the QCP.

Here, we assume adiabatic and ballistic contacts, i.e., con-
tacts which are smooth compared to the electronic wave-
length but short in comparison to the scattering length.

In 1D systems, energy and momentum conservation
severely restrict the phase space available for scattering:
in a two-particle process, two particles of equal mass
can only exchange their momenta [6,18] which leaves fp
unchanged. One therefore has to study the effects of three-
particle collisions [18,28] described by

Icolx;p1
½f� ¼ X

p2p3
p0
1
p0
2
p0
3

W102030
123 ½f1f2f3ð1� f10 Þð1� f20 Þð1� f30 Þ

� f10f20f30 ð1� f1Þð1� f2Þð1� f3Þ�; (3)

where the scattering rateW102030
123 arises to fourth order in the

bare two-particle interactions [31]. For low energies and
spinless fermions, the Pauli principle ensures that it takes
the universal form

W102030
123 ¼ Wððp1 � p2Þðp1 � p3Þðp2 � p3Þðp0

1 � p0
2Þ

	 ðp0
1 � p0

3Þðp0
2 � p0

3ÞÞ2�Pi;Pf
�ðEi � EfÞ; (4)

where PiðfÞ ¼ p1 þ p2 þ p3 and EiðfÞ ¼ �1 þ �2 þ �3 are

the total momentum and energy of the three scattering
particles before (after) the collision, respectively. A simple
dimensional analysis allows us to identify a characteristic
length scale of equilibration at the QCP (� ¼ 0) by setting

typical momenta to
ffiffiffiffiffiffiffiffiffiffi
2mT

p
,

1

‘eq
¼ 2Wm2L4

ð2�@Þ4 ð2mTÞ13=2: (5)

Measuring all length scales in units of ‘eq and all momenta

in units of
ffiffiffiffiffiffiffiffiffiffi
2mT

p
allows us to scale out the parameters W,

m, and T and the only remaining parameters are L=‘eq,

eV=T, and �=T. We have checked both numerically and
analytically that close to the QCP, Hartree-Fock potentials
[not included in Eq. (1)] can be neglected.

For a numerical solution of the Boltzmann equation (1), it
is important to avoid discretization errors leading to a viola-
tion of conservation laws. We, therefore, use a conservative
splitting method following Ref. [32] (see Supplemental
Material [30]) to solve the time-dependent Boltzmann equa-
tion until a steady state has been reached. For the linear
response calculation, we use a linearized collision integral.
Conservation laws.—Three conservation laws govern

transport in long quantum wires: charge, energy, and mo-
mentum conservation. The corresponding currents are the
charge current, jc ¼ e

P
pvpfp, the energy current, jE �P

p�pvpfp, and the momentum current, jp � P
ppvpfp.

The latter can be identified with pressure. For sufficiently
long quantum wires and far away from the contacts, the
system will reach locally equilibrium with the distribution
function

feqp ðu;�; TÞ ¼ ½1þ eðp�muÞ2=ð2mTÞ��=T��1 (6)

parametrizedby three space-dependentLagrange parameters
�ðxÞ, TðxÞ, and the velocity uðxÞ reflecting the three conser-
vation laws. For the distribution function (6) one can calcu-
late the corresponding equilibrium currents jeqc , j

eq
E , and jeqp

as function of�, T and u.
Voltage drop.—Figure 1 shows the density profile and

the local chemical potential (insets) of long quantumwires,
L � ‘eq, obtained from our Boltzmann simulations (the

Supplemental Material [30] discusses how �ðxÞ and TðxÞ
can be measured by tunneling contacts). For small V
[Fig. 1(a)], there is both a linear drop of the chemical
potential along the wire and a finite jump directly at the
two contacts (the separate points at x ¼ �L=2 show � in
the leads). In an experiment, this jump will occur on the
length scale describing the crossover from the 1D lead to
the higher-dimensional contacts. This jump is also present
for larger V [Fig. 1(b)], where, however, the linear voltage
drop is absent. Surprisingly, there is instead a large asym-
metric voltage drop that occurs only close to one of the two
contacts. This behavior occurs for sufficiently long wires
not only directly at the QCP but also away from it.
Interestingly, one observes cooling instead of heating close
to the left contact. Though unexpected at first glance, it can
be related [25] to the finite boost u in (6), which is partially
compensated by a reduced temperature to match the
boundary condition for right-movers.
The qualitative difference between small and larger

voltage can be understood from a simple argument based
on matching currents. The steady state for V > 0 is char-
acterized by the three currents jc, jE, and jp. From the

three equations j� ¼ jeq� , � ¼ c, E, p, one can, for suffi-
ciently long wires, determine the three parameters �, T,
and u, which will be constant along the wire as j� ¼ const.
Therefore, for a sufficiently long wire and finite V, a
voltage drop can occur only close to the contacts. In the
linear response regime, i.e., for small V, the situation is,
however, different. By setting only one of the three
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parameters, u, to zero, two currents, jeqc and jeqE , vanish in
equilibrium. As both jeqc and jeqE are linear in u, their ratio
jeqc =j

eq
E is—in the limit of small V—fixed by the average �

and T. This is used below when calculating the linear-
response conductance analytically.

To develop an approximate analytical theory valid in
both regimes, we consider small but finite voltages V and
parametrize fx;p by

fx;p ¼ feqx;p þ �fx;p; (7)

where �fx;p accounts for deviations from local equilibrium

f
eq
x;p ¼ f

eq
p ðuðxÞ; �ðxÞ; TðxÞÞ. Here, it is convenient to

determine �ðxÞ, TðxÞ, and uðxÞ from the two equations
jc ¼ jeqc and jp ¼ jeqp while the third parameter is fixed by

fitting the local density nðxÞ ¼ neqðxÞ.

By linearizing the Boltzmann equation (1) in �f, one
obtains that �f is proportional to @n=@x. For the energy
current, one therefore obtains

jE ¼ jeqE þ ~D
@n

@x
¼ const; (8)

where ~D is the thermoelectric diffusion constant describing
how density gradients generate energy currents. Using
Kubo’s formula and Einstein relations, ~D can be calculated
from the product of a correlation function of the heat- and
particle current and the compressibility.
For small voltages, ~D is approximately constant

across the wire. Using Galilei invariance which implies

u ¼ jeqc =eneq ¼ jc=en, we obtain jeqE ¼ 3jpjc
2en � mj3c

e3n2
. For

small V, the last term can be neglected and one can
linearize the density n ¼ n0 þ �n to obtain

� 3jpjc

2en20
�nþ ~D

@�n

@x
� jE � 3jpjc

2en0
¼ const: (9)

This equation introduces a new length scale,

‘V ¼ 2 ~Den20
3jpjc

; (10)

which diverges for V ! 0 as jc vanishes in this limit while
~D, n0, and jp remain finite. For jeVj � T and� ¼ 0, i.e., at

the QCP, a simple dimensional analysis gives ‘V � ‘eq
T
eV .

For L � j‘V j, one obtains from Eq. (9) @�n@x ¼ const and,

therefore, a linear drop in density and local chemical
potential as in our numerical results, Fig. 1(a). In the other
limit, L � j‘Vj, �n obtains an exponential x dependence,

nðxÞ ¼ nL þ ðnR � nLÞ exp
�
x� L=2

‘V

�
; (11)

with nL=R � nð�L=2Þ. The direction of the current deter-

mines whether the drop of density and voltage occur at the
right (‘V > 0) or left (‘V < 0) lead; see Fig. 1(b). This
shows that the strongly asymmetric drop of voltage arises
from a thermoelectric effect captured by the simple hydro-
dynamic equation (9).
Linear response regime.—Interestingly, it is possible to

calculate in the linear response regime the quantum critical
conductance for long quantum wires (‘eq � L � j‘V j)
analytically. We use the approach developed in
Ref. [23,25] (where only T � � was considered) and
keep track of the change of the charge and energy current
carried by right-moving electrons with p > 0, jRc ðxÞ ¼
e
P

p>0vpfx;p and jREðxÞ ¼
P

p>0vp�pfx;p, respectively.

We use that, far away from the contacts, the distribution
function obtains local equilibrium, fx;p � f

eq
x;p, described

by Eq. (6) with TðxÞ ¼ T þ �TðxÞ, �ðxÞ ¼ �þ ��ðxÞ
and uðxÞ. This allows us to directly calculate jc, j

R
c , jE,

jE
R and jp in terms of three unknown functions, uðxÞ,

��ðxÞ, and �TðxÞ. Current conservation implies uðxÞ ¼
const. Furthermore, the ratio r1 ¼ jE=jc is to linear order
just a simple function of � and T independent of V and u.
The condition of constant momentum current fixes another

FIG. 1 (color online). Electron density, nðxÞ ¼ n0ð1þ �nðxÞÞ,
at the QCP (� ¼ 0) calculated from a solution of the Boltzmann
equation (1), using (a) a linearized collision integral for
L ¼ 100‘eq and V ! 0 and (b) the nonlinearized collision

integral for L ¼ 10‘eq and larger voltages, eV=T ¼ 0:4 and

eV=T ¼ �0:6 (inset: eV=T ¼ 0:4). The inset shows �ðxÞ,
�TðxÞ ¼ TðxÞ � T, and uðxÞ (in units of T and

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2T=m

p
) obtained

from fitting the local charge, energy, and momentum densities to
Eq. (6). While in the linear response regime, L � j‘V j, there is a
linear voltage drop across the wire, the voltage (and the density)
drops predominantly close to one of the two contacts for
L � j‘V j. Note that due to a finite drift u, the chemical potentials
close to the contacts do notmatch the chemical potential�� eV=2
in the leads (shown as separate dots at x ¼ �L=2 in the insets).
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ratio, r2 ¼ @x�T=@x��. This result is used to eliminate
all unknowns from the ratio r3 ¼ @xj

R
E=@xj

R
c . To leading

order, r1, r2, and r3 are space-independent functions of �
and T (calculated in the Supplemental Material [30]).
Finally, one identifies [23] the difference in the charge
(energy) current of the interacting and noninteracting
system as the total change in the right-moving charge
(energy) current along the wire, jc ¼ j0c þ

R
@xj

R
c dx

(jE ¼ j0E þ R
@xj

R
Edx), respectively. If we now assume

(as we checked numerically), that these integrals are domi-
nated by their bulk contribution, we obtain the equation

r3 ¼ r1jc � j0E
jc � j0c

(12)

from which one can calculate directly jc. Combining all
results [30], we find for the linear-response conductance
up to corrections of Oð‘eq=LÞ, i.e., for ‘eq � L � j‘V j

GðzÞ ¼ e2

h

�0ðzÞ�2ðzÞ � �2
1ðzÞ

�2ðzÞ þ �0ðzÞ�2ðzÞ � 2�1ðzÞ�ðzÞ
; (13)

where z ¼ �=T, h. . .iz ¼ �R1
�z d�ð. . .Þ

df0
�

d� , with f0�¼ 1
1þe�

and �k ¼ h�kiz, � ¼ h�
ffiffiffiffiffiffiffi
zþ�

p
iz

h
ffiffiffiffiffiffiffi
zþ�

p
iz
. At the QCP, i.e., for � ¼ 0,

this gives

GQCP

e2=h
¼

�2

6 � 2ln22

�2

3 þ 9
8
	2ð3=2Þ
	2ð1=2Þ þ 6ffiffi

2
p 	ð3=2Þ

	ð1=2Þ ln2
� 0:420; (14)

with 	ðxÞ the Riemann zeta function. GQCP is about 16%

below the noninteracting result e2=2h.
Figure 2 displays the linear response conductance as

functions of �=T for noninteracting (see below) and fully
equilibrated electrons that have a clearly different shape.

Our analytical formula (13) fits very well the numerical
result (symbols).
Shorter wires.—Upon lowering T, ‘eq rapidly increases;

see Eq. (5). For quantum wires, where L=‘eq � 1, one can

neglect the effects of equilibrating interactions. Half of the
voltage drops at the left and right contact, respectively, and
there is no voltage drop inside the wire as fx;p ¼ fp is

independent of x. For jc one obtains the well-known non-

interacting result j0c ¼ eT
h ln½1þeð�þeV=2Þ=T

1þeð��eV=2Þ=T�. The conductance

plateau transition in linear response is therefore described

by Gð�=TÞ ¼ G0=ð1þ e��=TÞ, while at � ¼ 0 the current
is for arbitrary eV=T given by j0 ¼ G0V=2. In the inset of
Fig. 2, we have calculated numerically the crossover from
the interacting quantum critical conductance (14) to the non-
interacting one,which occurs upon loweringTwhen‘eq � L.

Nonlinear response.—Figure 3 shows the nonlinear con-
ductance jc=V at the QCP, i.e., for � ¼ 0. It interpolates
between the linear-response value (14) and the noninter-
acting result obtained for jeVj=T ! 1. For jeVj � T and
� ¼ 0 all states with p > 0 and �p < jeVj=2 are occupied.
As this is also an equilibrium distribution function with
u ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi

jeVj=4m
p

and � ¼ mu2=2, collisions have no effects in
this limit.
For small V, the nonlinear conductance appears to be

nonanalytic,

jcðVÞ ¼ GQCPV þ 
jVjV þ 
 
 
 ; (15)

which can be traced back to the asymmetric voltage drop for
L � j‘V j. As nR � nL in Eq. (11) varies linear in V, the
density in the center, nð0Þ � maxðnR; nLÞ according to
Eq. (11), obtains for L � j‘Vj a correction proportional
to jVj. As jc � eun, this implies a correction proportional
to jVjV to the current as soon asL � j‘V j. Due to numerical

FIG. 3 (color online). Nonlinear conductance, jc=V obtained
for L ¼ 7:5‘eq from a numerical solution of the Boltzmann

equation. For eV=T ! 0 a linearized collision integral was
used. Inset: within our numerical precision, there is no finite
size dependence of the nonlinear conductance for L � ‘eq
(L measured in units ‘eq).

FIG. 2 (color online). Conductance of fully equilibrated (solid
line) and noninteracting electrons (dashed line) in the linear
response regime (‘eq � L � j‘V j). Numerical results (symbols)

agree with Eq. (13). Inset: upon lowering T, ‘eq grows rapidly

and a crossover from the equilibrated to the noninteracting
conductance is observed for ‘eq � L (L ¼ 10‘eq, � ¼ 0).
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problems, we were not able to obtain reliable numerical
results in the small-V regime L & j‘V j where we expect a
rounding of the nonanalytic correction.Overall, the finite size
corrections to the nonlinear conductance are smaller than
our numerical resolution for L � ‘eq; see inset of Fig. 3.

Outlook.—While our results have been derived only for
spinless fermions with short ranged interactions, we expect
that ourmainqualitative results are also of direct relevance for
quantum wires made of electrons with spin and long-ranged
Coulomb interactions. For these systems, the hydrodynamic
equation (9) should also be valid (with strongly modified
parameters) at least if gates provide screening. The highly
asymmetric voltage drop predicted by us will probably be
even much easier to observe, as the stronger interactions
imply that the regimes L � ‘eq and L � j‘V j are much

easier to reach. In recent experiments with ultracold atoms
[33], an atomic current was driven through a long quantum
channel connecting two reservoirs and the resulting density
profile (and therefore the drop of the chemical potential) was
directly measured. This opens new exciting possiblities to
verify our predictions also in cold-atom experiments.
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