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Quantum systems strongly coupled to many-body systems equilibrate to the reduced state of a global
thermal state, deviating from the local thermal state of the system as it occurs in the weak-coupling limit.
Taking this insight as a starting point, we study the thermodynamics of systems strongly coupled to thermal
baths. First, we provide strong-coupling corrections to the second law applicable to general systems in three
of its different readings: As a statement of maximal extractable work, on heat dissipation, and bound to the
Carnot efficiency. These corrections become relevant for small quantum systems and vanish in first order in
the interaction strength. We then move to the question of power of heat engines, obtaining a bound on the
power enhancement due to strong coupling. Our results are exemplified on the paradigmatic non-
Markovian quantum Brownian motion.
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Thermodynamics is the fundamental theory concerned
with heat and temperature and their relation to energy and
work. In phenomenological thermodynamics, an implicit
assumption is that couplings between the working systems
and their heat baths are so weak so that effects of the
interaction can be neglected. As a consequence, the
equilibrium states of the working systems are thermal
states, in fact thermal states of local Hamiltonians. For
small-scale systems governed by quantum mechanical
laws, however, such a weak-coupling limit can be far from
being reasonable, as the surface area of such systems is
often not much smaller than their volume. An impressive
body of literature in a related field, namely, equilibration
and thermalization of closed quantum many-body systems
[1], strongly suggests that a system coupled strongly to a
thermal bath should be described by the local reduced state
of the global Gibbs state ρS ¼ TrB½e−βH=trðe−βHÞ�—and
not by a Gibbs state of the local Hamiltonian itself [2–5].
In this work we take this basic but profound insight

seriously when studying in detail quantum thermal
machines strongly coupled to heat baths. First, we prove
exact and general bounds on work extraction from a
nonequilibrium system that can be brought in contact with
a single heat bath. These results can be captured as
universal corrections to the weak coupling limit—showing
that strong coupling unavoidably leads to irreversibility and
is hence detrimental for work extraction. Similar correc-
tions are obtained for heat dissipation and the Carnot
efficiency, hence providing strong-coupling corrections
to the different formulations of the second law of thermo-
dynamics. For thermal machines, we also show that strong
interactions lead to power enhancements.
There have been recent efforts to describe the thermo-

dynamics of quantum systems with strong interactions

between system and bath [6–37]. These include consid-
erations on heat engines [9–14], equilibrium and non-
equilibrium thermodynamics [15–30,33–37]. The key
contribution of the present work, compared with earlier
strong-coupling analyses [9–14,21], is to provide bounds
on work and efficiency, without having to restrict to any
particular model for the systems involved. Our bounds
apply to thermodynamic scenarios in which the system
equilibrates to the reduced state of a global Gibbs state, and
for which the coupling can be switched on and off. More
precisely, our results are derived within a framework
applicable to general situations; after all, also phenomeno-
logical thermodynamics is widely applicable by largely
abstracting from the specifics of a given setting.
Framework.—We consider a system S, a heat bath B,

with internal Hamiltonians HS and HB, respectively.
They can interact via a possibly strong interaction V.
Thermodynamic protocols then consist on transformations
over HS, and equilibration processes induced by V.
Specifically, we consider protocols of N steps, and denote
by ρðiÞ and HðiÞ the state and Hamiltonian of SB in the ith
step, consisting of three elementary operations:
(A) Turning on and off interaction.—With this, we

model the process of bringing S and B into contact, so

that the Hamiltonian takes the formHðiÞ ¼ HðiÞ
S þHB þ V.

Similarly, V can be turned off at any step of the process.
Treating such processes as quenches, the average work gain
when placing or removing V is

WðiÞ
on ¼ TrðρðiÞVÞ ¼ −WðiÞ

off : ð1Þ
(B) A quench on S.—A fast transformation of HS is

implemented, so that HðiÞ ¼ HðiÞ
S þHB þ V is changed to
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Hðiþ1Þ ¼ Hðiþ1Þ
S þHB þ V, whereas the state ρðiÞ remains

unchanged. The corresponding work gain reads

WðiÞ ¼ Tr½ρðiÞS ðHðiÞ
S −Hðiþ1Þ

S Þ�; ð2Þ

which depends only on the state of S [38].
(C) A thermalization process.—This operation models

the closed free evolution of SB when V is present, i.e.,
under Hðiþ1Þ. This operation has no work cost, as the total
energy of SB is preserved. When they reach equilibrium,
we assume that S is well described by

ρðiþ1Þ
S ¼ TrB½ωβðHðiþ1ÞÞ�; ð3Þ

where ωβðHÞ ¼ e−βH=trðe−βHÞ.
Similarly, we assume that the boundary between S and B,

i.e., the support of V, can also be described by the reduced
form of ωβðHðiþ1ÞÞ. Both assumptions are reasonable for
locally interacting systems and are backed by a body of
rigorous arguments [1,5,39]. When it is clear from the
context we will use the notation ωðiÞ ≔ ωβðHðiÞÞ and

ωðiÞ
S ≔ ωβðHðiÞ

S Þ. We also use the convention ℏ ¼ 1,
kB ¼ 1, and that when SB decrease their global energy,
then work W > 0 is extracted.
A thermodynamic protocol then consists of an arbitrary

sequence of operations of the types (A)–(C). The total
expected workW gained in the process is the sum of all the
contributions of the form (1) and (2). In this framework, the
Hamiltonian terms V and HB remain fixed throughout the
protocol, reflecting the fact that an experimenter will in
many realistic situations not have precise control over B
and the coupling between S and B, at least not beyond the
capability of turning it on and off. During transformations
of the form (C), S is assumed to be brought to equilibrium
after sufficiently long times. That is, possible finite-time
effects are not included.
Maximal work extraction for arbitrary coupling

strengths.—We now study work extraction from an out-
of equilibrium state of S. In order to avoid the possibility of
extracting work from the energy stored in V, we consider
that S is initially isolated from B. The initial Hamiltonian is
hence noninteracting,Hð0Þ ¼ HS þHB, and the initial state
is uncorrelated, ρð0Þ ¼ ρS ⊗ ωβðHBÞ. Given these initial
conditions, the task is to optimize the extracted work
over all cyclic Hamiltonian processes under the operations
(A)–(C) [42].
It is instructive to first recall the optimal protocol in the

weak-coupling regime [22,43–45]. It consists of four steps:
(i) a quench fromHð0Þ

S to H̃S, where ωβðH̃SÞ ¼ ρS, (ii) turn-
ing on V, (iii) an isothermal process from H̃S back to HS,
and (iv) turning off V. In our framework, isothermal
processes correspond to a concatenation of infinitesimally
small quenches followed by equilibration steps—see

Refs. [22,45,46] for more details. The protocol (i)–(iv) has
no dissipation, and is hence reversible in the limit of an
arbitrarily weak V. In the strong-coupling regime, we show
in Sec. III of the Supplemental Material (SM) [46] that the
optimal protocol also has the form (i)–(iv), but the initial
and final Hamiltonians of the isothermal process need to be

modified. LetHð1Þ
S andHðNÞ

S be the Hamiltonians of Swhen
V is turned on and off, respectively. Then, the protocol’s
total work W reads

W ¼ WðweakÞ − ΔFðresÞ − ΔFðirrÞ; ð4Þ

where WðweakÞ ¼ FðρS; HSÞ − F(ωβðHSÞ; HS) is the maxi-
mal extractable work in the weak coupling regime,
Fðρ; HÞ ≔ TrðρHÞ þ TTrðρ ln ρÞ is the (nonequilibrium)
free energy, and we have defined

ΔFðirrÞ ≔ Fðρð0Þ; Hð1ÞÞ − Fðωð1Þ; Hð1ÞÞ; ð5Þ

ΔFðresÞ ≔ FðωðNÞ; Hð0ÞÞ − Fðωð0Þ; Hð0ÞÞ; ð6Þ

with Hð1Þ=ðNÞ ¼ Hð1Þ=ðNÞ
S þHB þ V. Note that Fðρ; HÞ −

F½ωβðHÞ; H� ¼ TS½ρkωβðHÞ� ≥ 0 with SðρkσÞ ≔
Tr½ρðlog ρ − log σÞ� the quantum relative entropy. It follows
that always ΔFðirrÞ=ðresÞ ≥ 0, and we can already conclude
that strong coupling cannot be beneficial for work extrac-
tion as W ≤ WðweakÞ. The correcting term ΔFðirrÞ can be
interpreted as the energy dissipated when S is put in contact
with B, whereas ΔFðresÞ is the extractable work left on the
final state. The extracted work W in Eq. (4) is maximized

when Hð1Þ
S and HðNÞ

S minimize the correcting terms ΔFðirrÞ

and ΔFðresÞ, respectively. Assuming that ρS has full rank,
we show in Sec. II of the Supplemental Material [46] that
this happens for

TrB½ωβðHð1ÞÞ� ¼ ρS; ð7Þ

TrB½ωβðHðNÞÞ� ¼
TrB(ωβðHðNÞÞðHð0Þ

HðNÞ;β −HðNÞÞ)
Tr(ωβðHðNÞÞðHð0Þ

HðNÞ;β −HðNÞÞ)
; ð8Þ

where YH;β ≔
R
1
0 dτeβτHYe−τβH for Hermitian operators

Y—an integral that can be solved analytically; see Sec. II B
of the Supplemental Material [46]. Furthermore,
ΔFðirrÞ=ðresÞ have at least one minimum, so that Eqs. (7),
(8) always provide the desired solution; see Sec. III of the
Supplemental Material [46]. Altogether, our techniques
provide a procedure to determine for any model the optimal
protocol for work extraction in the strong coupling regime.
Essentially, it consists of an isothermal process, where S is
put in contact with B according to Eqs. (7) and (8).
It is important to stress that although a priori Eqs. (7),

(8), and in general W, depend on the entire bath B,
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commonly its Hamiltonian is local and the correlations
between its degrees of freedom decay rapidly with the
distance. Therefore, only the degrees of freedom that are
geometrically close to the boundary between S and B will
contribute. This has the important consequence that we can
solve Eqs. (7), (8) by considering a small buffer region in B,
while maintaining tight bounds for the error made in such a
prescription [40,59,60]. This renders the solution practi-
cally and efficiently computable.
Corrections at lowest order of work.—Interestingly, in a

perturbative treatment, the problem at hand can be essen-
tially solved by computing covariances. Let us replace V by
gV, where the dimensionless g > 0 quantifies the inter-
action strength. In Sec. III C of the Supplemental Material
[46], Eqs. (7) and (8) are expanded in g, obtaining

Hð1Þ
S ¼ H̃S − gTrB½IS ⊗ ωðHBÞV� þOðg2Þ; ð9Þ

HðNÞ
S ¼ HS − gTrB½IS ⊗ ωðHBÞV� þOðg2Þ; ð10Þ

where we recall that H̃S satisfies ρS ¼ ωβðH̃SÞ. Inserting
Eqs. (9) and (10) into ΔFðirrÞ and ΔFðresÞ respectively,

provides ΔFðirrÞ=ðresÞ
min ≔ min

Hð1Þ=ðNÞ
S

ΔFðirrÞ=ðresÞ at lowest non-

vanishing order in g (See Sec. III C of the Supplemental
Material [46] for details.)

ΔFðirrÞ
min ¼ βg2

2
covωβðH̃ð0ÞÞðṼ; ṼÞ þOðg3Þ; ð11Þ

and, similarly, ΔFðresÞ
min ¼ βg2covωβðHð0ÞÞðṼ; ṼÞ=2þOðg3Þ.

Here, we have defined Ṽ ≔ V − TrB½VωβðHBÞ�,
H̃ð0Þ≔H̃SþHB, and covωβðHÞðA;BÞ ¼ Tr½AH;βBωβðHÞ� −
Tr½AωβðHÞ�Tr½BωβðHÞ� is the generalized covariance
[40,46], also known as the Kubo-Mori inner product
[47–49].
Some important remarks are now in order. (i) The

expansion of ΔFðirrÞ=ðresÞ
min at order Oðg2Þ depends only on

Hð1Þ=ðNÞ at order OðgÞ, as shown in Sec. III C of the
Supplemental Material [46]. (ii) The first order correction

toW vanishes for any Hð1Þ
S ¼H̃SþOðgÞ, HðNÞ

S ¼HSþOðgÞ.
This follows from the penalty terms ΔFðirrÞ=ðresÞ being
differentiable functions of g and having a minimum at
g ¼ 0. The choice (9), (10) provides the minimum coef-
ficient of Oðg2Þ. (iii) The first order correction in Eqs. (9),
(10) exactly compensates for the term gTrB½ωðHBÞV�,
which often appears in open quantum systems as an
effective action of B on S [61,62]. (iv) The generalized
covariance covωβðHÞðA;BÞ captures the linear response of
the thermal state under perturbations [47–49].
Heat and dissipation.—Let us now turn to heat dis-

sipation in an isothermal process in the strong coupling
regime. For that, we do not consider a cyclic process, and
we instead fix the initial and final Hamiltonian to beHS and

HðNÞ
S , respectively [63]. We consider the same initial

state as in the work-extracting protocol, i.e., ρð0Þ ¼
ρS ⊗ ωβðHBÞ.
From the first law of thermodynamics, the total heat

reads Q ¼ ΔES þW, with ΔES ¼ TrðHðNÞ
S ωðNÞÞ−

TrðHSρ
ð0ÞÞ. Since ΔES is fixed by ρS and H

ðNÞ
S , it becomes

clear that the protocol for maximizing W also minimizes
dissipation −Q. Then, from Eq. (4), we obtain (see Sec. IV
of the Supplemental Material [46])

Q ¼ TΔS − ½ΔFðresÞ
B þ TIðωðNÞ; S∶BÞ þ ΔFðirrÞ�; ð12Þ

where ΔS ¼ S½TrBðωðNÞÞ� − SðρSÞ is the gain of entropy of
S, ΔFðresÞ

B ¼ T½TrSðωðNÞÞkωβðHBÞ� is the increase of the
free energy of B, and IðωðNÞ; S∶BÞ > 0 is the mutual
information between S and B. In the strong coupling case,
Q < TΔS, even when the isothermal process is accom-
plished reversibly. Again, this is due to the penalizing terms

ΔFðresÞ
B and ΔFðirrÞ, in addition to the correlations captured

by the mutual information. Minimizing dissipation corre-
sponds to minimizing the negative terms in Eq. (12).

However, here ΔFðresÞ
B and IðωðNÞ; S∶BÞ are fixed through

HðNÞ. Hence, we only have freedom to minimize ΔFðirrÞ, a
problem that has been solved in Eq. (7).
Similar to the case of work, we can expand the correcting

terms over the interaction strength g. As before, the first
order correction vanishes, so that the series expansion reads

Q ¼ TΔS − Kqg2 þOðg3Þ; ð13Þ
with Kq > 0, and where we note that ΔS depends on
ωβðHðNÞÞ and, hence, indirectly also on g [64]. From

Eq. (12), the simple and useful lower bound Kq ≥
ΔFðirrÞ

min follows, as given by Eq. (11). In other words,
Eq. (11) also provides a strong coupling correction to
dissipation, and to the Clausius formulation of the
second law.
Heat engines.—Given Eqs. (4) and (12), bounds to the

efficiency of a heat engine can be extended to the strong
coupling regime. We consider engines made up of two
baths at different temperatures which can sequentially
interact strongly with S. We extend our formalism to
account for equilibrations of the form (3) with two baths
Bc or Bh at two different (inverse) temperatures βc and βh.
The task is then to maximize the efficiency of a cycle of the
engine. The optimal cycle turns out to have the same form
as a Carnot engine (see Sec. VA of the Supplemental
Material [46]), consisting of (i) an isothermal transforma-

tion in contact with Bh from HðAÞ
S to HðBÞ

S , (ii) a quench

from HðBÞ
S to HðCÞ

S , (iii) an isothermal transformation with

Bc from HðCÞ
S to HðDÞ

S , and (iv) a quench from HðDÞ
S back to

HðAÞ
S . For weak coupling, the efficiency is maximized
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through the choice of Hamiltonians ωβhðHðBÞ=ðAÞ
S Þ ¼

ωβcðHðCÞ=ðDÞ
S Þ, guaranteeing no dissipation. Given our

previous results, these conditions are naturally
extended for strong coupling to TrBh

ωβhðHðBÞ=ðAÞÞ ¼
TrBc

ωβcðHðCÞ=ðDÞÞ, where HðXÞ ≔ HðXÞ
S þ V þHB. This

provides a simple recipe for constructing minimal dissipa-
tion engines in the strong coupling regime. We show in
Sec. V of the Supplemental Material [46] that the corre-
sponding maximal efficiency η, using η ¼ 1 − jQcj=jQhj,
(13) and expanding in g, reads

η ¼ ηC − g2
Tc

Th

�
KðhÞ

q

QðweakÞ
h

þ KðcÞ
q

QðweakÞ
c

�
þOðg3Þ; ð14Þ

where ηC is the Carnot efficiency, QðweakÞ
h=c ¼ Th=cΔSðweakÞ

with ΔSðweakÞ ¼ SðωβðHðBÞ
S ÞÞ − SðωβðHðDÞ

S ÞÞ and Kðh=cÞ
q

are coefficients obtained from Eq. (13) for Bh=c. By

recalling the bound Kq ≥ ΔFðirrÞ
min [at order Oðg2Þ], through

Eq. (11) we obtain strong coupling corrections to the
Carnot efficiency.
Limit of large S.—Let us briefly discuss the macroscopic

limit, in which S becomes large. The correcting terms to
work and heat in Eqs. (4) and (12) can be bounded by the

interaction strength asΔFðresÞ=ðirrÞ
min ≤2kVk, TIðωðNÞ; S∶BÞ ≤

2kVk, where kVk is the operator norm of V. The first
bound is derived in Sec. II D of Ref. [46], whereas the
second one follows from Ref. [65]. For many-body systems
with local interactions, kVk scales as the boundary between
S and B, whileW andQ scale as the volume of S. Thus, the
above corrections become negligible in the limit of large
systems. In other words, macroscopic phenomenological
thermodynamics is insensitive to the strength of the under-
lying interactions, making these effects only relevant for
small systems.
Power.—Although nonzero interactions between S and

B tend to increase dissipation, they can enhance power by
decreasing the time scale of thermalization τ. We now
derive an upper bound for such a power enhancement in a
Carnot-like engine. In order to do so, we need some
considerations on how τ is related to g. A dimensional
analysis argument suggests that τ ∝ g−1. In fact, in
Sec. VI A of the Supplemental Material [46] we show that
τ ≥ δQ=gr, with δQ being the energy change of B during
the equilibration and r ≔ k½HB; V�k the maximum rate in
which S and B can exchange energy. From these consid-
erations we obtain (see Sec. VI B of the Supplemental
Material [46])

P ≔
W
Δt

≤
grcηðgÞ

1 − ηþ rc=rh
< grhηðgÞ; ð15Þ

whereW is the work produced in a cycle, Δt the cycle time,
η the efficiency of the machine, rc=h ≔ k½HBc=h

; Vc=h�k, and

Vc=v couples S to the cold or hot bath. Using Eq. (14) we
can expand Eq. (15) in g, yielding PðgÞ ≤ grcηC=
ð1 − ηC þ rc=rhÞ −Oðg3Þ.
While the bound (15) is valid for arbitrary systems, it is

expected to be very crude in general, as it depends on jjVjj.
Further progress relies on a better characterization of the
time scales of equilibration of generic systems, a notori-
ously hard and diverse problem [1]. Relations between
power and efficiency of Carnot engines have also been
obtained in Refs. [66–68], yielding complementary results.
Thermodynamic protocols within the CL model.—We

now apply our findings in the paradigmatic quantum
Brownian motion, captured in the Ullersma or Caldeira-
Leggett (CL) model [69,70]. In this model,
H ¼ HS þ gV þHB þHL, where S is a harmonic oscil-
lator, HS ¼ ðmω2x2 þ p2=mÞ=2, B a bosonic bath,
HB ¼ P

kðmkω
2
kx

2
k þ p2

k=mkÞ=2, coupled to S through
gV with V ¼ x

P
kgkxk and where g quantifies the strength

of the interaction and, for Ohmic spectral densities, the
deviations from Markovian dynamics [71], and, finally,
HL ¼ x2g2

P
kg

2
k=ðmkω

2
kÞ is a renormalization term. This

model plays a crucial role in open quantum systems [61]
and finds numerous applications in thermodynamics
[12,13,15,18,20,29,72–75].
The equilibrium state of S in the CL-model is given by

TrB½ωβðHÞ], thus satisfying Eq. (3) [4,76,77]. Furthermore,
the total Hamiltonian is quadratic, and, hence, can be
solved exactly with matrices of order Oðn2Þ, where n is the
number of oscillators in B (see, e.g., Refs. [57,58]). This
allows us to numerically simulate thermodynamic proto-
cols exactly for arbitrary strong coupling and large (but
finite) baths. Details on the discretization of the CL model
and its simulation are provided in Sec. VII of the
Supplemental Material [46]. There, the equilibration time
is also discussed, finding τ ∝ 1=g2, for g ≤ 1, using
techniques from Refs. [50,51], which agrees with standard
perturbative approaches [61].
Moving to work-extraction protocols, we stress that the

first order corrections in Eqs. (9) and (10) vanish, as the
thermal state of HB is symmetric under xk ↔ −xk. This
implies that the optimal protocol in the weak coupling
regime is in fact also optimal for small but nonzero g. This
is perfectly illustrated in Fig. 1, where we plot the work
extracted using the weak coupling protocol and the optimal
one, which is obtained by numerically minimizing
ΔFðresÞ=ðirrÞ. Differences between the two start appearing
only at higher orders than Oðg2Þ. Note also that Fig. 1
shows an excellent agreement between the exact unitary
dynamics and our framework, in which Eq. (3) is assumed,
even when many quenches are performed. For studying
power, we keep the number of quenches N fixed and vary
the coupling strength g. As a result of the equilibration time
τ ∝ 1=g2 for g ≤ 1, the power PðgÞ ¼ WðgÞ=τðgÞ, scales as
PðgÞ ∝ g2WðweakÞ −Oðg3Þ, as shown in the inset of Fig. 1.
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Conclusion.—By bringing insights from the theory of
equilibration in closed many-body systems to the realm of
quantum thermodynamics, we have derived general strong
coupling corrections to the second law of thermodynamics.
These corrections are applicable to any model of interest,
and have been obtained by designing optimal thermody-
namic protocols in the strong coupling regime. They become
relevant if the working body is a small system, and vanish in
first order with the interaction strength. An upper bound on
the power enhancement due to the interaction strength has
also been derived. A particularly relevant open problem is to
extend these considerations to scenarios where S is simulta-
neously strongly coupled to more than one thermal bath.
Then reaction coordinate mappings [12,13] appear as a
promising technique to extend results in the weak coupling
[78]. It is the hope that this work further stimulates the
emerging field of strong-coupling quantum thermodynam-
ics, aiming at identifying the potential and burden coming
along with such interactions.
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