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#### Abstract

The magnetic insulator $\alpha-\mathrm{RuCl}_{3}$ is a promising candidate to realize Kitaev interactions on a quasi-twodimensional honeycomb lattice. We perform extensive susceptibility measurements on single crystals of $\alpha-\mathrm{RuCl}_{3}$, including angle dependence of the in-plane longitudinal and transverse susceptibilities, which reveal a unidirectional anisotropy within the honeycomb plane. By comparing the experimental results to a hightemperature expansion of a Kitaev-Heisenberg- $\Gamma$ spin Hamiltonian with bond anisotropy, we find excellent agreement with the observed phase shift and periodicity of the angle-resolved susceptibilities. Within this model, we show that the pronounced difference between in-plane and out-of-plane susceptibilities as well as the finite transverse susceptibility are rooted in strong symmetric off-diagonal $\Gamma$ spin exchange. The $\Gamma$ couplings and relationships between other terms in the model Hamiltonian are quantified by extracting relevant Curie-Weiss intercepts from the experimental data.
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Introduction. Quantum spin liquids are exotic states of matter in which the formation of conventional long-range order is avoided down to the lowest temperatures due to strong quantum fluctuations [1,2]. A number of frustrated magnets are promising candidates to host quantum spin-liquid ground states [3], however, both the theoretical prediction and the experimental observation of such spin liquids are notoriously difficult, since clear identifying signatures are uncommon in the absence of any order. A notable exception is the Kitaev honeycomb model, a spin Hamiltonian with an exactly solvable spin-liquid ground state [4]. The exact solvability of the model allows for the extraction of insights and details which can be very difficult to determine for more generic systems [5].

Consequently, there has been considerable effort over the past several years to identify materials which realize Kitaev spin exchange [5-11]. Potential manifestations of the twodimensional (2D) Kitaev model are found in the layered honeycomb magnetic insulators $A_{2} \operatorname{IrO}_{3}(A=\mathrm{Na}, \mathrm{Li}, \mathrm{Cu})$ [6,12-14] and $\alpha-\mathrm{RuCl}_{3}$ [15-18]. Kitaev interactions in these systems are accompanied by more conventional spin exchange, leading to long-range magnetic order at low temperatures [19-25] with the exception of $\mathrm{Cu}_{2} \mathrm{IrO}_{3}$ which exhibits a short-range magnetic order [14]. Despite the rapidly increasing interest in these materials, the effective spin Hamiltonian that best captures the experimental results remains controversialsee the discussion in Ref. [26] and references therein.

A marked anisotropy between the magnetic susceptibilities measured with a magnetic field applied parallel $\chi_{\|}$ or perpendicular $\chi_{\perp}$ to the honeycomb plane has been reported in $\alpha-\mathrm{RuCl}_{3}[21,27,28]$ and $A_{2} \mathrm{IrO}_{3}[29,30]$. However, a
systematic explanation for this phenomenon in terms of microscopic exchange couplings has not yet been given. Moreover, experimental results which involve a magnetic field applied parallel to the honeycomb plane depend on the in-plane angle of the applied field [31-33]. Motivated by these observations, we perform extensive susceptibility measurements on single crystals of $\alpha-\mathrm{RuCl}_{3}$. The longitudinal and transverse susceptibilities as a function of angle within the honeycomb plane are compared to a high-temperature expansion of the magnetic susceptibility tensor for a bond-anisotropic Kitaev-Heisenberg- $\Gamma$ model. Given the excellent agreement between the model and experimental results, we suggest mechanisms for the observed anisotropies and extract quantitative relationships between terms in the model Hamiltonian.

Experimental details. Single crystals of $\alpha-\mathrm{RuCl}_{3}$ were prepared using a vapor transport technique [18], and crystallographic directions were identified prior to susceptibility measurements via Laue diffraction. Angle-resolved longitudinal and transverse magnetic susceptibilities within the honeycomb plane, $\chi_{\|}(\phi)$ and $\chi_{\|}^{\mathrm{T}}(\phi)$, respectively, were measured using commercial superconducting quantum interference device (SQUID) magnetometers (Quantum Design) [34]. See Fig. 1 for a definition of the in-plane angle $\phi$ and details of the experimental setup. The raw transverse SQUID voltage was corrected for the uncompensated longitudinal moment, arising due to displacement from the precise center of rotation, before fitting to an appropriate response function to extract the transverse moment at each condition [34,35].

Oscillating susceptibility. Figure 2(a) shows the longitudinal susceptibility of an $\alpha-\mathrm{RuCl}_{3}$ single crystal as the direction


FIG. 1. (a) Definition of the in-plane angle $\phi$, the three $\mathrm{Ru}-\mathrm{Ru}$ bonds $\mathrm{B} 1, \mathrm{~B} 2_{x}$, and $\mathrm{B} 2_{y}$, and notation for various measurement configurations. For simplicity we adopt a trigonal notation, in which the bonds are parallel to the $(0,1,0),(1,0,0)$, and $(\overline{1}, 1,0)$ reciprocal lattice vectors, respectively. $\phi$ is the angle between the measurement direction and ( $1,0,0$ ). Sketch of the geometry for in-plane angleresolved susceptibility measurements in (b) longitudinal SQUID coils and (c) transverse SQUID coils. The axes along which the magnetic field $\vec{B}$ is applied (black arrow) and the susceptibility is measured (red arrow) are indicated. The angle dependence is mapped out as the sample is rotated $360^{\circ}$ about a fixed axis perpendicular or parallel to $\vec{B}$, respectively, yielding $\chi_{\|}(\phi)$ and $\chi_{\|}^{\mathrm{T}}(\phi)$. The diagonal elements $\chi^{\mu \mu}$ of the susceptibility tensor are determined in a standard longitudinal SQUID measurement while the off-diagonal elements $\chi^{\mu \mu^{\prime}}$ are accessed in the transverse geometry.
of the magnetic field varies within the $a b$ plane [see Fig. 1(b)]. Clear oscillations in the magnitude of the in-plane susceptibility $\chi_{\|}(\phi)$ with $\pi$ periodicity are observed both below and above the zigzag magnetic ordering transition at $T_{\mathrm{N}} \simeq 7 \mathrm{~K}$, suggesting that the appearance of in-plane magnetic anisotropy is not tied to long-range order. The maxima (minima) of $\chi_{\|}$occur at $\phi=60^{\circ}$ and $240^{\circ}\left(\phi=150^{\circ}\right.$ and $\left.330^{\circ}\right)$, corresponding to a magnetic field parallel (perpendicular) to one of the $\mathrm{Ru}-\mathrm{Ru}$ bond directions. This inequivalent bond is referred to hereafter as B1 [Fig. 1(a)]. Oscillations in $\chi_{\|}$with $\pi$ periodicity persist for $T \gg T_{\mathrm{N}}$ even as the mean value $\chi_{m}$ decays with the overall susceptibility at high temperatures.

Oscillations are also observed in the in-plane transverse susceptibility $\chi_{\|}^{\mathrm{T}}$, where the magnetic field is applied along $(0,0,1)$. Figure 2(c) shows the $\phi$ dependence of $\chi_{\|}^{\mathrm{T}}$ as the crystal was rotated about a vertical axis coinciding with the field direction. Both below and above $T_{\mathrm{N}}$, the susceptibility shows a well-defined oscillation about zero with a $2 \pi$ period. The absolute maxima (nodes) of the oscillation occur perpendicular


FIG. 2. (a) Angle-resolved longitudinal susceptibility $\chi_{\|}(\phi)$ of a single crystal of $\alpha-\mathrm{RuCl}_{3}$ as the direction of magnetic field ( $B=0.1 \mathrm{~T}$ ) is varied within the honeycomb plane shown at 2 K (blue), 10 K (green), 20 K (yellow), and 180 K (pink). $\phi$ is the in-plane angle between $\mathbf{a} *$ and the measurement direction. A diamagnetic contribution from the rotation stage is subtracted from the presented data. (b) Theoretical oscillation of $\chi_{\|}(\phi)$ predicted for a bond-anisotropic Kitaev-Heisenberg- $\Gamma$ model [see Eq. (4)]. (c) Angle-resolved transverse susceptibility $\chi_{\|}^{\mathrm{T}}(\phi)$ of a single crystal of $\alpha-\mathrm{RuCl}_{3}$ as a function of the in-plane angle $\phi$ with $B=1 \mathrm{~T}$ applied perpendicular to the $a b$ plane. The $200-\mathrm{K}$ data are scaled by a factor of 5 to facilitate viewing on the same axes. (d) Theoretical oscillation of $\chi_{\|}^{\mathrm{T}}(\phi)$ resulting from Eq. (5). The location of the anisotropic bond (B1) is marked on the upper horizontal axis.
(parallel) to the inequivalent B1 bond at $\phi=150^{\circ}$ and $330^{\circ}$ ( $\phi=60^{\circ}$ and $240^{\circ}$ ).

A number of space groups, distinguished primarily by the stacking sequence of van der Waals-coupled honeycomb layers, have been proposed for $\alpha-\mathrm{RuCl}_{3}$ [36]. Most recently, a structural transition from high-temperature monoclinic $C 2 / m$ to trigonal $R \overline{3}$ was reported at $T \simeq 150 \mathrm{~K}$ [37]. Our analysis below relies on a high-temperature model expansion, and thus a quantitative comparison to the model is made within the monoclinic phase. The monoclinic structure of the sample for which data are presented in Figs. 2-4 was confirmed directly by single-crystal neutron diffraction at $T>150 \mathrm{~K}$ using the HB-3A beamline at the High Flux Isotope Reactor, Oak Ridge National Laboratory [see Supplemental Material (SM) [38]]. The small inequivalence in one of the Ru-Ru bond lengths [22] provides a natural explanation for the observation of a unique magnetically easy direction. We note that the $\pi$-period oscillation observed at all temperatures in this Rapid Communication, as well as in-plane anisotropy reported in a recent THz study [32], appear to be incompatible with a low-temperature trigonal point group. These results suggest a deviation from an ideal $R \overline{3}$ structure, which may be related to strain induced at the structural transition.

Model and high-temperature expansion. To model the observed behavior we consider a variant of an anisotropic Kitaev-Heisenberg- $\Gamma$ Hamiltonian with a nearest-neighbor Heisenberg exchange $\left(J_{1}\right)$, Kitaev interactions $\left(K_{1}\right)$, and
nearest-neighbor symmetric off-diagonal spin exchange ( $\Gamma_{1}$ ). Inequivalent interactions $J_{1}^{\prime}, K_{1}^{\prime}$, and $\Gamma_{1}^{\prime}$ are assigned to the bond direction B1, giving a Hamiltonian of the form $H=$ $H_{\mathrm{B} 1}+H_{\mathrm{B} 2_{x}}+H_{\mathrm{B} 2_{y}}$, where

$$
\begin{equation*}
H_{\mathrm{B} 1}=\sum_{\text {B1 bonds }(i j)} J_{1}^{\prime} \mathbf{S}_{i} \mathbf{S}_{j}+K_{1}^{\prime} S_{i}^{z} S_{j}^{z}+\Gamma_{1}^{\prime}\left(S_{i}^{x} S_{j}^{y}+S_{i}^{y} S_{j}^{x}\right), \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
H_{\mathrm{B} 2_{x}}=\sum_{\mathrm{B} 2_{x} \text { bonds }(i j)} J_{1} \mathbf{S}_{i} \mathbf{S}_{j}+K_{1} S_{i}^{x} S_{j}^{x}+\Gamma_{1}\left(S_{i}^{y} S_{j}^{z}+S_{i}^{z} S_{j}^{y}\right), \tag{2}
\end{equation*}
$$

and $H_{\mathrm{B} 2 y}$ follows from $H_{\mathrm{B} 2_{x}}$ by replacing $x \leftrightarrow y$ [39]. Note that the B 1 bond is symmetry inequivalent to the two $\mathrm{B} 2_{\alpha}$ bonds while $H_{\mathrm{B} 2_{x}}$ and $H_{\mathrm{B} 2_{y}}$ are related by a spin rotation. Additional further neighbor couplings can be straightforwardly included (which also applies to the $J_{3}$ coupling which has been proposed to be sizable [40]), however, here we restrict the analysis to nearest-neighbor couplings for simplicity of notation [41].

A high-temperature expansion of the full zero-field susceptibility tensor $\chi^{\mu \mu^{\prime}}\left(\mu, \mu^{\prime}=x, y, z\right)$ of this model up to terms $\sim T^{-2}$ yields

$$
\chi^{\mu \mu^{\prime}}(T)=\frac{\mu_{\mathrm{B}}^{2} N}{4 k_{\mathrm{B}} T}\left(\begin{array}{ccc}
g_{x}^{2} & 0 & 0  \tag{3}\\
0 & g_{x}^{2} & 0 \\
0 & 0 & g_{z}^{2}
\end{array}\right)-\frac{\mu_{\mathrm{B}}^{2} N}{\left(4 k_{\mathrm{B}} T\right)^{2}}\left(\begin{array}{ccc}
g_{x}^{2}\left(2 J_{1}+J_{1}^{\prime}+K_{1}\right) & g_{x}^{2} \Gamma_{1}^{\prime} & g_{x} g_{z} \Gamma_{1} \\
g_{x}^{2} \Gamma_{1}^{\prime} & g_{x}^{2}\left(2 J_{1}+J_{1}^{\prime}+K_{1}\right) & g_{x} g_{z} \Gamma_{1} \\
g_{x} g_{z} \Gamma_{1} & g_{x} g_{z} \Gamma_{1} & g_{z}^{2}\left(2 J_{1}+J_{1}^{\prime}+K_{1}^{\prime}\right)
\end{array}\right)+O\left(T^{-3}\right),
$$

where $N$ denotes the total number of spins (see SM Sec. II for the derivation of the expansion). Here, we allow for a $g$-factor anisotropy of the form $g_{x}=g_{y} \neq g_{z}$ due to symmetry considerations. Projecting Eq. (3) onto an in-plane direction yields an expression for the longitudinal in-plane susceptibility $\chi_{\|}(\phi)$,

$$
\begin{equation*}
\chi_{\|}(\phi)=\frac{1}{6}\left[4 \chi^{x x}+2 \chi^{z z}-2 \chi^{x y}-4 \chi^{x z}+\left(\chi^{x x}-\chi^{z z}-2 \chi^{x y}+2 \chi^{x z}\right)(-\cos (2 \phi)+\sqrt{3} \sin (2 \phi))\right] . \tag{4}
\end{equation*}
$$

The harmonic oscillation described by the term $-\cos (2 \phi)+$ $\sqrt{3} \sin (2 \phi)$ is illustrated in Fig. 2(b), which reproduces the experimentally observed periodicity of $\chi_{\|}(\phi)$. Furthermore, the location of the extrema parallel and perpendicular to a $\mathrm{Ru}-\mathrm{Ru}$ bond direction is in agreement with the measured susceptibility.

The susceptibility tensor $\chi^{\mu \mu}{ }^{\prime}$ can likewise be projected to yield an expression for the transverse in-plane susceptibility $\chi_{\|}^{\mathrm{T}}(\phi)$,

$$
\begin{align*}
\chi_{\|}^{\mathrm{T}}(\phi)= & \frac{1}{3 \sqrt{2}}\left(-\chi^{x x}+\chi^{z z}-\chi^{x y}+\chi^{x z}\right) \\
& \times[\sin (\phi)-\sqrt{3} \cos (\phi)], \tag{5}
\end{align*}
$$

where the term $\sin (\phi)-\sqrt{3} \cos (\phi)$ again reproduces the measured oscillations, showing maxima (minima) at $\phi=150^{\circ}$ $\left(330^{\circ}\right)$ as well as zeros at $60^{\circ}$ and $240^{\circ}$ [see Figs. 2(c) and 2(d)].

The results of Fig. 2 demonstrate that the anisotropic nature of the susceptibilities in $\alpha-\mathrm{RuCl}_{3}$ is captured well by the bond-inequivalent Kitaev-Heisenberg- $\Gamma$ model described in Eqs. (1) and (2). Using the high-temperature expansion in Eq. (3) and assuming an isotropic $g$-factor $g_{x}=g_{y}=g_{z}$, which is close to the recently reported value $g_{x}=g_{y}=1.1 g_{z}$ [42], a simple interpretation of the observed oscillations and the in-plane/out-of-plane anisotropy arises: The amplitude $\chi_{+}-\chi_{-}$of the oscillation in $\chi_{\|}(\phi)$ [where $\chi_{+}$and $\chi_{-}$are the maxima and minima of $\left.\chi_{\|}(\phi)\right]$ is proportional to the differences of the couplings on the B 1 and $\mathrm{B} 2_{\alpha}$ bonds,

$$
\begin{equation*}
\chi_{+}-\chi_{-} \sim T^{-2}\left[K_{1}^{\prime}-K_{1}+2\left(\Gamma_{1}^{\prime}-\Gamma_{1}\right)\right] . \tag{6}
\end{equation*}
$$

The oscillation of the in-plane susceptibility is expected to vanish in the absence of bond anisotropies. Furthermore, the difference $\chi_{m}-\chi_{\perp}$ [where $\chi_{m}=\left(\chi_{+}+\chi_{-}\right) / 2$ is the mean value of the in-plane oscillation] is proportional to the
off-diagonal exchange couplings $\Gamma_{1}$ and $\Gamma_{1}^{\prime}$,

$$
\begin{equation*}
\chi_{\mathrm{m}}-\chi_{\perp} \sim T^{-2}\left(\Gamma_{1}^{\prime}+2 \Gamma_{1}\right) . \tag{7}
\end{equation*}
$$

That is, the observed anisotropy between in-plane and out-ofplane susceptibility originates from symmetric off-diagonal $\Gamma$ spin exchange. As discussed below, a small $g$-factor anisotropy of the form $g_{x}=g_{y} \neq g_{z}$ generates additional terms in these dependencies, however, the overall trends remain unchanged.

As shown in Fig. 2, the experimentally observed oscillations of $\chi$ as a function of $\phi$, and the locations of their extrema, persist over large temperature ranges. Figures 3(a) and 3 (b) show the temperature dependence of the longitudinal susceptibility measured perpendicular to the plane $\chi_{\perp}(T)$ and at the locations of the in-plane extrema $\chi_{+}(T)$ and $\chi_{-}(T)$, as well as the maximum transverse in-plane susceptibility $\chi_{+}^{\mathrm{T}}(T)$. The temperature-dependent data were collected at a fixed angle using standard, low-background sample holders to avoid diamagnetic contributions from the sample rotation stage. To confirm the validity of the high-temperature model, the differences $\chi_{+}-\chi_{-}$and $\chi_{\mathrm{m}}-\chi_{\perp}$ are shown in Fig. 3(c). The data plotted against $T^{-2}$ show reasonable correspondence with the linear behavior predicted by Eqs. (6) and (7).

Curie-Weiss analysis and model parameters. The good agreement between the $\phi$ dependence of the experimentally measured susceptibility and the high-temperature expansion suggests a route to quantify the relationships between various model parameters. Due to symmetry considerations, the susceptibility tensor $\chi^{\mu \mu^{\prime}}$ in Eq. (3) has four independent components $\chi^{x x}, \chi^{z z}, \chi^{x y}, \chi^{x z}$, which allows the same number of exchange couplings to be determined. Since a bond-isotropic Kitaev model does not break the cubic symmetry of the interactions in spin space, it is generally impossible from susceptibility alone to distinguish between Heisenberg interactions $J_{1}$ and Kitaev exchange $K_{1}$ when fitting our experimental


FIG. 3. Temperature-dependent susceptibilities at fixed angle, corrected for core diamagnetism [43]. (a) In-plane maximum and minimum longitudinal susceptibilities $\chi_{+}$and $\chi_{-}$. (b) Out-of-plane longitudinal susceptibility $\chi_{\perp}$ and maximum transverse in-plane susceptibility $\chi_{+}^{\mathrm{T}} \cdot \chi_{+}, \chi_{-}$, and $\chi_{+}^{\mathrm{T}}$ are measured in the same crystal for which angle-resolved data are shown. $\chi_{\perp}$ is measured on a second sample with greater thickness in the $c$ direction. (c) Differences $\chi_{+}-\chi_{-}$(blue axis, left) and $\chi_{m}-\chi_{\perp}$ (purple axis, right), where $\chi_{m}$ is the mean longitudinal in-plane susceptibility, shown in the range $T=150-330 \mathrm{~K}$. Solid lines are a linear fit. (d) Inverse of the temperature-dependent susceptibilities. $\chi_{+}^{\mathrm{T}}$ is plotted on a different scale for clarity (green axis, right). Solid lines are a fit to the Curie-Weiss law above the structural transition $T_{S}$ (gray region). The extraction of the small transverse signal at high temperature leads to large systematic error $\gtrsim 250 \mathrm{~K}$ (see text).
data to the high-temperature expansion. A possible set of linearly independent model parameters that can be determined in a fitting procedure is given by $\tilde{J}_{1} \equiv 2 J_{1}+J_{1}^{\prime}+K_{1}, \Delta K_{1} \equiv$ $K_{1}-K_{1}^{\prime}, \Gamma_{1}, \Gamma_{1}^{\prime}$.

Using the expansion in Eq. (3), the inverse of the four susceptibility data sets shown in Figs. 3(a) and 3(b) can be brought into the form $\chi^{-1}(T) \sim T-T_{\mathrm{CW}}+O\left(T^{-1}\right)$ yielding four Curie-Weiss temperatures $T_{\mathrm{CW} \perp}, T_{\mathrm{CW}+}, T_{\mathrm{CW}-}$, and $T_{\mathrm{CW}+}^{\mathrm{T}}$. These Curie-Weiss temperatures can be expressed as linear combinations of the model parameters. Defining the vectors $\mathcal{T}_{\mathrm{CW}}=\left(T_{\mathrm{CW}+}, T_{\mathrm{CW}+}, T_{\mathrm{CW}-}, T_{\mathrm{CW}+}^{\mathrm{T}}\right)$ and $\mathcal{J}=$ $\left(\tilde{J}_{1}, \Delta K_{1}, \Gamma_{1}, \Gamma_{1}^{\prime}\right)$, one finds $\mathcal{J}=k_{\mathrm{B}} \mathcal{M} \mathcal{T}_{\mathrm{CW}}$, where $\mathcal{M}$ is a matrix which depends on the ratio $g_{x} / g_{z}$ (see SM Sec. II).

The components of $\mathcal{T}_{\mathrm{CW}}$ were determined by fitting a linear Curie-Weiss behavior to the high-temperature inverse susceptibilities $\chi_{\perp}^{-1}, \chi_{+}^{-1}, \chi_{-}^{-1}$, and $\chi_{+}^{\mathrm{T}-1}$ [Fig. 3(d)]. The analysis is restricted to the high-temperature region $175 \mathrm{~K} \leqslant$ $T \leqslant 330 \mathrm{~K}$ away from the structural transition at $T_{S} \simeq 150 \mathrm{~K}$ [37] that produces kinks in the susceptibility curves. Fitting
the longitudinal susceptibilities yields $T_{\mathrm{CW} \perp}=-216.4(3) \mathrm{K}$, $T_{\mathrm{CW}+}=39.6(2) \mathrm{K}$, and $T_{\mathrm{CW}-}=32.6(3) \mathrm{K}$. At high temperatures, longitudinal contamination in the transverse SQUID coils is comparable to the intrinsic transverse signal, so that separating the two components introduces large errors [Figs. 3(b) and 3(d)]. Therefore the Curie-Weiss fitting is performed over a narrower temperature range of $175 \mathrm{~K} \leqslant T \leqslant$ 275 K to determine the intercept, $T_{\mathrm{CW}+}^{\mathrm{T}}=50(2) \mathrm{K}$. Based on these Curie-Weiss temperatures and the reported $g$-factor anisotropy of $g_{x} / g_{z}=1.1$ [42] we obtain the model parameters $\left(\tilde{J}_{1}, \Delta K_{1}, \Gamma_{1}, \Gamma_{1}^{\prime}\right)=(14.3,-7.7,29.8,27.9) \mathrm{meV}$.

Inelastic neutron scattering [18,44-47] and most calculations [26] place the magnetic exchange couplings for $\alpha-\mathrm{RuCl}_{3}$ on the order of $\sim 5-10 \mathrm{meV}$, although $K_{1}$ as high as 16 meV [48] and recently 30 meV [49] have also been proposed. The discrepancy in energy scale between lower estimates and the couplings of up to 30 meV in the model parameters determined above might be due to the limited temperature ranges in which our Curie-Weiss fits are performed. Despite the fact that our inverse susceptibility data are well described by a linear behavior within our fitting range (see Fig. 3), shifting the temperature intervals upwards might still improve the results. Indeed, it has been argued for a Kitaev-Heisenberg model that depending on the precise fitting range, experimentally determined CurieWeiss temperatures need to be rescaled by factors of 2 or larger to obtain the true Curie-Weiss intercepts [50]. We speculate that such a rescaling (which in the simplest case would apply to all interactions in the same way) would lead to exchange couplings with an overall size more consistent with other methods. Independent of such considerations, we conclude that off-diagonal exchange $\Gamma$ and $\Gamma^{\prime}$ plays a large role in the susceptibility of $\alpha-\mathrm{RuCl}_{3}$, in line with growing theoretical recognition of the importance of the $\Gamma$ term in the behavior of the system [23,26], including the recent prediction of a quantum spinliquid ground state in a Kitaev- $\Gamma$ model [51,52]. Moreover, assuming the aforementioned model parameters and mapping out the classical phase diagram within Luttinger-Tisza as a function of the remaining free parameters $J_{1}$ and $K_{1}$, we indeed find the experimentally observed zigzag antiferromagnetic ground state in a large region of parameter space (see SM [38] Sec. III and Fig. S2). We point out that no longer-ranged interactions are necessary to stabilize the zigzag ground state in the presence of the bond anisotropies manifested in the measured oscillations of the longitudinal susceptibility.

Conclusion. The mapping out of the susceptibility tensor in single crystals of $\alpha-\mathrm{RuCl}_{3}$ yields insight into possibilities for the correct Hamiltonian describing the system. The phase shifts and periodicity of the observed in-plane oscillations can be understood within a bond-anisotropic spin Hamiltonian with substantial $\Gamma$ exchange. The agreement between the high-temperature expansion of the theoretical model and the measured oscillating susceptibilities $\chi_{\|}$and $\chi^{\mathrm{T}}$ is remarkable, and indicates that the amplitude of the oscillations of susceptibility are proportional to the bond anisotropies in the Kitaev and $\Gamma$ terms. Our analysis further reveals that the marked easy-plane anisotropy in the system is a consequence of a significant symmetric off-diagonal $\Gamma$ exchange.

Acknowledgments. We acknowledge discussions with J. van den Brink, B. Büchner, P. Gegenwart, L. Janssen, R. Thomale, M. Vojta, and A. U. B. Wolter. P.L.K. and D.M.
were supported by the Gordon and Betty Moore Foundation's EPiQS Initiative Grant No. GBMF4416. J.-Q.Y. and C.A.B. acknowledge support from the U.S. Department of Energy (U.S.-DOE), Office of Science - Basic Energy Sciences (BES), Materials Sciences and Engineering Division. A.B., H.B.C., S.E.N. and the work at the Oak Ridge National Laboratory

High Flux Isotope Reactor were supported by U.S.-DOE, Office of Science - BES, Scientific User Facilities Division. S.R. was supported by the DFG through SFB 1143 and an ARC Future Fellowship (FT180100211). J.R. is supported by the Freie Universität Berlin within the Excellence Initiative of the German Research Foundation.
[1] L. Savary and L. Balents, Rep. Prog. Phys. 80, 016502 (2017).
[2] Y. Zhou, K. Kanoda, and T.-K. Ng, Rev. Mod. Phys. 89, 025003 (2017).
[3] L. Balents, Nature (London) 464, 199 (2010).
[4] A. Kitaev, Ann. Phys. 321, 2 (2006).
[5] M. Hermanns, I. Kimchi, and J. Knolle, Annu. Rev. Condens. Matter Phys. 9, 17 (2018).
[6] G. Jackeli and G. Khaliullin, Phys. Rev. Lett. 102, 017205 (2009).
[7] S. Trebst, arXiv:1701.07056.
[8] I. Kimchi and A. Vishwanath, Phys. Rev. B 89, 014414 (2014).
[9] A. A. Aczel, A. M. Cook, T. J. Williams, S. Calder, A. D. Christianson, G.-X. Cao, D. Mandrus, Y.-B. Kim, and A. Paramekanti, Phys. Rev. B 93, 214426 (2016).
[10] M. G. Yamada, H. Fujita, and M. Oshikawa, Phys. Rev. Lett. 119, 057202 (2017).
[11] H. Liu and G. Khaliullin, Phys. Rev. B 97, 014407 (2018).
[12] Y. Singh, S. Manni, J. Reuther, T. Berlijn, R. Thomale, W. Ku, S. Trebst, and P. Gegenwart, Phys. Rev. Lett. 108, 127203 (2012).
[13] S. Hwan Chun, J.-W. Kim, J. Kim, H. Zheng, C. C. Stoumpos, C. D. Malliakas, J. F. Mitchell, K. Mehlawat, Y. Singh, Y. Choi, T. Gog, A. Al-Zein, M. M. Sala, M. Krisch, J. Chaloupka, G. Jackeli, G. Khaliullin, and B. J. Kim, Nat. Phys. 11, 462 (2015).
[14] M. Abramchuk, C. Ozsoy-Keskinbora, J. W. Krizan, K. R. Metz, D. C. Bell, and F. Tafti, J. Am. Chem. Soc. 139, 15371 (2017).
[15] K. W. Plumb, J. P. Clancy, L. J. Sandilands, V. V. Shankar, Y. F. Hu, K. S. Burch, H.-Y. Kee, and Y.-J. Kim, Phys. Rev. B 90, 041112 (2014).
[16] A. Koitzsch, C. Habenicht, E. Müller, M. Knupfer, B. Büchner, H. C. Kandpal, J. van den Brink, D. Nowak, A. Isaeva, and Th. Doert, Phys. Rev. Lett. 117, 126403 (2016).
[17] L. J. Sandilands, Y. Tian, K. W. Plumb, Y.-J. Kim, and K. S. Burch, Phys. Rev. Lett. 114, 147201 (2015).
[18] A. Banerjee, J. Yan, J. Knolle, C. A. Bridges, M. B. Stone, M. D. Lumsden, D. G. Mandrus, D. A. Tennant, R. Moessner, and S. E. Nagler, Science 356, 1055 (2017).
[19] F. Ye, S. Chi, H. Cao, B. C. Chakoumakos, J. A. Fernandez-Baca, R. Custelcean, T. F. Qi, O. B. Korneta, and G. Cao, Phys. Rev. B 85, 180403 (2012).
[20] S. C. Williams, R. D. Johnson, F. Freund, S. Choi, A. Jesche, I. Kimchi, S. Manni, A. Bombardi, P. Manuel, P. Gegenwart, and R. Coldea, Phys. Rev. B 93, 195158 (2016).
[21] J. A. Sears, M. Songvilay, K. W. Plumb, J. P. Clancy, Y. Qiu, Y. Zhao, D. Parshall, and Y.-J. Kim, Phys. Rev. B 91, 144420 (2015).
[22] H. B. Cao, A. Banerjee, J.-Q. Yan, C. A. Bridges, M. D. Lumsden, D. G. Mandrus, D. A. Tennant, B. C. Chakoumakos, and S. E. Nagler, Phys. Rev. B 93, 134423 (2016).
[23] S. M. Winter, Y. Li, H. O. Jeschke, and R. Valenti, Phys. Rev. B 93, 214431 (2016).
[24] J. G. Rau, E. K.-H. Lee, and H.-Y. Kee, Phys. Rev. Lett. 112, 077204 (2014).
[25] I. Rousochatzakis, J. Reuther, R. Thomale, S. Rachel, and N. B. Perkins, Phys. Rev. X 5, 041035 (2015).
[26] L. Janssen, E. C. Andrade, and M. Vojta, Phys. Rev. B 96, 064430 (2017).
[27] M. Majumder, M. Schmidt, H. Rosner, A. A. Tsirlin, H. Yasuoka, and M. Baenitz, Phys. Rev. B 91, 180401 (2015).
[28] Y. Kubota, H. Tanaka, T. Ono, Y. Narumi, and K. Kindo, Phys. Rev. B 91, 094422 (2015).
[29] Y. Singh and P. Gegenwart, Phys. Rev. B 82, 064412 (2010).
[30] F. Freund, S. C. Williams, R. D. Johnson, R. Coldea, P. Gegenwart, and A. Jesche, Sci. Rep. 6, 35362 (2016).
[31] I. A. Leahy, C. A. Pocs, P. E. Siegfried, D. Graf, S.-H. Do, K.-Y. Choi, B. Normand, and M. Lee, Phys. Rev. Lett. 118, 187203 (2017).
[32] A. Little, L. Wu, P. Lampen-Kelley, A. Banerjee, S. Patankar, D. Rees, C. A. Bridges, J.-Q. Yan, D. Mandrus, S. E. Nagler, and J. Orenstein, Phys. Rev. Lett. 119, 227201 (2017).
[33] A. N. Ponomaryov, E. Schulze, J. Wosnitza, P. Lampen-Kelley, A. Banerjee, J.-Q. Yan, C. A. Bridges, D. G. Mandrus, S. E. Nagler, A. K. Kolezhuk, and S. A. Zvyagin, Phys. Rev. B 96, 241107 (2017).
[34] Transverse detection system, Quantum Design Application Note 1014-202, https://www.qdusa.com/sitedocs/appNotes/ mpms/1014-202.pdf.
[35] J. R. Thompson, J. W. Sinclair, D. K. Christen, Y. Zhang, Y. L. Zuev, C. Cantoni, Y. Chen, and V. Selvamanickam, Supercond. Sci. Technol. 23, 014002 (2010).
[36] H.-S. Kim and H.-Y. Kee, Phys. Rev. B 93, 155143 (2016).
[37] S.-Y. Park, S.-H. Do, K.-Y. Choi, D. Jang, T.-H. Jang, J. Schefer, C.-M. Wu, J. S. Gardner, J. M. S. Park, J. H. Park, and S. Ji, arXiv:1609.05690.
[38] See Supplemental Material at http://link.aps.org/supplemental/ 10.1103/PhysRevB. 98.100403 for additional details regarding neutron diffraction, the high-temperature expansion of the susceptibility tensor, and the classical phase diagram in the Luttinger-Tisza approximation.
[39] It is worth emphasizing that the Cartesian coordinates $x, y, z$ appearing in the spin components of the Hamiltonian are different from the lattice directions $\mathbf{a}, \mathbf{b}, \mathbf{c}$ along which the susceptibility is measured. In particular, the direction perpendicular to the honeycomb plane is given by $\mathbf{c}=(\hat{x}, \hat{y}, \hat{z}) / \sqrt{3}$ and the B 1 bond is along the $(\hat{x},-\hat{y}, 0) / \sqrt{2}$ axis.
[40] S. M. Winter, A. A. Tsirlin, M. Daghofer, J. van den Brink, Y. Singh, P. Gegenwart, and R. Valenti, J. Phys.: Condens. Matter 29, 493002 (2017).
[41] Including the $J_{3}$ coupling simply amounts to replacing $J_{1} \rightarrow$ $J_{1}+J_{3}$ and $J_{1}^{\prime} \rightarrow J_{1}^{\prime}+J_{3}^{\prime}$ in the following. However, our
analysis does not allow us to determine $J_{1}$ and $J_{3}$ (as well as $J_{1}^{\prime}$ and $J_{3}^{\prime}$ ) individually.
[42] S. Agrestini, C.-Y. Kuo, K.-T. Ko, Z. Hu, D. Kasinathan, H. B. Vasili, J. Herrero-Martin, S. M. Valvidares, E. Pellegrin, L.-Y. Jang, A. Henschel, M. Schmidt, A. Tanaka, and L. H. Tjeng, Phys. Rev. B 96, 161107 (2017).
[43] G. A. Bain and J. F. Berry, J. Chem. Educ. 85, 532 (2008).
[44] A. Banerjee, C. A. Bridges, J.-Q. Yan, A. A. Aczel, L. Li, M. B. Stone, G. E. Granroth, M. D. Lumsden, Y. Yiu, J. Knolle, S. Bhattacharjee, D. L. Kovrizhin, R. Moessner, D. A. Tennant, D. G. Mandrus, and S. E. Nagler, Nat. Mater. 15, 733 (2016).
[45] K. Ran, J. Wang, W. Wang, Z.-Y. Dong, X. Ren, S. Bao, S. Li, Z. Ma, Y. Gan, Y. Zhang, J. T. Park, G. Deng, S. Danilkin, S.-L. Yu, J.-X. Li, and J. Wen, Phys. Rev. Lett. 118, 107203 (2017).
[46] A. Banerjee, P. Lampen-Kelley, J. Knolle, C. Balz, A. A. Aczel, B. Winn, Y. Liu, D. Pajerowski, J.-Q. Yan, C. A. Bridges,
A. T. Savici, B. C. Chakoumakos, M. D. Lumsden, D. A. Tennant, R. Moessner, D. G. Mandrus, and S. E. Nagler, npj Quantum Mater. 3, 8 (2018).
[47] P. Lampen-Kelley, A. Banerjee, A. A. Aczel, H. B. Cao, M. B. Stone, C. A. Bridges, J.-Q. Yan, S. E. Nagler, and D. Mandrus, Phys. Rev. Lett. 119, 237203 (2017).
[48] S.-H. Do, S.-Y. Park, J. Yoshitake, J. Nasu, Y. Motome, Y. S. Kwon, D. T. Adroja, D. J. Voneshen, K. Kim, T.-H. Jang, J.-H. Park, K.-Y. Choi, and S. Ji, Nat. Phys. 13, 1079 (2017).
[49] T. Suzuki and S.-i. Suga, Phys. Rev. B 97, 134424 (2018).
[50] R. R. P. Singh and J. Oitmaa, Phys. Rev. B 96, 144414 (2017).
[51] M. Gohlke, G. Wachtel, Y. Yamaji, F. Pollmann, and Y. B. Kim, Phys. Rev. B 97, 075126 (2018).
[52] A. Catuneanu, Y. Yamaji, G. Wachtel, Y. B. Kim, and H.-Y. Kee, npj Quantum Mater. 3, 23 (2018).

