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Foreword

The present essay—longer than a paper but shbeerat book—characterizes theocess
Model of Word Formatiothat represents a new approach to word formatiterrmediate
between constructionist and generative approatchesnodel will be elaborated in detail
in: Lieb, Hans-Heinrich (in prep.J,he Process Model of Word Formation and Inflection
Amsterdam/Philadelphia: Benjamins. The essay, wiscimdependent of the book, re-
places an earlier, unpublished manuscript (Lieb1220112), of which it is a completely
revised and enlarged version. The essay was coedpiletJuly 2013; it is an outcome of
work undertaken by the author since roughly 2006dbiginating from still earlier work
(first presented at a Research Colloquium helti@freie Universitat Berlin in 2001, and
subsequently by a lecture read at the Annual Mgatinthe Deutsche Gesellschaft fur
Sprachwissenschafi 2006: Lieb 2006).

The present text is an Open Access publicatiorhbyRreie Universitat Berlin; it is
free for downloading, but all rights remain witretauthor (in particular, revamping of the
text or its commercial use are prohibited; quotatbmly with indication of the source).
The Freie Universitat Berlin also houses a majéorefat producing book-length Open
Access publications in linguistics, organized is&sies: Language Science Press, langsci-
press.org. The present essay does not fit thiseinark, both for lack of a suitable series
and for being shorter than a book. An Open Accessdt was chosen for the essay by its
author for a number of reasons, most importantlyprovoke discussion (contact the au-
thor via: edocs@ub.fu-berlin.de).

Please quote this essay as follows, together vathri:

Lieb, Hans-Heinrich. 2013. Towards a general th@dmyord formation: the Process
Model. Berlin: Freie Universitat Berlin. (An Open Accqasblication.)

The author is Full Professor (em.) of General aedh@an Linguistics at the Freie Univer-
sitat Berlin in Berlin, Germany.
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A. Introduction and background

1 Introduction

1.1 Aim, method, and theoretical background

1.1 a. Aim

Where does word formation belong? Does it reallpig in morphology? Exactly what is
being formed in word formation? Is word formatidera formation? Is the formation of
lexical idioms—with many-word forms—word formation® word formation to be con-
strued in terms of processes, or process resutis?dte different kinds of word formation
to be defined? What exactly is it that is sharedlifferent kinds of word formation, such
as compounding, derivation, and conversion? Whattgxis the difference between word
formation and inflection, and what do they havecammon? What is it that makes one
kind of word formation, such as compounding, theme&ind in different languages? How
do we arrive at a consistent, disambiguated tertogyofor dealing with word formation?
What is an appropriate format for word-formatioatsiments?

There continues to be considerable disagreemettiese questions, and no current
approach appears to have answers to all of thesthe aim of the present essay to char-
acterize a conception of word formation and a tireaneant to be adequate for all forma-
tion types—that would allow us to answer the questiin a unified way. The theory is to
be called thé’rocess Model of Word Formation

The conception and the theory have four basic aspec

0] they allow for a clear distinction to be drawatween what is morphological and
what is syntactic in word formation;

(i)  they assume that only three basic processesnaplved in word formation: com-
pounding, derivation, and conversion, each of tineonphosyntactic because of its
two major subcases: raorphologicalprocess resulting in stem forms, andya-
tactic process resulting in word forms;

(i)  they construe all processes involved in wérdnation in a unified way;

(iv)  they interlink with a specific Word and Pargaii model.

The first aspect, touching upon a basic problenoof standing in word-formation the-
ory—topical in Construction Grammar work—is leftdiscussed here in its general form.
Impasses and oppositions appear to prevail inrglsgmg the lexical, the morphological,
and the syntactic, both within and between appres¢for recent discussion, see Blevins
2006, Muller 2006, Jackendoff 2011). It may berokd, though, that the Process Model
of Word Formation avoids them by adopting (ii)i)(iand (iv). Aspects (ii) and (iii) are at
the centre of this essay; the fourth aspect idddeanly as far as necessary for dealing
with the other two.
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1.1 b. Comments

Offering a new model in an area that has been resed for centuries if not millenia and
where different approaches have been, and stillcarapeting with one another, is daring
to say the least, and the model’'s newness may bleteid right away. | am well aware of
this. The Process Model should still be importanta attempt to rethink basic questions
and come up with answers that are truly comprekerend unified. A detailed compari-
son of the model with existing approaches wouldnberder. Unfortunately, this proved
impossible within the confines of the essay; intipalar, no systematic representation of
the literature has been attempted. A choice habetanade between characterizing the
conception by means of examples and presentingopdine theory vs. providing a more
detailed discussion of the literature. There aosydver, references of a historical nature,
and a selection was made from the more recenatiitex. The following remarks are to
give a first impression of how to place the modethe field.

The conception and the theory are non-construgiomiord formation is not cov-
ered by using a notion of construction as develojpedome version of Construction
Grammar; instead, notions of process are takeretbdsic. Yet, the conception is non-
generative: word formation is not treated by meafngiles for generating formal objects
related, in one way or another, to ‘language’ anguages’. Roughly, word formatiom
languages is to be described directly by meansatérmenton languages; grammars are
assumed to be ‘radically declarative’. The cona@ptind the theory share their declara-
tive outlook with constructionism but combine ittkvia process orientation; in this re-
spect, they are intermediate between constructians generative approaches.

The essay presupposes rather than adds to thamasint of studies on word forma-
tion and inflection in individual languages, chdesizing a theory that attempts to sys-
tematize their results. Thus, the essay addressgshiogists and theoreticians interested
in such systematization. However, as it is an w@temaim of the theory to provide an im-
proved framework for actual word-formation studittee essay will also be of interest to
descriptive linguists willing to familiarize theniges with a new approach in their field
that is descriptively relevant (see Sec. 7, below).

The framework characterized in the present essagybraaused for research from a
semasiological, ‘form to meaning’ point of view,tkalso for research adopting an onoma-
siological, ‘meaning to form’ perspective (promitigrapplied by Stekauer, cf. Stekauer
2005). The framework allows for an onomasiologjpaispective because ‘semantic’ enti-
ties (concepts and functions operating on them)careeived as non-linguistic entities
that can be precisely identified and whose rolevamd-formation processes may then be
studied.

Concepts are construed as content-based propefties conceptions or perceptions
that actual speakers may have, which makes lerieanings testable. This is one exam-
ple of how the abstract ontological entities asslifmg the word-formation theory—and
ultimately, by the overall theoretical framework—ndae empirically justified. The theory
and the framework are sufficiently explicit for thentological commitments to stand out;
the commitments are alien to the ones that charaet€homskyan generative grammar as
critically discussed—uwith peer evaluation—by Stok&osan Lambalgen (2011).

The conception and the theory aim at complete emeerif successful, all phenom-
ena of ‘word formation in the world’s languages’aslined in the recent typological sur-
vey by Stekauer, Valera & Kortvélyessy (2012) are-piiinciple—covered.
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1.1 c. Method

The conception of word-formation processes embouhdbe Process Model is character-
ized in Part B (Secs 3 to 5), the Process Modelfits outlined (and confronted with a
related model) in Part C. The method of charadtegithe conception essentially consists
in presenting a detailed analysis of some inteiedlanon-trivial examples from a single
language (English), leading up to a sketch of péithe theory of word formation. The
examples belong to a ‘word family’, a set of lexiaeords interrelated by word-formation
processes. Only occasionally will there be refegetacother examples, either from Eng-
lish or from other languagés.

The method of characterization implies a reductbianguage material actually
presented in the essay. This is compensated f@anbiy-depth analysis of the material.
Special attention is paid semantiadetail, both with respect to lexical and to grartioz
meaning.

The presentation chooses examples (not to be chfwgh the empirical basis of
the conception or the theory) strictly accordingeiplanatory need, indicating how basic
guestions of word formation will be answered but fadlowing up their ramifications in
individual languages: the essay is to open up vistther than explore sceneries.

The presentation of the conception, the theorythed background is informal or
semi-formal; no more is required on part of thedezadhan some basic knowledge of naive
set theory. (An intensional logic would be neededd more technical account, not at-
tempted here, due to the conception of word meaniriche essay may still be demand-
ing, aiming at comprehensiveness and touching @plamge number of topics in a novel
way.

1.1 d. Background

Any theoretical conception requires a theoreticatkground. The conception of word
formation to be presented here and the correl&ieory make some use of the framework
of Integrational Linguistics (IL) as developed bielh and others (see Sackmann 2006,
2008), a non-generative approach sharing somesajutiook, in syntax, with construc-
tionist and other declarative frameworks; no knalgke of the theoretical background is
presupposed. Part of the background is a Word-anded®ym model expanded into a
Word, Lexeme and Paradigm madkelxical words are distinguished from lexemes, and
lexemes—which are to include not only stem lexetm#salso affixes—are construed as
entities of the same general type as lexical woftiss WLP model, largely taken over
from Lieb (2005) and not to be justified here his bnly part of the theoretical background
that will be characterized in some detail (beloe¢.S2).

Let me emphasize that the present essay should inéecest independently of the
framework it uses: it characterizes a foundati@ismpt in an important area of general
linguistics, with consequences for descriptive wadhle relation to a specific framework is
secondary.

! The language used for initial orientation was Garmot English, a language known for its rich word
formation potential; since, versions of the conmaptaind the theory have been applied, in varying ekes,
to German, Polish, English, French, and Chinese(indications yet).
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1.2 Word formation: the approach

1.2 a. The conception

Some major features of the conception are listed, ie a summary fashion:

(1) a.  Word formation is construed as themation of lexical words in their non-
inflectional aspectthe words are conceived as pdips ) consisting of a
word paradigm P and a meaning b of P that is aeqmintexical words are
conceived asyntacticentities.

b.  Word formation is understood as, roughly, thenfation of a lexical word
(P, B from pairs{Pi, by) and (P, bp) through a word-formation process
construed as in (e), below; the second and thing pae, typically, lexical
words or stem or affix ‘lexemes’, which are morpgigtal entities. Having
at least twopositions for pairgPy, b;) and(P,, b») is compatible with con-
version, where&P,, ) = (P, by) (as it is in reduplication); havingo more
than twopositions is compatible with copulative compoumd{argued be-
low, in Sec. 3.6).

c.  There are just three basic word-formation preegsn an idiolect system S
(rather than a language, to account for languagahibty): the compound-
ing process, the derivation procesmdthe conversion process i These
are directly given in a component of the systemyird-formation base

d. Each basic word-formation process in an idiokgtem has two major
subcasegwhich may be proper or improper parts of the pssfieone a
stem-formor morphological subcaseesulting in ‘word-stems’ of the sys-
tem, the other avord-form or syntactic subcaseesulting in word forms
(forms of lexical words) of the system, forms tlaae non-analytic and,
typically, non-synthetic, idiomatic. The word-stenase morphological
units, the word forms are syntactic units; theehvasic processes are there-
fore morphosyntacticand the word-formation base containing them is a
morphosyntacticomponent of the idiolect system, separate frothaaidi-
tional to its morphological and syntactic composer8ix major subcases
are obtained for the basic processes in an idialgstem S; these, too, are
word-formation processes in S unless emptgm-formor morphological
compounding / derivation / conversion processeslword-formor syntac-
tic compounding / derivation / conversion processe$e system. When a
stem-form process is used in an idiolect systemyillespeak ofmorpho-
logical word formation when a word-form process is used, syhtactic
word formation

e. All word-formation processes in aholect system, be they basic processes
or subcases of basic processes, are construeacsnse of a single for-
mal type in the logical sense of ‘function’. Stem-form pesses and word-
form processes are distinguished not by their asqusbut by their values
(stem forms vs. word forms). dubcaseof a basic processgin a system is,
informally, a functionp; that is a part of the basic process

f. Word formation in an idiolect system construed as a relation between
three pairgP, b, (P;, b)) and({P,, bp) as in (b) and a functiop as in (e);
this relation is no function. The relation is sugpented by a function of
word-category assignme(gee below, Sec. 1.5 c).
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g. Word formation per s& a function that takes arbitrary idiolect systetns
in arbitrary languages as arguments and assigead S a relation as in
(f).

h.  Types of word formation i, such as derivation in S, compounding in S,
and conversion in S, are derivative on word fororain S and on specific
word-formation processes, construed as functioms @es.

I. All aspects of the construction of lexical worttgat arenot covered by
word formation—such as the construction of analftiens—are covered
by variousprocesses of inflectiorconstrued as functions of the same for-
mal type as the functions involved in word formatio

1.2 b. Comments

The word lexicon of an idiolect system (to be aigtiished from its lexeme lexicon) may
be subdivided into the set aftual lexical wordgwords-in-use) of the system and the
set—possibly non-finite—of itpotential lexical wordgwords not in use). Independently,
it may also be subdivided into the set of the sy&eaivenor basic wordqthe words not
determined by word-formation processes) and thefsi$ non-basicwords (determined
by word-formation processes). All basic words arua but some actual words may be
non-basic: these are words in use that are ‘traasfig formed’. For example, theboor-,
lock-, anddoor lockwords in (2), below, are actual words in Standangjlish idiolect
systems but only the first two are basic. All po@nwords (words not in use) are non-
basic (are determined by word-formation procesdes).example, a lexical word like
oxygen lockmeaning ‘lock for a container filled with pure oxg should be a potential,
hence, a non-basic word in many English idiolesteys, but not an actual word.

These distinctions are based on the ones made tgeB2012). Traditionally, only
one classification tends to be made in this contextual word’ vs. ‘potential word’,
where ‘actual’ is understood roughly as above Ipateéntial’ corresponds to our ‘non-
basic’. But this prevents us from recognizing acetords-in-use that are determined by
word-formation processes. Rainer (2012) makes a faleconsidering so-called blocked
words—Englishstealer blocked bythief—asvirtual words. We may include this by clas-
sifying the non-basic lexical words into virtualdanon-virtual ones.

The Process Model construes word formation prosessan idiolect system as,
roughly, the non-inflectional processes used in the ideatifon of the non-basic lexical
words of the systenincluding actual words that are ‘transparentlgnfed’. This means
that complete or partilemantic transparendfor the speaker on reflection, not just for
the linguist) notproductivity is the leading criterion in characterizing a lekigvord as
determined, or not determined, through word foromgtthe criterion is to allow for lexi-
calization.

The present essay is concerned primarily with fgliaug the nature of the functions
¢ in (1e), the functions with which word-formatiomopesses in idiolect systems S are
identified.

Basic processes and their interrelations as weduhsases of basic processes will be
considered. It may come as a surprise that onBetlasic processes are assumed, given
comprehensiveness as an aim of the Process Madelcdmpounding process, the deri-
vation process, and the conversion process intareyS should be sufficient, though, due
to a broader than usual conception of the conversiocess: lifting two traditional restric-
tions on conversion—there musit be a change of form (excepting ‘minor’ changesyl a
theremustbe a part-of-speech change—we are able to disshgnany more subcases of
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the conversion process than are usually allowedkrang the processes involved in some
troublesome kinds of word formation, such as bawknation, short-word formation, or
the formation of acronyms; at the same time, thitonoof conversion process remains
clearly defined, and defined in a way that covhesttaditional cases.

On the conception of basic processes to be chararethe compounding process,
the derivation process (‘derivation in a narrowssnand the conversion process in an
idiolect system are naturally ordered in this wiagether with their non-empty subcases,
they form a (non-continuous) three-pprocess clingor scale. All word-formation pro-
cesses involve a ‘basic triple’ and an ‘added éfipt their arguments. The basic triple is
what the process starts from; the added triplehatwhe basic triple is combined with by
the process. With all three processes, the baple mormally consists of a morphological
or a syntactic unit, a categorization of the uaigl a lexical meaning of the unit. The three
processes differ with respect to the added trigleshe case of the compounding process
and the derivation process, the added triple islikis the basic triple, with the additional
requirement that the lexical meaning in the addgdet must be a ‘non-empty concept’
when we are dealing with the compounding procesd, raust be ‘the empty concept’
when dealing with the derivation process. The coiga process in turn requires an
added triple that consists of three ‘empty’ compasgin particular, has the empty con-
cept as its third component; this triple is a ppfermal entity. The compounding process,
derivation process, and conversion process andnbarempty subcases, arranged in this
order, constitute a cline of ‘decreasing contenthwespect to added triples. The deriva-
tion process takes the middle position, partly amg with the compounding process and
partly with the conversion process. This would hered by introducing ‘derivation in a
broad sense’ as a basic word-formation procesh, tié processes of derivation (in a nar-
row sense) and conversion as subcases. On thehathér existence of the process cline is
a strong argument against any further unificatibthe three basic word-formation pro-
cesses.

From a systematic point of view, basic processesilghbe discussed before their
subcases. This is not how I will proceed. For daatic process, the two major subcases—
the stem-form subcase and the word-form subcasd-b&ipresented first, and presented
separately; the two subcases are word-formationgsses in S unless empty. It will ap-
pear that the stem-form process (morphological) tedword-form process (syntactic)
may indeed be construed as subcases of a singtegrasess (morphosyntactic). This is
not self-understood: in earlier versions of thedess Model, stem-form processes and
corresponding word-form processes were treatedeaslynanalogous, not as subcases of
more general processes. | therefore start notthélthree basic processes but, for each of
them, with the two major subcases. The basic psesewill be discussed in Sec. 5, and
formally characterized in Sec. 6 when the ProcesdéVlis outlined.

1.3 Historical remarks

The following remarks, which are far from exhaustimay still be helpful in relating the
Process Model of Word Formation, and the conceptionvhich it is based, to linguistic
tradition and to some of the more recent approaches

For some time now, a certain move can be seereifiténrature towards explicit rec-
ognition of word formation as morphological on thee hand and syntactic on the other; a
process view of word formation may or may not belied. One example is Drude, who
in an extensive digression (2004: 184-192) comehstinguish explicitly betweesyntak-
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tische Wortbildung‘syntactic word formation’) andnorphologischaNortbildung(‘mor-
phological word formation’); again, Drude (2010:32300); see also Manova & Dressler
(2005: e.g., 71-72) for ‘morphological’ vs. ‘synt&cconversion’, Manova (2011: Sec.
3.5.3) on ‘syntactic conversion’, and Eisenberg98:9280-285), (2006: 296-300) for
morphologische Konversiors. syntaktische Konversipmhich, however, Eisenberg con-
siders as not leading to a ‘typical word-formatmmoduct. Anderson (1992: Ch. 8) con-
cludes “that ‘special clitics’ are actually the ‘mpbology’ of phrases, parallel in funda-
mental ways to the morphology of words” (221), aaflalism worked out by Anderson in
subsequent publications, especially Anderson (2008)his constructionist framework,
Booij (2010: 101f) distinguishes ‘syntactic compdiny’, or ‘quasi-incorporation’, from
‘morphological compounding’; generally, “An impontaclaim of Construction Morphol-
ogy is that phrasal constructs may be similar imcfion to morphological constructs in
that they function as lexical units and provide earfor concepts.” (Booij 2012: 344); see
also Masini & Benigni (2012) on ‘phrasal lexemas'Russian as analysed in a Construc-
tion-Morphology framework, and the literature qubtiaere both for Russian and other
languages. The general problem of the morphologisathe syntactic in compounding is
a recurrent major topic in the contributions todge & Stekauer (2009).

Notions like ‘inflection’ or ‘derivation’ in 18 century historical linguistics are ob-
viously process notions. A good discussion of smohions continues to be the one by
Matthews (1974: Ch. VIIl), where the nature of adst linguistic processes as functions
is recognized, as it is, implicitly, in informal @unts of ‘morphological operations’ like
the one given by Booij (2007: Sec. 2.2). Authorgkimy in a generative framework also
tend to recognize that they are dealing with fom;j irrespective of formal apparatus: as
acknowledged by Anderson (1992: 186), and emphadige Aronoff (2000: 205, on
Aronoff 1976) for the ‘Word Formation Rules’ of liealist versions of generative mor-
phology. Beard’'s Lexeme-Morpheme Base Morphologgafd 1995) is explicitly func-
tion-oriented by allowing ‘four and only four mutlyaindependent types of operations’
on components of ‘any fully specified lexeme’ (1983), in a theory that is to cover both
word formation and inflection.

A functional perspective is also implicit in somé&8&iG work. Miller (2002: 358)
mentions a number of authors who have followed tam4and-Process approach in an
HPSG framework, using “lexical rules that relatenss to other stems or words” (358),
and goes on to adopt such an approach himself.(359)

It is, however, Hockett (1954) in his famous ‘Twadikls’ paper who first distin-
guished the ‘ltem-and-Arrangement’ model (IA) frahe ‘Item-and-Process’ model (IP)
and stated unequivocally that abstract processes) ‘dhe carryover of ‘process’ termi-
nology from historical linguistics” (211), are bestnstrued as functions in the logical
(Hockett: mathematical) sense, which according tckétt quite generally provides the
formal underpinning for an Item-and-Process apgrda654: 227).

IA has remained dominant in typological linguistidgSonstruction Morphology
(Booij 2010) also appears to be basically 1A, ndtatanding a claim to the contrary re-
cently made by two of its practitioners (viz., Mask Benigni 2012: 445.

2 However, derivationatlitics as recognized by Anderson in both (1992: 218) @@®5: 133, 169-170)
appear not to include derivationgérticles (see below, fn. 37), due to the fact that cliice introduced
‘post-lexically’ (Anderson 2005: 34).

% The following relationship appears to exist bete®ooij's Construction Morphology, in its word-
formation part (IA), and the Process Model of WB@mation (IP). Given a formally explicit grammaat
presupposes the Process Model (such a grammaceéssaily ‘declarative’), a word-formation schema i
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IP subsequently took an algorithmic turn in GeneeaGrammar, blurring Hockett's
more general discovery. True, in the most basisesam algorithm is simply a procedure
for determining the values of a function, in partar where recursiveness is involved. It
continues to be a disputed question if, or how gancesses that occur in word formation
do involve non-trivial recursiveness. Still, evenan-recursive process may be considered
for reconstruction as a function.

Hockett's own attempts in (1954) to construe waldted processes as functions are
hardly satisfactory. Thirty years later, a seriattempt was made by Hoeksema (1985), in
the framework of Categorial Grammar, to develogrits/ functional account of word
formation (his ‘lexical rules’ are functions: Hoeksa 1985: Sec. 1.6.2); again, Hoeksema
& Janda (1988). My own account will overlap with éksema's at an important point: |
assume ‘fully specified units’ that are similara@onstruct used by Hoeksema, but also to
constructs used by other authors (see Sec. 2@ypel

Hockett (1954) mentions (but not characterizes) dMord-Paradigm models as an
alternative to both IA and IP. The word-formatioarhework outlined in the present paper
combines a process conception of word formatioh &itWVP conception of words, stems,
and affixes, thus demonstrating, once again, fRarid WP are no alternatives of ‘gram-
matical description’ but may be used in conjunction

Combining Word and Paradigm with Iltem and Procesani approach already fol-
lowed by Anderson (1992), who uses WP for inflectand IP for word formation. | at-
tempt to integrate the two models by, among othieigs, applying a single process view
in dealing with both word formation and inflectiofihis is different again from Stump's
extensive use of functionsithin his WP model (Stump 2001), where word formation is
not yet treated in its own right. (Stump's propdsaldealing with word formation—as
made in Stump 2005 and presupposed in Stump 201Qredding iton the analogy o&
WP model for inflection.)

Manova (2011) combines Natural Morphology and CugmiLinguistics and, ac-
cording to Dressler (2011: vi), “This monographdgbusly mixes properties of item-and-
arrangement grammars and of item-and-process gresrimand indeed, Manova assumes
five basic ‘morphological techniques’ (2011: Segl:2addition’, ‘substitution’, ‘modifi-
cation’, ‘conversion’, ‘subtraction’) that corregmb to traditional morphological opera-
tions both in word-formation and inflection and vatnave to be rendered by functions
on a more formal account (not attempted by Manddayvever, the ‘morphological tech-
niques’, including conversion in Manova’'s sense,aoyl large correspond to functions
like shortening or form change (or tuples or prdaduaf such functions) that on our ac-
count figure in the arguments of word-formationirdtection processes, rather tharbe-
ing such processes.

Manova (2011) also represents a recent exampleoafipently using the notion of
a non-continuous cline, or scale, in morphologyhgTise is informal, as is typical in lin-
guistics; the formal explication given in Lieb 1#92186-188 is an exception.) Manova

the sense of Booij can be translated into an opatestial formula of the language in which the graanis
formulated, whereas word-formation rules of thengraar (below, Sec. 7.3) cannot be translated intalwo
formation schemata as assumed by Booij, for th@lsimeason that the schemata are insufficient lzesses
for formally reconstructing the general notiongle# compounding process (in S), the derivation ggecin
S), and the conversion process (in S). (Booij dgEsak of ‘compounding’, ‘derivation’, and ‘conversi
but uses these terms informally as part of hisa¢ixéoretical language.) In this way, then, the €ssdodel
of Word Formation is more general than Constructorphology, while Construction Morphology is not
incompatible with it.
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introduces non-continuous clines in close connacidh Prototype Theory and employs
clines for grading the transition from word fornweattito inflection, but also for interrelat-
ing ‘morphological techniques’. Only the last fe&td-interrelating techniques—is some-
what similar to the way the notion of cline hasbesed, independently, in the Process
Model of Word Formation. As for a ‘word-formationfiection continuum’, the following
position is embodied in the Process Model: thereisuch continuum, or scale; inflection
processes are functions of the same formal typgoad-formation processes but are dis-
tinguished from them by positive conditions that ot satisfied by word-formation proc-
esses (see Sec. 4.5d, below); therefore, inflegirooesses are not to be ordered behind
word-formation processes by simply relaxing certaqguirements that word-formation
processes must meet.

Word formation has also been studied using versobmistegrational Linguistics, or
inspired by them, notably by Lieb (1983: e.g., S&ds4, 15.2, on semantic aspects of
word formation), Eisenberg (1998), (2006), Fuhrnd®98), Eschenlohr (1999), and
Drude (2010). Until very recently, Integrationalnguistics has been characterized by a
combination of 1A and WP, and this is typical, ted,all published Integrational work on
word formation and morphology. This orientatiom®~ being changed for word forma-
tion and morphology by the word-formation theorasveloped by Lieb (the Process
Model of Word Formation, this essay) and Nolda @f)1(to be discussed below, in Sec.
8); both theories represent an Item-and-Processoagip. Integrational Linguistics is
therefore beginning to combine all three approachstinguished by Hockett some fifty
years ago: IP, 1A, and WP.

1.4 Word-formation statements: example and conventions

The following statement, given in a less formalsiwemn and a more formal one, is in
agreement with (1); version (a) is to count asadingof version (b):

(2) (Let S be a suitable English idiolect system.)
a. (doorlock’, -lock for door) is formed in S fronglock,”, -lock-) and
(door”, -door) through stem-form compounding in S.
b.  (doorlock’, -lock for door, (lock", -lock-), (door”, - door}, stem-form
compounding in 50 word formation in S (wf(S)).

A number ofnotational and terminological conventionsed in the present essay are in-
troduced or presupposed in¥2)

) An expression like ‘stem-form compounding iniS’'to be understood as short for
‘the stem-form compounding process in S’. Such serefier toprocessesn S that
are involved in word formation; they do not refemtord-formation typesn S. A
word-formation type in S is a subrelation of woadmation in S, which is a rela-
tion by (1e). Word-formation types are denoted kgressions like ‘compounding
in S’, largely in agreement with linguistic traditi.

* In earlier versions of the theory, such as Lieb1(@2012), | preferred a terminology based on v
build to denote word-formation processes, while not widlg the processterminology. Thebuild-
terminology is now given up; it did not sufficieptbrove itself in actual use.
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(i) Concept namegfor lexical meanings) are formed by placing betweaised dots
an expression that is suggestive of the conceypgasion, using number subscripts
for differentiation. The concept may be left undetmed, as in the case of -door-,
or subsequently defined, like -lgeKdefined below, in (8)).

(i)  Wordparadigm namesare formed by means of a ‘P’-superscript, with benmsub-
scripts for differentiation.

(iv) ‘S, 'Sy, ... each stand for arbitrary idiolect systems. Hlogion of idiolect system
is understood as explained and defended in LieB3d9Ch. 6); recourse to idio-
lect systems rather than to entire languages oeties allows us to deal with lin-
guistic variability, on the pattern of Lieb (1993and also allows us to integrate
the theory of word formation into a general theofyanguage that applies to arbi-
trary languages. These two aspects, though basdicnat be discussed here any
further. There is, however, an important consegedac the description of word
formation in individual languages: it is variatigensitive right from the start (be-
low, Sec. 7).

1.5 Word-formation statements: generalization

1.5 a. The format

Example (2) of a word-formation statement is repnégtive; such statements have the
following general form, where (a) is a reading lof.

3) a. (P,Dbisformedin S from{Py, by) and{P,, ) throughe.
b. <<P! bl <Pl| b]_>| <P2| b2>, (P> U Wf(S)

Statements of this form are, strictly speakisgecific they are no rule statements but
statements on individual instances of word formmgtiand they ar@rimary: they do not
refer totypesof word formation in S but to word formation ireS suclf.

WhereasP, b must be a lexical wordpPs, by) and(P,, ) may be lexical words,
(stem or affix) lexemes, or ‘pseudo-words’. Woradngps (phrases) must be allowed to
figure in word formation. However, such groups aog forms of word paradigms; no
word paradigm is available when they turn up. Geoape accounted for by means of
pseudo-wordscertain constructs that are of the same forma# §s lexical words but in-
volve groups and group categories. (For an exaraple pseudo-word, see (i) in Sec.
2.6 b, below.)

1.5 b. Functions involved in word-formation statements

By (1f), word formation per se is construed as recfion. In a word-formation statement
of the form (3b), this function is denoted by teen ‘word formation in’, or ‘wf’. Formu-
lations of the form (3a) are construed as readafd8b)-formulations. (3) is in agreement
with the way the word-formation function is chaextted in (1e) and (1f).

® Relativization of terms to idiolect systems S rbayleft implicit in suitable contexts.

® Word-formationrules of a grammar—of a description of an individualdaage or language variety—are
certain universally quantified sentences of thergnar: empirical statements on word-formation preess
in the idiolect systems of the language or languegeety. (See below, Sec. 7.3)
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Functionse in (3) are functions likstem-form compounding &. Stem-form com-
poundingin an absolute sense (the stem-form compoundiogegs) is again a function: a
function a that takes idiolect systems S as arguments angihas® each S a functian
For example, in the word-formation statements ¢23, stem-form compounding, and=
a(S) =as = stem-form compounding in S. Distinguishing bedwédunctionsa and¢ and
interrelating them in this way is a fundamentalpsite solving a basic problem of long
standing in linguistics: how to transcend, butl saitcount for, the diversity of word-
formation processes in the languages of the woHdnaa general word-formation theory
is to be formulated.

Functionso like stem-form compounding apply to individualabiict systems S, not
to pairs(S, § where t is a time interval, nor to quadrup{8st, S, t1); similarly, time in-
tervals do not figure in the arguments of functia(S) =¢, such as stem-form compound-
ing in S. An extension of the theory would be neetbecover word formation as linguistic
change in real time.

1.5 c. Accounting for lexical-word categories

Word-formation statements as characterized byr{@)exemplified in (2) do not yet men-
tion any categories to which the newly formed lekiword(P, b belongs, such as its part
of speech. What is the reason for the apparentsionid

There are two aspects of word formation in a tradél sense: contributing to the
identification of non-basic lexical words, and ety identifying the ‘place’ such a word
has in the system of lexical-word categories (p&idpeech categories, valency categories,
etc.). Theplacemay be construed as the set of lexical-word categ®o which the word
belongs.

The two aspects are separated in the present thétd-formation processes
help identify lexical wordgP, b without specifying lexical-word categories to winic
(P, b belongs; as a result, we eventually arrive atr¢thegtion wf(S), or word formation in
S. Given this relation, we account for the secaspkat of word formation in a traditional
sense, partial identification of place. The plat@a mon-basic lexical word in the word-
category system may partly depend on the way itleas identified, but such determina-
tion of place should be treated as a consequenca part of the identification process.
The ‘place’ aspect of word formation is therefooe@unted for by a separate function of
word-category assignment based on the relation)wb{Svord formation in S. Since word
formation in S also involves the formation of steswemes in S, we may assume a single
function of lexical-category assignment i8, with word-category assignment i& and
stem-category assignment$nas subfunctions. (See below, Secs 3.3 b and)6.5

The present essay is mainly devoted to clarifyimg nature of functiona and e,
both generally and with respect to specific funt$ioBefore taking this up, some back-
ground will be introduced; in particular, the Wadd Paradigm model that plays an es-
sential role will be explained. The reader may, &eev, go directly to Sec. 3 for a first
impression of howt andg are conceived, returning to the explanations ckgeound in
Sec. 2 for a more detailed understanding.



2 Background: the WLP model

2.1 Words, lexemes, paradigms
2.1 a. Words and word paradigms

A lexical wordof S is to be a paliP, b consisting of a word paradigm P and a concept b.
A word paradigmP is conceived as a set of pgirsl), where f is a syntactic unit and J a
set of syntactic categories K such that f is amel& of each K in J. Adopting the view of
noun paradigms proposed in Lieb (2005) for Englikb,following is an example, incom-
pletely listed, of a noun paradigm in S (where 8ng suitable English idiolect system):

(4) lock,"(S) =
{(locky, {Unspcasd-, S), S@(-, S), Unspei(-, S)}),
(locks, {Unspcasd-, S), Ph(-, S), Unsper(-, S)}),
(they locky, {Unspcasé-, S), S@(-, S), Def(-, S)},
<thel |OCk82| {Unsmase(', S)! P‘\l(_l S)! Def(_’ S)})

)

‘lock,"(S)" is to be read asParadigm1 for lockin S’. (Paradigm numbering is arbitrary.)
In (4), subscripts ‘1’, ‘2’ etc. in the names otlimidual forms indicate that we are dealing
with the first, second etc. member of a sequenceretmay be onlpne member. The
unlisted entries—indicated by dots—consist of tbamis a; lock,, some lock,, some
locks, any locky, any locks, no; lock,, andno; locks, each one with an associated cate-
gory set;some, any;, andno; are ‘unstressed’. It is assumed here that Engligins may
have both synthetic forms, likeck;, and analytic forms, likéhe, lock,.

‘Unspcase IS short for ‘Unspecific for Case’, and ‘Unsg is short for ‘Unspecific
for Definiteness’. An expression like ‘Ungp{-, S)’ reads: ‘the set of all f such that f is
Unspecific for Case in S’; the expression denotegrdactic category of S consisting of
forms of lexical words (nouns). The part ‘(-, )’ category names may be omitted when
it can be restored from context, same as ‘(S)hirgpression likelock(S). ’

" In English examples, assumptions on noun-stemnane paradigms—their forms and categorizations—
are taken over, without further justification, fraoeb (2005), but a classification of Noun formsdéo-
gously, Noun-Stem forms) is added: into forms tdohtcriteria for Case, Number, or Definiteness @t n
apply (Neug(-, S): Neutral Noun-form in S—most Adjective formand forms to which they do apply, if
ambiguously (Non-Neyt-, S): Non-Neutral Noun-form in S); the two classee allowed to overlap. If the
criteria, say for Case, apply ambiguously, we obtaicategory such as Urgg(-, S) as a subset of Non-
Neut(-, S). This exemplifies how | currently proposedeal with syncretism.—Categorizations of verb-
stem forms and verb forms are based on a detailglgsas of the underlying systems, not yet publishe
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2.1 b. Comments

Ontologically, word paradigms in our sense are \&ant to paradigms as construed in
the realizational WP model of Stump (2001: 43). Hive conception was, however,
developed earlier, in Lieb (1976), (1988a).

The notion of word paradigm and lexeme paradigmeiseralized by also allowing
‘improper paradigms’ in addition to the usual ‘peopones: anmproper paradignP is a
paradigm such that for some K and eé&cld) in P, J = {K}. All affix paradigms are im-
proper ones. For an example of an affix paradigre,(5¢c), below.

Word paradigms argyntacticdue to the fact that their elemefits)y each consist of
(i) a syntactic unit f (obvious if f is an analyfierm like the, lock,, but also true of a syn-
thetic form likelock;, see below, Sec. 2.2), and (ii) a set J of categdt each of which is
a set of syntactic units, as in (4).

The WLP model agrees with ‘abstractive’ word-basemtphology as characterized
in Blevins (2006) by taking phonological words deats that are given independently of
any morphological analysis to which they may or nrmay be subjected. ‘Word-based
morphology’ agrees with tradition in assigning asential role to ‘principal forms’ of a
word paradigm, forms f of a word paradigm that rbayused, together with a categoriza-
tion J of f, to characterize the paradigm as a ehadlie to implicational relationships that
exist between these paiffs J) and all other elements of the paradigm. It is, &asv, by
reference to morphological analyses that the impboal relationships are best stated (as
they are in traditional lexicology when paradignismords in a word lexicon are charac-
terized), which takes us back to stems and aff{ges also Baerman & Corbett 2012: 55-
56, on stem forms as implicitly assumed in Ble\20§6).

2.1 c. Lexemes and lexeme paradigms

The term ‘lexeme’ as used here does not applyxicdewords; thus, its use is more re-
stricted than in part of the literature. On theeothand, it is also broader: the term allows
not only stem lexemegstem-form lexemes) but alsdfix lexemegaffix-form lexemes),
which is an extension of traditional usage.

Lexemesre pairgP, b of a morphological paradigm P and a concept hm3éx-
emes in morphology are formally analogous to ldxwards in syntax, and stem para-
digms are analogous to word paradigms. As a ra&etis exactly one lexical word corre-
lated with a given stem lexemibe lexical word for the stem lexenand there is exactly
one stem lexeme for a (non-idiomatic) lexical wdite stem lexeme of the wpistem
lexemes for which there is no lexical word in thmlect system will be calleglapped

Of the followingthree lexeme paradigmike first two are stem paradigms, the first
is a noun-stem paradigm and the second a verbséeadigm. The third paradigm is an
affix paradigm (superscripted ‘LP’ for ‘lexeme pdigm’; ‘'S’ and ‘(-, S)’ to be added, see
(4)):

(5) a. lock'" =
{{locky, {UNnspcaseSt, Sgi-St, UnsperSt}),
(locky 8, {UNSpcaseSt, Ph-St, UnsperSt})}

8 The Lieb and Stump versions both correspond tonthtéon ‘arrangement of a paradigm’ in Matthews
(1965), in reverse order: Matthews Rdsf) instead off, J). Stump has modified his conception of para-
digms in later work, since Stump (2002). Construgngaradigm simply as set of forms, as still done in
Anderson (1992: 134), can be shown to be inadepchteieb (2005: 1621).
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b. lock”" =
{({locky, {Inf-St, Pres-St},
(locky, {UnsppersSt, Unspn-St, UnSmoos-St, Pres-St},
(lock ingy, {Part-St, Pres-S}}
(locky ey, {UNnsprersSt, Unspn-St, Unspioor-St, Pret-St},
(lock ed, {Part-St, Pret-St}}

C. SlLP _

{(s1, {Af} ),
(z1, {Af} ),
(ez, {Af} )}

Remarks on (5)

S in (a) represents ‘inherent inflection’, not ‘certual inflection’, by the well-known
distinction advocated especially by Booijde.Booij 2007: 104), and this is also true of
ing; anded, in (b). The position is taken here thaherent inflectionwithout contextual
inflection results (in morphology)in stem formswhich are analytic in case of affixal in-
flection. The respective forms in (a) and (b) evatextually uninflected

Adding a form of the only Person affix in Englishdn appropriate verb-stem form
creates not a stem form but iflected morphological wordTherefore)ock; s, does not
appear in the verbal stem-form paradigm in (b).

The affix paradigm in (c) is an improper morphotmgdiparadigm with three differ-
ent forms; depending on one’s view of inflectiordahe morphology-phonology inter-
face, the three forms may or may not be reducesh® All affix forms are assumed to
have the categorization {Af}, which makes all affparadigms improper ones. Functional
distinctions that might be associated with afixmsare reconstructed as distinctions be-
tween complete affixes,a., between pair&, b (construed as below, in Sec. 2.4 c). For
example, there is just one Person affix in (Stashd&nglish idiolect systems, with P as in
(50).

2.1 d. ‘Stem alternation’

As appears from (5a) and (5b), the conceptionerhdexemes developed in Integrational
Linguistics since Lieb (1976) and adopted here madified version, differs from two
current ways of dealing with ‘stem allomorphfirst, differs from an approach that pro-
ceeds from single ‘roots’ but allows for roots te bhanged by ‘readjustment rules’ to
account for traditional stem allomorphy ge. Embick & Halle 2005, convincingly criti-
cized in Aronoff 2012: 39-47kecond differs from an approach that does allow several
stem forms for a single ‘lexical item’ but treatera forms quite generally as ‘morphomic’
(Spencer 2012), in a sense going back to Aron®®4) as “stems that are pure forms and
which are not the realization of any feature orparty set” (Spencer 2012: 88; Spencer
specifically claims thatKilled is a morphomic stem”, 2012: 99). The Integratiocath-
ception combines some features of the two appresashde rejecting others: several stem
forms are allowed in a stem paradigm but each neagdsigned a setr several setsof
‘morphosyntactic (stem-form) properties’; in addiitj each may have ‘versions’ that are
not themselves stem forms but simply arise fromyapg form-change functions that are
part of an inflection or word-formation processghk are indeed ‘morphomic’.

As an example, consider Germigigy, as part of the stem fortég, lich, -daily-. The
stem form is obtained by stem-form derivation frtag; (no umlaut) -day- and the suffix
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form lich,. While tag, is a form of the stem paradigiag™", this is not true ofag,, arising
from tag; by applying umlauting as part of the derivationgass that addeh; totag; as

a matter of factfag, is not a form of any stem paradigm but exists @dya version of
tag, a version occurring in stem forms due to umlauts part of a derivation process:
tag, is a strictly morphomic version of the stem fatany,. It is an empirical question how
many different forms must be allowed for a giveenstparadigm, and how many different
versions for a given stem form.

2.1 e. Process-related forms and categories

The above account ¢éig presupposes an Item-and-Process framework; tipossible
when ltem and Arrangement is used, as it has beknagrational Morphology ever since
Lieb (1976), jointly with a Word-and-Paradigm apgeb. In such a framework we may
proceed as follows.

We enrich the stem paradigag™" by including a paittag, {K, ...} ), where K is a
category identified either with (lich/ig, the set of stem forms that combine with the suf-
fix forms lich; orig; (exhibiting umlaut whenever possible), or elsenwit) Derivational
Noun-stem form (Der-NSt), the set of Noun-stem fmimat occur (possibly: occur only)
with forms of derivational affixes. Whereas (i) wasosen in Lieb (1976: 31), (ii) is pre-
ferred in later IL work, as in Eisenberg (1998: pI&ferring to Fuhrhop (1998). Let us
call derivation formany f in an elemen(, J) of a stem or word paradigm such that J con-
tains a category Der-XSt or Der-Xform, where X =o', ‘Verb’, or ‘Particle’; analo-
gously,compounding formA notion of compounding form was first introducedinte-
grational Linguistics in Lieb (1976: 30); such mots were then applied by Eisenberg
(1998) and, notably, Fuhrhop (1998), who assunesa glaradigms that include derivation
stem forms Derivationsstammformén occurring only in a context of derivation, and
compounding stem formsK¢mpositionsstammformgnoccurring only in a context of
compounding.

Nolda (2012b), who uses an IP not an IA approadhgduces ‘conversion forms’
(foreshadowed b¥mwandlungsformin Fuhrhop 1998) into stem paradigms, in addition
to ‘compounding forms’ and ‘derivation forms’, cgteizing all such forms by process-
related categories: ‘Noun-Stem compounding forng’in'Verb-Stem conversion form in
S’, etc. (similarly, Barz 2005: 660-661, for Germalolda, who refers to a later version of
Barz’s article, traces the assumption of procekdeae forms and categories as far back as
Bloomfield 1933: 225-226).

Without conversion forms and their categories, ld@dreatment of conversion pro-
cesses in S would collapse, in the sense of neelomgplying in cases where it is meant to
apply. But should we really adopt, on an IP appnoacocess-related forms and catego-
ries for paradigms?

2.1 f. Excluding process-related forms and categories

Nolda’s main argument in favour @bnversioncategories and forms in German para-
digms is this: relevant forms are ‘idiosyncratigidatherefore belong ‘in the lexicon’,
where, it is claimed, they cannot be categorizetheusual way. But this can be turned
around (and equally applied to ‘compounding formsd ‘derivation forms’): the forms
tend to be ‘idiosyncratic’ because they are intmtlin the course of applyingord-
formation processesvhere they may be introduced in an irregular itaghtherefore, the
forms should not be represented in the lexiconandwor stem paradigms, or, if they ap-
pear, they should not appear with process-relaeshories.
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Indeed, ‘compounding forms’, ‘derivation forms’, carconversion forms’ arise in
word-formation processes either as uncategorized paresult forms, parts to be treated
as purely morphomic that do not themselves figarany paradigmtég,, above; or they
arise as result forms thate paradigm forms but are categorized without refeeeio pro-
cesses. The forreong as a Noun-Stem form is obtained by stem-form csioe from
sing as a Verb-Stem form but is to be categorized pa@lsla Singular Noun-Stem form,
not as a conversion form, too. It would be uttentigficial to also assumsong as a Verb-
Stem conversion form, introduced into #ieg Verb-Stem paradigm for a single purpose:
to guarantee that stem-form conversion (now appbesbng as a Verb-Stem form) never
introduces a segmental change. Indeed, it is tip@n@ment of no segmental change, defi-
nitional on Nolda’'s account of conversion procedsesrejected in the Process Model,
that strongly suggests the retention of ‘converstategories like ‘Noun-Stem conversion
formin S'.

In conclusion, process-related categories are eetied: either there are no relevant
paradigm forms, or relevant paradigm forms are gmateed without reference to pro-
cesses. Phenomena of idiosyncracy to be observddsirmarea are a natural outcome of
applying word-formation (or inflection) processesd are not to be anchored in para-
digms by introducing forms with process-relatecegaties, artificially inflating the para-
digms.

In contrast to my earlier position, then, | no lengassume categories like ‘com-
pounding form in S’, ‘derivation form in S’, or ‘o@ersion form in S’ (relativized to Noun
forms, Verb forms, Particle forms, or their stemnis). These may be needed on an IA
approach to the formation of lexical words but fmeign to a framework that is consis-
tently IP, making form-change functions availaliall word-formation processes.

We next consider paradigm forms from an ontologpaht of view: what kind of
entities are they?

2.2 Paradigm forms

Number subscripts such as the ones in (4) anch(bgate that théormsf of a paradigm
(its first-place members) amequencesincludingunit sequencegnore generally, this is
to be true of any morphological or syntactic uAit(non-empty)sequences a one-place
function whose arguments are the numbers 1, ...omsdme r» 1. Since a one-place
function is a two-place relation, or set of ordepadrs, the paradigm forms f in (4) and (5)
are sets of ordered paifs, w) where n is a positive integer and w is as folloi$.is a
lexical-word form—or, generally, syntactic unit—then w is gohonologicalword; if f is a
lexeme form—or, generally, morphological uni#—then w is anorph or a phonological
word (some member w of f must be a morph, though).eikample:

(6) a. the lock = {(1,the), (2, lock}
b. locks ={(1,lock} (= the unit sequence dbck, different fromlock itself)

In (a) but not in (b) the number subscripts maybstted:the lock = the, locky; butlock;
# lock

Construing paradigm forms as sequences in thissgenmsportant. Such a construal
links with a standard notion @bncatenationsymbolically:" , as a purely formal opera-
tion on pairs of sequences. We also adh@empty sequend® = the empty set @. This is
theidentity elemenfor concatenation: for any f it is true that f® = f°” f = f. The empty
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sequence is neither a morphological nor a syntatit; it is a purely formal entity. Still,
the empty sequence, being identical to the emptyisapart (subset) of any unit: mor-
phological and syntactic units are sets (of paasy] the empty set is a subset of any set.
Generally, we must distinguish between: a sequdheglock;; its parts or subsets, such
aslock, = {(2, lock}; its elementssuch ag?2, lock); its memberssuch adock; and its
positional variants such aghe; lockyo = {(7, the), (10, lock} (any sequence is an im-
proper positional variant of itself).

The forms both of lexical words and of lexemesraye-empty sequences f, they are
entities of the same type. This is due to the tlaat phonological words, the members of
syntactic units, and morphs, the morphological menslof morphological units, both are
entities w, ie. triples(f”, Kk, I”) consisting of a sound sequen€ed constituent structure
k" of the sound sequence, and an intonation struttafethe sound sequence, as exempli-
fied in (7).

(7) VcGr

T ]

C
1

~wO

lock=/lok./= [ |

I <

=(Mlok/, {({1}, C), {2}, V), ({3}, C), ({1, 2, 3}, VeGn}, {1, {H})})

‘VcGr' for ‘Vocalic Group’; ‘H’ for ‘High’: in English, high pitch is an indicator of pri-
mary word stress, assuming a pitch accent theorffglish word stress (at the phono-
logical level, only pitches need be consideredEaglish word stress)’ lis the unit se-
guence—because there is oolye syllable—of the unit set of High. (See Lieb 2008 f
the underlying phonological theory, which distinghes just two levels of a phonological
system: a phonological one, to which morphs anchplogical words belong, and a nar-
rowly phonetic one.)

lock happens to be both a morph and a phonological wardontrast tdocks
which is only a phonological word, asdwhich is only a morpf.

2.3 Lexical meanings

2.3 a. Examples of concepts (1): the concept of a lock

Lexical meanings—of morphological or syntactic anguch as paradigm forms, and of
paradigms—are to be concepts, in a specific sevsl; briefly, concepts are content-
related properties of perceptions or conceptionapA-empty concept—in contrast to the

° For the phonological facts of English, | follows much as possible, the entries for British EngliBIBC
English’, formerly ‘Received Pronunciation’) in tiEmglish Pronouncing Dictionaryl6" edn (Roach et al.
eds 2003). However, extrasyllabic consonants wéllatiowed, and a notion of secondary word stress is
presupposed that is functional (‘possibility of msatic prominence’), rather than phonetically dedin
which may lead to deviations from tlgctionary. There are notorious problems in the area of Bhgli
word-stress patterns, especially with respect topmunding, where they have been under discussion fo
some forty years (see Plag & Kunter 2010: Secolafshort overview; Giegerich 2010 for incisivéier
cism of earlier claims; see also Bell & Plag 20hd #he literature discussed there).
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empty concept (below, Sec. 2.3 ¢)—is the propeftpaing a perception or conception
that contains a certain set of attributes in itatent. The attributes are properties of or
relations between real-world entities. The settoflautes is thentensionof the concept,
the set of entities that has the attributes istreepextensiort®

A first example is provided by the concept that rhayassumed fahe lockin the
lock of the doarInformally, this is the concept of being an apptie x, to be activated
using a potentially private means (some sort oé) ksuch that thpurposeof x (or its
function ‘purpose’ is preferred to avoid ambiguity) isfalows (it is definitional for ap-
pliances tchavea purpose): when X is activated by some aggrthe action x of activat-
ing X has the immediate result of creating a fiked releasable connection between a
movable object x(such as a door) and some other objectexg., the doorframe), thus
barring access, at least partially, to an objetbxvhich access is possible.

A purposemay be construed asrelation-in-intensionbetween an action; xactor
X2, and additional objects; equivalently, asadinibute of tuples{xi, X2, ...). The concept
of a lock, -lock:, may then be formally determined as folloWs:

(8) -loclk: = the property of being a perception or concepti@uch that {LOCK}
0 the content of z, where:

LOCK; =4 the property [one-place attribute] of being anuglsthat:
a. Xxis a (mechanical or electronic) appliance;
b.  xis meant to be activated through a specifiamsehat can be kept private;
c. the purpose (or function) of x = the relatiorntension between any xx,,
X3, and % [the four-place attribute of any1, X2, X3, X4)] such that:
0] X1 Is an action by xof activating x;
(i) X3 IS a movable object;
(i) the immediate result ofx= creation, throughxof a fixed but re-
leasable connection betweenand some  with the effect of x
barring some access t@. x

In (c.iii), theimmediate resulbf x; may be construed as a state-of-affairs. We may als
have accidental activation, say, through an inateragent, which may have an immediate
result as in (c.iii); this does not correspondh® purpose of the lock.

The concept -logk is one-placebecause LOCKis a one-place attribute, or prop-
erty. The (one-placaptension or i1, of -lock- is {LOCKj}, and the (one-placegxten-

1% For the presupposed theory of lexical meanings /&b (1983: Ch. 13), and Lieb (1992a). Any déiami
of a concept nhame becomes part of an empirical thgsts when the concept is claimed to be a lexical
meaning of a morphological or syntactic unit orguigm. Whenever a concept name is defined in 88aye
to be used in lexical-meaning claims on Englisk, definitions were carefully checked against bot#jan
dictionaries and examples of actual use as founthernnternet. Some definitions may appear to berlgv
precise and circumstantial but their details areded to distinguish related concepts from one @&mathd
for properly interrelating concepts in word-forneatiprocesses by meaning-change functions. Thipés s
cifically true of the concept of a lock in (8) asderlying the concept of locking in (9), where ifistions
such as the one between a lock and a bolt areamled would like to draw the reader’s attentianan
interrogation episode in a recent detective noxehe PerryMidnight at Marble Arch London: Headline
Publishing Group, 2012, 40-42, where it is exattly concepts of a lock and locking as defined jnaf&
(9), with details as in (8), that appear to bevatt—a passage | hit upon omfter defining the concepts.)

™ Concept -lock will be the basic concept in the examples of siemm compounding (Sec. 3.4) and stem-
form conversion (Sec. 4.3).
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sion or el, of -lock is the set of all x such that x has LOGK{x | x has LOCK} = the
set of all locks.—A superscript notation is genlgralsed for naming intensions and ex-
tensions™-locky- , > lock - . Names of attributes are in capitals.

2.3 b. Examples of concepts (2): two concepts of lockiffg

From -lock- in (8) we obtain the verbal concept - Ipck (9), which is three-place:

(9) -lock- =4 the property of being a perception or conceptignch that {LOCK}
O the content of z, where:

LOCK; =4 the three-place attribute [relation-in-intensiofpeing an(xi, Xz, X3)
such that: for some x and,x

a. xO%lock:;

b. (X1, X2, X3, X4y Satisfies the purpose of x.

(‘satisfies’ in (b) means ‘has’: the purpose ofxaifour-place attribute.) The intension and
extension of -lock are, in superscript notatiof:lock: = {LOCK3}; ®*lock.: = {(X1, Xa,
X3) | (X1, X2, X3) has LOCK}.—Concept -lock: is used in sentences like:

(1) My friend locked the door.
It is notused in:

(i) My friend locked the lock / the padlock
(i) My friend locked the chain
(iv) My friend locked the house

Different if related concepts must be assumedoftked in these sentences.

In particular, the meaning ¢dcked in (iv) is a concept -logk, also obtained from
-locky-, the concept of a lock (surprisingly, -lgckcannot be obtained directly from
-locky-, the concept of locking a door etc.). Roughlgcld- is the concept of satisfying
the purpose of any ‘relevant’ lock (requiring thiare should be such locks):

(20) -lock: = the property of being a perception or conceptisnch that {LOCK}
O the content of z, where:

LOCKj3 =4 the three-place attribute of being@a, Xz, X3) such that:
a. for some x ands%
()  xO%*lock:,
(i) it is possible that for some»and %', (X1', X2, X3', X3) satisfies the
purpose of x;
b. forany x and xas in (a){x1, X2, X3', X3) satisfies the purpose of x.

X3 in (10) (eg., a door) corresponds tg ix (8), and xin (10) (eg., a house) corresponds
to X4 in (8). There may be many ‘doors3 xnto the housesx each one with its own lock

2 The two concepts figure in later examples of wimnation processes as follows: -lgclas a basic con-
cept in stem-form derivation (Sec. 4.1) and wond¥faerivation (Sec. 4.2) and as a result conceptdm-
form conversion (Sec. 4.3); -logkas a basic concept in word-form compounding (S&9.
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or locks x, but there is onlgne action x by x of activating all of them (this allows for
successive activation).

2.3 ¢c. The empty concept

For a general conception of lexical meanings as&ois, we also ne¢dde empty concept,
defined as follows:

(11) B (= the empty concepty the property of being a perception or conception z
such that the content of z is empty.

There isno z with this property; bis thus analogous to the empty set in set thdSris
the onlyzero-placeconcept; the notions of intension and extensionatapply.

The empty concept, a well-defined non-linguistititgn plays an important role in
our conception of word-formation processes: itysréference to the empty concept that
the ‘process cline’ is established.

2.3 d. Concepts as meanings

The concept -loak in (8) is one meaning of the noun-stem paradigrk " in (5a) and
its forms. The two concepts -lgekn (9) and -lock in (10) are different meanings of the
verb-stem paradigrock,™" in (5b) and its forms. Each concept is also a rimepof a cor-
responding word paradigm and its forms. We thuiveuat two different lexical words—
two verbsi(lock’, -lock-) and(locky", -locks), with identical paradigms but different, if
closely related, meanings. Assuming a single warduch cases, with a more general
concept as a meaning, and re-introducing the nyeific concepts as ‘senses’ or ‘mean-
ing shades’, is inadequate for word formation ustberd as the partial identification of
lexical words. For example, it appears from Pla21Q) that we would still have to treat
the ‘senses’ as basic in conversion processes.

The affix paradigms,™” in (5¢) and its three forms have the empty cont@s
their only lexical meaning, which is true of affparadigms and their forms in general:
semantic differences between affixes are not adeduior by different lexical meanings.

2.4 Paradigm bases: some essentials

2.4 a. General remarks

It is assumed that tHexiconof an idiolect system S has at least two parswibrd lexi-
conof S (see above, Sec 1.2 b) andléheme lexicomf S, consisting of thetemlexicon
of S, the set of stem lexem@3, b of S, and thaffix lexiconof S, the set of affixes (affix
lexemes) of S.

The lexical wordgP, b in the non-basic word lexicon, and also analogtes lex-
emes in the stem lexicon, are to be identified ®ans of word-formation processes and
inflection processes. These must be supplementedntgin other components of the idio-

13 Using the empty concept as a lexical meaning fof &drms and affix paradigms allows us to tredbads
aslexical without blurring the semantic difference betwetansforms and stem paradigms on the one hand
(typically, their lexical meanings are non-emptgdano function can be associated with them as m-gra
matical meaning), and affix forms and affix paradggon the other (their lexical meanings are engohyl
functions can be associated with them as gramnhaieanings). See Sec. 2.4 c, below, for discussion.
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lect system:syntactic paradigm base®r lexical words andmorphological paradigm
basedor stem lexemes; there are no paradigm baseffires (P, b. Paradigm bases are
theoretical constructs too complex to be charaatdrhere in any detail; the account given
in Lieb (2005) (modified in some respects, yet erentioned) is being presupposed.
There are some features of paradigm bases, thth@hare of immediate importance to
the present conception of word formation. The festumay be explained by going back to
some of the examples, again presupposing Englisled systems S.

2.4 b. Stem lexemes and lexical words

Noun-stem lexemes and nouns are chosen for exérafiih due to their simplicity in
English; verb-stem lexemes as in (5b) and verbdintigve been more convincing but are
too complex for initial exemplification. Considerate the superscripts):

(12) a. (P, b)=(lock'", -lock-), wherelock,"" is as in (5a) and -logkas in (8).
b. (P, by =(lock", -lock-), wherelock" is as in (4).

(P, b) is a stem lexeme, and B stem paradigm. The underlying paradigm basadan-
stem paradigms allows us to identify the followpairs for the stem paradigm:

0] (f1, J) = {locky, {UnspcaseSt, Sgi-St, UnsperSt}), and
(i)  (f2, B) =(locks s, {UnspcaseSt, Ph-St, UnsperSt})

These are the only elements of the stem paradigthtP= -lock- is identified as a mean-
ing of P, using the fact that b is a lexical meaningofiven J, and of § given 3. Simi-
larly, the pairs:

(i) (fs, ) =(locks, {Unspcase Sgh, Unsppet}) and
(IV) <f4| ‘J4> = <the.|. IOCkZI {Unsmase Sg\h Def}>

are identified by the underlying paradigm baserfoun paradigms as some of the ele-
ments of B, and b = -lock again is identified as a meaning ef P

Any paradigm base contains a component that iassification system on the basic
set of the paradigm base, such as the set of neum{f®rms, or the set of noun forms.
This component, calletthe functional systemsupplies the categories that may be elements
of the set J in an elemetit J) of a paradigm P. Thus th (i) and J in (ii) are determined
using categories provided by the functional systéithe nounstemparadigm base, and J
in (iif) and J in (iv) are determined using categories suppligdhe functional system of
the nounform paradigm base.

The noun-stem lexem@ock,"", -lock-) in (12a) isthe stem lexemef the lexical
word (lock", -lock-) in (12b). However, the function ‘stem-lexeme-af'riot basic in the
WLP model; forms of word paradigms are not constrdas in realizational WP models
since Matthews (1972)—as forms that ‘realize’ dartets of categories given a ‘stem’:
the WLP model is not realization&l.

1 Forlock, s, as a stem form, see abo®emarks on (5)

!> Generally, the WLP model does not easily fit thessification of ‘theories’ proposed by Stump (2001
Sec. 1.1).
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2.4 c. Affix lexemes

In contrast to Lieb (2005), paradigm bases areassumed for affixes (affix lexemes
(P, B), due to the fact that in addition to their shakexical meaning ball affix forms
now also agree in their categorization, which isH{As in Lieb (1983). The only remain-
ing problem consists in determining the affix forthat go into the same affix paradigm.

In the case of stem paradigms and word paradigmsgely on the lexical meanings
b of forms to collect paird, J) into a single paradigm. Similarlgameness of ‘grammati-
cal meaning’is one criterion when pair$, J) are to be assigned to the same affix para-
digm. Two kinds of grammatical meaning are distisgad in this context:

(v) category-change functiowghat assign sets of functional morphological caties
to sets of morphological categories, sets of syict@ategories, or sets of ‘pseudo-
categories’ (in the sense explained below, in 3&cb)

(vi)  meaning-change functiorghat assign concepts that are lexical meanindsrofs
to (pairs of) other such concepts

Identity functions are allowed as a limiting casdoth (v) and (vi).

In speaking of ‘grammatical meanings’ | do not assusigns’, represented inde-
pendently in the idiolect system, that consistofaffix form or an affix paradigm plus a
functiond or ¢ or both; rather, affix forms (therefore, affix pdigms) are directly related
to functionsé ande by appearing with them in (arguments of) word-fatimn or inflec-
tion processes.

Attempts to make affix forms into thegnifiantsof Sausurean signs by associating
with them ‘grammatical meanings’ as thsignifi€snot only run into trouble because of a
multitude of ‘grammatical meanings’ that may beocassted with a single affix form, cre-
ating problems, quite unnecessarily, of meaningilshs. meaning difference. Such at-
tempts also run afoul of the fact that the form/mieg association is as a rule conditional
on affix-external factors; thsignifiant should be the affix forntogether withthese fac-
tors, but this takes us well outside the domaisesfsible notions of ‘sign’. Our approach
avoids such problems: a given affix form plus ogemmatical meaning’ of either type
(function, functioneg) plus a relevant tuple of conditioning factors gmatly represented
in a single argument of a word-formation or inflentprocess in S, which does not imply
that the affix form together with the ‘grammatigakaning(s)’ constitutes a Sausurean
sign. This is in agreement with most of the morphal literature'®

Affix lexemesas here conceived are no Saussurean signs ditiner.they are con-
strued as paradigm/concept pairs, the concept lsioged as a lexical meaning of the
paradigm; but such pairs would not be signs in @ynary sense: ‘empty’ concepts and
improper paradigms are not admitted for such si@asistruing affixes on the formal pat-
tern of stem lexemes has the advantage that asseglof lexemes may be the origin of all
morphological classifications that are not restdcto individual forms. Such classifica-
tions then also yield classes of affexemedhat correspond to traditional classes of affix
forms The classification criteria are essentially pded by the way the forms of affix
lexemes are related to functiohande in word-formation and inflection processes.

16 vehement objections to a Saussurean-type signeption of affix forms were prominently raised by
Beard (1995: Ch. 2) in arguing against what heedalthe Lexical Morpheme Hypothesis’ (1995: 6);aff
forms, but not stem forms, are excluded as ‘lekioglBeard. Some approaches reject a sign states fev
stem forms; see Sec. 2.1 d, above, for conceptibstem forms as uniformly ‘morphomic’.
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Derivational affixesdiffer from inflectional affixeswith respect to these functions.
In particular,e may have to be excluded as an identity functiothen case of a deriva-
tional-affix form, but must be an identity functiavhen we are dealing with an inflec-
tional-affix form—inflection does not change lexicaeaning'’

Derivational affixes may differ from each other lwrespect to the type of functions
& ande that are correlated with their forms. It is by Isutifferences, especially in relation
to meaning-change functiomsthat the area of so-called affixoids (and analsgderiva-
tional particles) can be reconstructed: ‘affix’dsnstrued as an either-or notion but this
does not preclude an affixoid scale or cline talbgned on the set of derivational affixes,
or on the set of their forms (similarly, Boye andrtier 2012: 6, 30-32, on the distinction
between ‘grammatical expressions’ and ‘lexical esprons’).

Some distinctions between paradigm forms that ssergial to the present concep-
tion of word formation presuppose paradigm basescé, cannot be made for affix forms;
in particular: simple vs. analytic form and idiomeats. non-idiomatic form. These distinc-
tions will now be explained.

2.5 Paradigm bases and kinds of forms

It should be uncontroversial to claim thatflock; in (iii) is asimple actually, asynthetic
word form, and § = the, lock; in (iv) ananalyticword form (allowing analytic noun forms
in English). The distinction may then be carrieceioto f = lock; in (i)—a simplestem
form—and § = lock; s; in (ii))—an analyticstem form. Drawing these distinctions is justi-
fied as follows.

Any paradigm base is assumed to contain a funetiam part(mp) that takes each
form f in the basic set of the paradigm base (#teo noun-stem forms, of noun forms
etc.) and assigns to f a certain part (subset) it fnain part which may be identical to f.
The auxiliary part of f (which may be empty) is f without its mainrpaA simple formis
one whose auxiliary part is empty, analytic formis a non-simple form, &. one with a
non-empty auxiliary part. For exampleck; is both a simple noun-stem form and a sim-
ple noun form, wheredsck; s, is an analytic noun-stem form (auxiliary pagl), andthe
lock; is an analytic noun form (auxiliary pattre;).

Furthermore, any paradigm base contains a secowtida, centre that takes any f
in the basic set and assigns to it a certain nopkepart of the main part of f, theentre
of f, which may be identical to the main part. Tgexipheryof f (which may be empty) is
the main part of f without the centre of f. A fomith a many-word centre or a non-empty
periphery will be called amdiomatic form(the term is defined non-semantically, but is
largely co-extensive with its use on a semantiindedn). For example, itock; andlock,

s (stem forms), the main part = the centrl®ck;; the two forms are non-idiomatic. Simi-
larly, the centre oliock; (noun form) = the main partleck;, and the centre dhe lock, =
the main part Focky; once again, the two forms are non-idiomatic.

But consideun, lock, eds. Here the main part ism locky, the centrdock,, and the
peripheryurny: the form is idiomatic. It is also analytic, besauof its non-empty auxiliary

" Inflectional affixes and their forms are connectéth syntacticcategories that are sets of forms of lexical
words, such as, in English, Pres(-, Sy(RIS), or Sg(-, S). Some of these categories are semanticahy-i
preted: Pres(-, S), {{}, S), some are only indirectly relevant to senéemeaning: Sg-, S) (for details, see
Lieb 2005: 1625-1627). The interpretation of tategoriesdoes not, however, give rise to any ‘meanings’
of the affixes or their forms. See Viguier (2018) & large-scale application of this approach.



30 Background: the WLP model (2.6)

parteds. Now take the formum locky: this is idiomatic, because of its non-empty perip
ery um, andsimple because of an empty auxiliary part. Similarlye thord formlocks
up; is asimpleword form:up; is the periphery not the auxiliary part, whicterapty.

Neither the main part functions nor the centre fioms give rise to a division of
stem forms or word forms into constituents: thegrar head functionseither in morphol-
ogy or in syntax. Analytic forms as well as idiom&brms occur only as primitive con-
stituents; in isolation, they are ‘heads’ of thelwes, if heads at all. In particular, the dis-
tinction between simple forms and analytic formmaependent of constituent structure.

Word-formation processes in an idiolect system rd@tee only simple forms of
paradigms (which need not be synthetic); analgtimi& are obtained from simple ones by
functions of inflectiont® Thus,un, lock, is obtained fromock; by stem-form derivation,
and um lock, eds from um lock, by stem-form inflection; similarlylocked up, from
locked by word-form or syntactic derivation, amés locked ups; from locked up, by
word-form or syntactic inflection.

2.6 Fully specified units
2.6 a. Definition

Strictly speaking, theesult of applying a word-formation process is not anivitial
stem form or word form but fally specified unita triple(f, J, b where J is a category set
and b is a meaning either of f or of someffwhich f is a ‘citation form’; moreover, such
triples also provide thstarting-pointfor word-formation processes. The notion of ayfull
specified unit is as follows:

(13) a. (f, J, b is afully specified syntactic undf S iff there is a P such that (i) or
(ii):
0] (P, b is a lexical word of S, and, J) (I P;
(i) (P, b is a pseudo-word of S, and for some f
. <f1, J} O P,
B.  f=the citation form in S ofifgiven J and b [f = ci{J, b)(f)].
b. «(f, J, b is afully specified morphological undf S iff there is a P such that
(i) or (ii):
0] (P, bis alexeme of S, andl J) O P,
(i) (f, 3, b is a fully specified morphological word of S.
c. (f, J, b is afully specified unibf S iff {f, J, b is a fully specified syntactic
or morphological unit of S.

(Condition (b.ii) is relevant only in a contextiaflection and will not be discussed here.)
The more specific notions dbilly specified word form / stem form / affix fofmword
group (phrasepre easily defined, making obvious changes in (13).

2.6 b. Pseudo-words and pseudo-paradigms

The definitions in (13) presuppose axtensionof standard Word and Paradigm models,
and also of the Word, Lexeme and Paradigm modelgh (2005): in addition to word-
form, stem-form, and affix-form paradigms, we nowlude paradigms of phrases, calling

18 This is a deviation from Lieb (2005).
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them (syntacticpseudo-paradigmsAny pseudo-paradigm is a séf,{{K} )} where fis a
(syntactic) group and K is a (syntactic) pseud@gaty to which f belongs. The following
set R, is asyntactic pseudo-paradigof German idiolect systems S:

(i) P11 = {{fUnf, tAge, {{Nom, Ply, Unspsen UNSpet-group})}

The pseudo-category—'group category'—is automdtcalbtained from a syntactic
analysis of the phraséiinf, tage: {Nom, P, Unsgen, Unsped-group = the set of all
phrases f' such that, on some syntactic analydis 0 is ‘marked’ as Nom, Rl UnSsen
and Unsper.'® Given this pseudo-category and a suitable lexi@rpretation for the
phrase's primitive constituents, -five days- islgd as a lexical meaning ‘&finf; tage.

A pseudo-wordconsists of a syntactic pseudo-paradigm togeth#r & lexical
meaning of its forms; for example:

(i) (P11, -five days) is a pseudo-word of S, where S is a German idiclgstem.

If, in addition to syntactic phrasasorphological groupsre assumed, we may have
pseudo-lexemes in addition to pseudo-wordpsAudo-lexemthen consists of a morpho-
logical pseudo-paradigm and a lexical meaningsofatms. For example, assume for Eng-
lish idiolect systems S that

(i) Pi2= {(track drivey, {{Inf-St, Pres-St}-group}}

is amorphological pseudo-paradigrrick; drive, being a stem group that means -drive
trucks-. Then:

(iv)  (P1, -drive trucksyis a pseudo-lexeme of S.

However, | now prefer an analysis by whictick; drive,, initially stressed, is a stem form
obtained by stem-form compounding, available foe us stem-form derivationtr{ick
drive; erg); truck, drive,, categorized as {Inf-St, Pres-St}, is the onlynfioof a trapped
stem lexeme meaning -drive trucks-, a stem lexemwliich there is no corresponding
lexical word. Either way, the notorious ‘bracketipgradox’ presented by ‘synthetic com-
pounds’—an apparent contradiction between build¥umeaning and build-up of form—
is solved?®®

19 The correctness of these categories is presuppmsedMarking is via a so-called ‘marking functicaf.
Lieb (1993b: 438).

2 Following Lieber (2009: 367), the literature degliwith so-called synthetic compounds in Englisterst
two ways of assigning internal structure to relévstem forms such asulck; drive, ers: one that would
correspond to applying the compounding process #ftederivation process (the majority view), thkeo,
to applying the derivation process after the compling process (minority view). Since we are conteadn
with a semantic ambiguity—'driver of a certain tku@s. ‘person who professionally drives trucks'—tho
analyses may be correct: the majority view in fefato the first meaning, the minority view for teecond
meaning. Problems arise when the majority viewxiereded to also account for the second meaningj;ighi
avoided on our proposal. (Indeed, there is angblossibility that may be considered for dealing viltle
second meaning: instead of the compounding prosessiay apply the conversion process, starting faom
Verb Phrase such dsive tricks; the derivation process is then applied to theveosion-process result.)
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2.6 ¢c. Citation forms

In (13a), lexical words are treated differentlyrfrgpseudo-words: forms of lexical words
may enter directly into fully specified units. Inet case of a phrasethat is a form of a
pseudo-word, this is true of tletation formof f;: the form in which it is quoted as a lin-
guistic unit. While the citation form f of imay be identical to;f it may also differ from
f1, in particular, differ with respect to intonatidfor example (omitting the relativization
to idiolect systems S, categorizations J and meartx

(v) The citation form offlinf, tAge = finf; tage. (‘flnf; is destressed.)
It is (v) that is used in the stem-form compoundingcess leading up to the result form
(vi) finf, tAge wochs &,

meaning -five-day week:-. The intonation changevjr-partial destressing—should not
be construed as due to applying a word-formatiacgss, in contrast to the stress reduc-
tion onwoch e, that occurs in the transition frofinf, tage andwoéch e, to finf, tage
woch e,.2

2.6 d. Reliance on fully specified units

On our conception of word formation, applying a d«dermation process involves a tran-
sition from a fully specified unit to a fully spéed unit, not from simply a unit to a unit
(this proves untenable).

In its reliance on fully specified units the contiep is similar to the approach—
within a Categorial-Grammar framework and restddte stem-form compounding—that
is adopted by Hoeksema (1985: 12), who considengdasi triples to be elements of the
‘lexicon’, as does Aronoff (2007: 803 fn. 1) in mgithe term ‘lexeme’ (however, ‘lex-
emes’ in the sense of Aronoff 1994: 9-11 are mésdract than our fully specified units).
There are also similarities with word conceptiossdiimplicitly or explicitly in declara-
tive frameworks like HPSG, or in ‘parallel architiee’ (e.g., Jackendoff 2002a), from
where it is taken over by Booij (2010: 5-6) int® I@onstruction Morphology; also com-
pare atomare Konstruktionatomic construction) in Jacobs (2008: 6), andlitirsible
[lexical] nuclei’ in Beard (1995: 46); for Nolda@22b), see below, Sec. 8.3. Still, there
are major differences; in particular, the notiorfudfy specified unit presupposes a Word
and Paradigm model extended to account for psewtdsywith a different view of the
lexicon.

The conception of word-formation processes, gelyesald in an idiolect system,
will now be characterized by means of examples finglish for the three basic pro-
cesses, the compounding process, the derivatiacegsp and the conversion process. For
each basic process in English idiolect systems&nples will be given for the two major
subcases separately: the morphological or stem-fmogess in S and the syntactic or
word-form process in S. Syntactic groups (phrase)not figure in the key examples,
which reduces the fully specified units that ocmthe simpler case where pseudo-words
and their citation forms are not involved.

2L Citation forms are used in this context also byddq2012b: Sec. 5.2.3), who first noticed the matiional
change for German; it also holds in English.



B. The conception

3 Stem-form and word-form compounding in S: examples

3.1 dodor lock,: Introduction. The result and its basis

3.1 a. Introduction

Word-formation processes in the general sensel@iddubcases are to be identified with
functionso, and word-formation processes in an idiolect sys&ewith functionsi(S) =as
= ¢. The basic idea for these functions will now belaked, usingt = stem-form com-
pounding = st-comp, ang@ = stem-form compounding in (suitable English idmil sys-
tems) S = st-comp

It is the function st-comy the morphological subcase of the compoundingge®c
in S (comp), that is the word-formation process involved he formation of the lexical
word (déor locK, -lock for door). This function is used for the construction of gien
(i.e., non-analytic) stem forms, as informally icated in (i) (accent symbols for word
stress):

(1) The stem-form compounding in S
of: lock as a specific Noun-stem form, meaning -lock
and
door as a specific Noun-stem form, meaning -door-,
by means of:
a concatenation function and other functions,
is:
doorlock as a specific Noun-stem form, meaning -lock fardo

Theof-part and thdy means opart of (i) jointly render an argument @f= st-comp, the
of-part representing thieasis of the argument and tHgy means opart its construction
mode the is-part represents theesult—the value—of st-compfor this argument. The
construction mode consists of a number of functityvas apply to components of the basis
to yield the result. All word-formation processgsre to be functions of essentially this

type.



34 Stem-form and word-form compounding: examples (3.1)

3.1 b. Result triple, basic triple, and added triple
The result of applying = st-comg must be a fully specified stem forifa J, b:

(i)  (f,J, b =(doéor lock, {UnspcaseSt, S@-St, UnsperSt}, -lock for door)

The accent sign means primary word stress, la@naccent sign means no stress; argua-
bly, lock, has secondary stre<s.

The basis for applying st-commust containdck; anddoor,. Since the result is to
be a triple(f, J, B, we also start from such triples rather than fribia two individual
forms: we proceed from a fully specified stem fomith f; = 10ck; to the fully specified
stem form in (ii), having added a fully specifigéra form(f,, %, k) with f, = ddon:

(i) (fy, J, by) =(16cks, {UNnSpcaseSt, S@-St, Unsper-St}, -lock:-),
where -lock: is as in (8), Sec. 2.3; and
(iv)  (f2, B, bp) =(door, {UnspcaseSt, Sgi-St, UnsperSt}, -door?,

where -door- is a one-place concept that applieevaes for closing and opening (oth-
erwise, the concept will be left unspecified). T triples (iii) and (iv), in this order,
form the basisof the application of st-comgpihat yields triple (ii) as a resulff, Ji, by) is
the basic triple with the basic unitf;, the basic category sebr basic categorizationd,
and thebasic concepor basic meanindp,; (f, %, bp) is theadded triple with theaddition

f,, theadded category sét, and theadded concepty,.

3.1 c. Comments

The basic triple precedes the added triple in #msbbecause thleentre(cf. Sec. 2.5) of
the result formddor, lock,, i.e.,locky, ‘goes back to’ f = 16cky, and theperipheryof the
result form, ie., déor, ‘goes back to’ £ = déorn, (with which it happens to be identical).
Generally, the basic triple and the added tripkedistinguished in this way, and in an ar-
gument of the function st-corgpthe basic triple precedes the added triple. Tsechtriple

is also the one containing the category sebJwhich the ‘category-change function'—
Sec. 3.4, below—applies.

In theddor, lock-example the result triple is from an English ididil system S, and
both the basic and the added triples are from &éineessystem as the result triple. Being
from the same system should not be made into arglereguirement, though. In German
systems S, we may have stem-form compounding iittsadded triples from a system S
different from S; $may even be from another language, dslisinessan, zug - business
suit- (attested example), where the periph®ryiness presupposes an added triple with
buasinesg from an English systemy.§Complete or partial borrowing from English igcu
rently endemic in many languages, especially $6émman.)

22 For the phonological assumptions on English, e fibove; for the categorizations, fn. 7, andegalty
Sec. 2.1 a.
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3.1 d. From basis to result: the construction mode

In any construction mode there is a first pairwfdtions that may change the basic unit f

a second pair may change the additigriunction number five, ‘arrangement’, combines
the sequences that are obtained frgrand § by applying the two function pairs. (Relat-
ing the aspects athangeandarrangementn this way is not self-understood; it has sim-
ply turned out to be optimal.) Two more functiorz@unt for category change and se-
mantic change, respectively. The various functwilsnow be specified for our example,

and motivated by some additional data.

3.2 doon lock,: shortening, form change, and arrangement

3.2 a. Shortening

In an instance of a stem-form process in S, thee hast may have to be shortened before
being combined with the additiomrue shorteningf the basic unit occurs in typical cases
of stem-form cutting irg, as in the transition fromobile phdne to mobile, or of stem-
form back formation in (German systems) S, as @ ttlansition fromnét land, ungs
-emergency landing- toot; land, -perform an emergency landing-. In the first case,
apply the shortening function shefghdéne), or the shortening in S lphone, to mobile
phone, taking away its pagphdéne to obtain the new sequeng®bilg (still with secon-
dary not primary stress); in the second case,libdening function shogtungs) is applied

to nét land, ungs to yield the sequene®t, land,.?

The result of applying a shortening function mustags be a sequence. This hap-
pens to be the case in the two examples but ismgel true when we proceed fraéie
phone to phone. Here,phone must be adjusted, by a purely formal operatioadtist-
ment to obtain the sequenp@one. (The adjustment of a sequence is the sequeralk)its

Generally, when a&hortening functions applied to any (empty or non-empty) se-
guence of morphs or phonological words of S, itsdoeet change any members of the se-
guence but yields the difference of the sequence e of its (empty or non-empty)
parts, adjusted to make it a sequence. If theipainpty, we haveero-shortening irs,
with no overt effect.

Indeed,the basic shortening functigy; in the doon lock-example, a shortening
function for f, =16ck, is zero-shorteninn S:

0] B11(l6¢cks) = zero-shog(lock;) = Os(locks) = shorg(D) (10cky)
= Id(ijkl) =16cks.
(id = the set-theoreticlentity function)

True shortening must be admitted also fordtdditionin applying a stem-form pro-
cess; when stem-form compounding in German sys&imsapplied tdads -house- and
schul & -school- to obtaiachul haus -school house-, thereasshortening of the addi-
tion schul e,. In thedoor lock-example, we therefore assume zero-shorteningaalsbe
added shortenin@,,, for the additionf= do6or;.

% See also below, Secs 4.5 a and 4.5 b.—Shortenimgfidns must specify a relevant part of the umit t
which they apply, and are therefore quite specifiis does not preclude general ways of determitiiegn.
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3.2 b. The importance of shortening functions

Shortening functions may be far from marginal. Thés recently been emphasized by
Masini & Benigni (2012) for word formation in Ruasi, where, among others, the Rus-
sian version of theanobilg phdéne-example is analysed in a constructionist framework
(the analysis differs from, but is compatible witfie one given below, in Sec. 4.5 a).

The English and Russian examples are similar tmmees of ‘subtraction’, on the
level of syntactic rather than morphological unitsManova (2011: 45), ‘subtraction’ is
recognized as a ‘basic morphological technique’ saldsequently (Ch. 4) discussed in
detail for three Slavic languages. Shortening fimmst may be taken to reconstruct sub-
traction to the extent that subtraction is meantetmove complete morphs or complete
phonological words from a sequence of morphs odgjarather than remove proper parts
of morphs or phonological words; this would congé&form changeon our account.

It will eventually turn out that we are dealing Wwitonversionin S (below, Sec. 5.4)
in the two examples, with shortening of the basit (basic shortening). In Sec. 3.2 a,
‘added shortening’ was justified fatem-form compoundingy S. Basic shortening can
also be used to show that so-called ‘analogicaldwormation’ (a case of ‘paradigmati-
cally related words’ as assumed in Construction fMotogy: Booij 2012: 354) is, as a
matter of fact, based on thempoundingrocessn S or thederivation procese S.

For example, there are the following two fully siied stem forms in German sys-
tems S hauds frau,, {Sgn-St, ...}, -house wife- and(haus mann, {Sgx-St, ...}, -male
partner having taken over the house duties of adauife). It may be claimed that the
second triple is either formed directly fronmaann-triple and ahaus-triple, or formed
from thehaus frau,-triple ‘by analogical substitution’ (two solutiomiscussed in Nolda
2012b on the basis of Becker 1993). However, ttaamgte may be rendered as a case of
stem-form compounding in S where the basic triglehiehals frat-triple, the added
triple is amann-triple, and the shortening function is skffrau,) applied tohaus frauy;
stress reduction is applied toann and concatenation yields the result form. On this
analysis, neither does thaus mann-triple result from applying stem-form compounding
to amann-triple and ahaus-triple, which is counterintuitive, nor do we hatweapply a
special word-formation process of ‘analogical silbbn’ to obtain thehals mann-
triple directly from thehaus frau,-triple, an unnecessary complication; the alteveati
analysis is to be preferred.

Our analysis of the example involves ‘substitution’the sense of first applying a
shortening function and then applying concatenatiera special case of an arrangement
function. In Manova (2011: 45), ‘substitution’ isillslisted as a ‘basic morphological
technique’ and is exemplified by the Bulgarian vamnsof the English paimarx ism, /
marx ist,. This ‘technique’ imot basic, though. It can be rendered as a combinafi@n
shortening function and an arrangement functiongihdy, Manova’s ‘addition’, another
‘basic morphological technique’). In thearx isn, / marx ist-example, we are dealing
with derivation in S not with compounding in S lagfain, basic shortening is followed by
concatenation: informallynarx ist, is obtained frommarx ism, by ist;-derivation in S,
first applying shog(isny) to marx ismp, and then concatenating the result visth.

Actually, there are two ways of understanding ‘s$iioigon’: either as the combina-
tion of ashorteningfunction and an arrangement function (typicallgoacatenation func-
tion), as in the example just discussed, or asc@imebination of &orm-changefunction
(below, Sec. 3.2 c) and an arrangement functioe. Setond interpretation would apply if
an unanalysed stem formarxism were to be assumed in the example, plus the replac
ment of theismpart of marxism(taken to be a single morph) by mt-part, the replace-
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ment being effected by a form-change function; waul¥ then be confronted with the
conversion process in S, not the derivation pradéssay not always be easy—compare
some examples in Stump (2010: Sec. 2)—to decidelwimterpretation should be as-
sumed.

As demonstrated by theobile phone- andtéle, phone-examples, we may still
have to apply proper form change to the sequerstdtireg from shortening. This is also
true of theddorn lock-example, wherdock, the result of zero-shortening, must be
changed to unstresskatk;.

3.2 ¢. Form change and primitive change

In order to account for unstresdedk,, we introduce a functiof, = destressingn S, or
destg, that operates ofock; and assigns to it the sequeroek,, i.e., removes word
stress:

(i)  destr(lock;) =lock,

Formally, the effect of desfonldck; is the replacement dH} by {L}, or {H}/{L}. This
function takeddck, and changes the intonation structure of its ongmierlock (as in

(7), Sec. 2.2) by replacing the indicator of prignarord stress, {H}, by the indicator of
lack of stress, {L}. (If secondary stress lmtk; is assumed, &., if f is to beddor; 10cks,

we would have a function by which {H} ildck is changed to {H, L}, the indicator of sec-
ondary stress.) {H}/{L} is aprimitive change functigrand destris aform-change func-
tion, the basic form-changén this example, desthas an effect only on intonation struc-
tures since desfiiocky) = {H}{L}( I6ck); in other cases, sound sequences and constituent
structures may also be affected by destressing.

There may of course be form changes that affegt i@ sound sequences, or both
the sound sequences and the constituent strucages,the transition frordéep to dép
when stem-form derivation witth; is applied to yield the result foraeép th,. Here, the
basic form-changp,. is vowel-reduction ir5, which involves two primitive change func-
tions, a sound-change function, /ii/-replacemen$jrithat changes /ii/ to /e/ in the sound
sequence ofléep and a structure-change function that subsequewljlysts the constitu-
ent structure to the new sound sequence /dep/eTibero intonation change; this may be
expressed by allowing thieentity function id, as anintonation-change functiornSince
there need not be either a sound change or awteuchange, identity should be admitted
also as a sound-change function and a structunegelfanction.

On the other hand, primitive change functions, oheach type and none of them
identity, may co-occur. In the transition from teeem formsudan, assuming a long
vowel on the second syllable and an extrasyllatictd the stem fornsudan ése, with
the short central vowel on the second syllablstmfanand again with an extrasyllabic /n/,
we apply a basic form-change functionsiedan, to be calledstress-fronting with vowel
reduction inS, that simultaneously affects the intonation stng the sound sequence,
and also the syllable structure assuming that bmgels are represented through dou-
bling.

It should be emphasized that form-change functaperate at the phonological not
the phonetic level (distinguished as in Lieb 20@8)nges irrelevant to word formation—
such as final consonant devoicing (obstruent tgpsim German or in Dutch—are not
covered. But consider a form change that is a plogeal effect of applying a word-
formation process, such as the form change in & badt that is due to combiningse
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with the unit: this will indeed be represented tigb a form-change function that is con-
nected with the process, rather than be treatezpmratlently of the process.

In proceeding from,f=106ck; and $ = doon, to f =ddor; lock,, the members (there is
only one) of § remain unchanged; this is also true pirf the transition fromf= déep
and § =th; to f =dép th,. But such constancy of the additionniust not be generally
assumed: not only do we need a form-change fun@tigfor the basic unit;fbut also a
form-change functiorg,, for the addition £ the added form-changd-or example, the
German affix form f = heit; is changed td&eit; under certain morphophonological condi-
tions (to be satisfied by the basic unit), andyteit; under others (for the much-discussed
details, see Barz 2005: 732-733). More importarfdyn change forf must be allowed
whenblending processes i8 orreduplication processes i are applied, as subcases of
compounding processes in S.

In the door;, lock-example, the basic form-chanfle and the added form-change
B2 are as follows:

(i) P12 = destg = destressing in S
(iv) P22 =id = (set-theoretic) identity

(The addition § = ddor, is left unchanged by the form charfiye)
Applying the two form changes to the shorteningultss we obtain the pair of se-
guences to which an arrangement functi@pplies:

(V) ((Br2(B1a(fa)), B2o(B21(f2)))
= (destg(0s(l0cky)), id(0s(dbon)))
= (locky, doory)

3.2 d. The arrangement function

The pair({locky, déor;) is a pair of (unit) sequences. The form €@éor; lock, is another
sequence, obtained from the pairibyerse concatenation’.
This function applies as in:

(vi)  y(B12(B11(f1)), B22(B2a(f2)))
J(deste(0s(10cky)), id(0s(dbor)))
lock, © déor,

=ddbor, lock,

In this example, then:
(vii) v = the arrangement function = inverse concatenation

It is here that the construal of all morphologi@add syntactic units as sequences—
including unit sequences—is of vital importanceguences are sets, and functignare
purely formal, set-theoretic operations on péits™) of sequences.

Concatenation functions are a special case ohseirétic operations on sequences
but not the only one; ‘non-concatenative morpholdgyust as easily accounted for as
concatenative versions are, in both its replacsfeat (through form-change functions)
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and its combinatory aspect (through arrangementtifums other than concatenation or
inverse concatenation).

Arrangement functions may change the order of mesnbef' or f" but may not
shorten or lengthen the sequences, nor may they desess to the members themselves:
all changes within the members of the basic formor fthe additionfand any removal of
pairs(n, w) that are necessary to arrive at the result fomu$t have been effected by the
shortening and form-change functions before thengement functiop applies.

One way or the other, the arrangement functionthadnodifying functions, short-
ening and form change, are sufficient to deal i transition from the basic form and
the addition, say,;f=16ck; and $ = door, to the result form, g., f =ddor, lock,. We
must still consider how the result categorizatioand the result meaning b of f are ob-
tained.

3.3 dodor lock,: category change

3.3 a. The category-change function

In theddor, lock-example, the basic category sgtablded setyJand result set J are iden-
tical: {UnspaseSt, Sgi-St, Unsper-St}. But from a general point of view, this is &ben-
tal; in particular, we must allow for a change mirg from the basic set fo the result set
J. This is typical of stem-form derivation, as e ttransition fromdéep, J, -deepy to
(dép thy, J, -depth; where J = {Neuty-St} (Neutral with respect to Noun-stem distinc-
tions) and J = {UnsfuseSt, Sg-St, UnsperSt}. Generally, we need eategory-change
functiond that takes the basic category setidd changes it into the result set J.

Intuitively, & in a construction mode is to changethe basic category set, into J,
the result category set, by taking a proper or oppr non-empty subset J' qfand re-
placing it by a non-empty set J"; that is, wetfiem the set-theoretic differenc@d and
then the union of. 10" and J™:

() 0(d) = (Q\IHO J" =J.

The two sets J' and J" must be given as part arwblpofé. This is achieved by construing
d, a function, as the value of another functior{definable in set-theoretic terms), on the
pattern of:

@iy  6=J-to-J".

Combining (i) and (ii), we obtain

(i)  8(H) =J-to-J'(@ = (A\JI)OJ"=J.

In thedéep / dép thy-example, J' =13= {Neuty-St}, and J" = {Unsp.ssSt, Sq-St,
Unsper-St}, that is,

(iv) 6 ={Neuty-St}-to-{UnspcassSt, Sg-St, Unsper-St}

Applying 6 as in (iii), we obtain:
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(v)  o({Neuty-St})
= {UNnSpcaseSt, S@-St, UnsperSt}

Here, we haveomplete replacemeif the basic category set The other extreme is no
change at all, as in théon, lock-example. This is covered again by allowihgp be the
identity function.

Remark As appears from the example, the addedsébds not figure in the argu-
ments of the category-change functi@nrather, it helps to choose the functidrtself.
The added category setid excluded from the arguments of the categoryxghdunction
because what is subject to change is the basigar&ation, not the added category set,
which plays only an auxiliary role.

3.3 b. The word-category assignment

Category sets like;,JJ, and J consist of categories that are sets ofo8uch category
sets, plus a functiod to provide for transitions between them, are reit sufficient to
account for all categorial aspects of word formatio

Consider (2) in Sec. 1.4, repeated here as:

()  (déor lock, -lock for doon, (l6ck"”, -lock:-), (d6or", -door), stem-form com-
pounding in $ 0 word formation in S.

Given (i) and the information thaibck", -lock-) is an element of the lexical-word cate-
gory COUNT NOUN in S, we know thatéor lock’, -lock for door) also is. Arguably,
this is implied by SgSt being an element of both dnd J as these are specified in (iii)
and (iv) of Sec. 3.1 b, and -laekbeing a concept that applies to things. Sti#, féct that
(déor lock’, -lock for door) is a count noun due tck", -lock-) being one is a fact
about a complete lexical wot@, b not about one of its forms or about a form ofstism
paradigm. This fact should therefore be accountedtfter the lexical word has become
available®*

| therefore assume a functienwhose domain is the word formation in S such that,

if (P, B, (P, by, (P2, ), @) O word formation in S, theg((P, B, (P, by), (P2, ), ¢)—
i. e.,the word-category assignment$to (P, b given({Ps, by), (P», b)), and p—is a set of
lexical-word categories of S to whigl, b belongs. An analogous function sfem-
category assignment i@ is also needed. Both assignment functions mawtbmiuced as
subcases of a single functidexical-category assignment B, if (P, b is allowed to be
any lexical item of S, i.e., any lexical word oerst lexeme of S.

Remark. The lexical-category assignment of S may be intced as a separate
morphosyntactic component of S (below, Sec. 6.9k following types of lexical-word
categories (analogously, stem-lexeme categorieyg)bmaaconsidered as potentially deter-
mined through word formation: (categories of) pafrtspeech, gender, government, and
inflection class. It may well turn out that in wood lexeme formation in S all of these
categories are determined {&, b by the word-formation procegsalone, due to proper-

%4 This is contrary to Nolda (2012b) where lexicalrdi@nd stem-lexeme categories are already accounted
for by a component of a quadruple that is othenaisglogous to a fully specified uift J, b in our sense;
however, Nolda does not attempt to directly idgnixical words in word formation (see below, S8ck

and 8.3).
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ties of the basic, added, or result triples. Is tase, the lexical-category assignment need
not be a separate component of the idiolect system.

Returning to thel6or lockexample, we now consider its semantic aspect.

3.4 doon lock;: meaning change. Summary

3.4 a. Identifying the result meaning?°

Theresult meaning must be determined from thasic meanind, and theadded con-
cepthy; in our example, b = -lock for door- is to be deieed from h = -lock- and b =
-door-.

The intension of the result concept b = -lock foord consists of a property that is
informally characterized by the following formula:

0] the property of being an x such that:
x is a lock, and there is an x' such that x is méarx' and x' is a door.

What is involved in (i) is tw@roperties being-a-lock and being-a-door, plus aakation,
is-meant-for. The two properties are equivalenteéspectively, being in the extension of
the concept -logk, defined as in (8), and being in the extensiomhefconcept -door-.
Being related by the relation is-meant-for is egiewt to being in the extension of a two-
place concept - meant-for-:

(i) (x, X 0 % meant-for- iff: x is a [lock-type] appliance, ahé intended that it is
possible that there are,»,, and % such thatx;, x» X', X4) satisfies the purpose
of x.

A lock-type appliance is an appliance whose purpgss@ermally like the purpose of a
lock, see (8). This must be required because apgme’ in (ii). Formula (i) is equivalent
to:

(i)  the property of being an x such that:
x O ®%lock-, and there is an x' such that; x) O ** meant-for- and x1 ¢* door- .

Property (iii) is a property of real-world objects such as locks. This property may be
obtained by a function that applies to the paicofcepts(-lock-, -door) while at the
same time newly introducing the relational concepteant-for-. Call this function
‘“meant-for--SPECIFYING’, or ‘'SPEC(- meant-for- Py short. We then have:

(iv)  SPEC(-meant-for-)(-logk -door-) = (iii); to be read as: ‘the - meant-for-
specifying of -lock: by -door- is (iii)’

Property (i) = property (iii) is identified by (ias follows: it is the value adopted by the
function SPEC(-meant-for-) for the argument thathes concept pair consisting of: the
basic meaning -logk and the added concept -door-.

% See Sec. 2.3, above, for the presupposed bacldjinsemantics.
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Property (iii), aproperty of objectx, is not yet the concept -lock for door-. Assum-
ing the presupposed theory of concepts (above, 58@), the concept -lock for door- is
to be acontent-basegbroperty of perceptions or conceptiorzsthat consists in each per-
ception or conception z havingcantentthat is a set of properties of objects x. Informall
-lock for door- is to be the property of being ecpption or conception z in whose content
property (i), identified as in (iv), occurs. Moreepisely, -lock of door- is:

(v) the property of being a perception or concapasuch that {SPEC(- meant-
for-)(-lock-, -door-)}] the content of z

Property (v), a property of perceptions or coneaej may be obtained by a func-
tion called ‘spec(-meant-for-)’, or ‘the -meant-fepecification’, a function that is like
SPEC(-meant-for-) but has properties of perceptort®nceptions z as its values instead
of properties of objects x:

(vi)  spec(-meant-for-)(-logk -door-) = (v); to be read as: ‘the - meant-for- -
specification of -lock by -door- is (v)’

This finally allows us to actuallgiefinethe term'-lock for door-
(vii)  -lock for door- 3 spec(- meant-for-)(-logk -door-)

Presupposing the theory of concepts, it followsnfrgvii) that -lock for door- is indeed a
concept (more precisely, a ‘potential’ conceptasylas nobody ‘has’ it), whosetension

is the unit set of property (iii) and whose&tensionis the set of all objects x that have
property (iii), i.e., the set of all locks that are meant for doors.

The status of -lock for door- as a concept is iaddpnt of being a meaning in any
language. It is an additionampirical assumptignto be made in a grammar of English,
that -lock for door- defined as in (vii) is indeaaneaningof the word paradignadéor
lock” in English idiolect systems S, an assumption i@y be wrong (it should be right).

3.4 b. The meaning-change function. Specifying and speaiftion

The way the result meaning -lock for door- has héentified may seem unduly circum-
stantial. However, the identification presents a-trtvial example for the way result
meanings are identified when the compounding pooegliolect systems S is applied in
one important case: applied to obtain ‘determimatoompounds of a basic type that may
well be represented in any language that has congsourhis type may be callexkter-
nal-relation compoundue to a feature of the underlying subcase ottimpounding pro-
cess: the subcase involves meaning-change functi@misintroduce an additional rela-
tional concept ‘from the outside’; using this copgethe basic meaning; bitself non
relational, is further specified by means of thdexticoncept b (If by is a relational con-
cept, I itself provides the relation to be used by the mmegchange function, and we
obtain aninternal-relation compoundyariously called ‘Rektionskompositum’ in German,
or ‘VN-compound'—one type—in English.)

There are two interrelated functions in tthéor; lock-example that may be sug-
gested as the meaning-change functiogither the - meant-fospecifying(SPEC(- meant-
for-)), or the -meant-forspecification(spec(- meant-for-)). It is only the second fungtio
based on the first, that may be chosen: both fansthave pairs of concepts as their ar-
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guments but only the second directly assigns th @ao another concept. The meaning-
change function in thedor; lock-example is therefore assumed to be:

(viii) &= spec(-meant-for-) [‘the - meant-for- -specifiaalio

It appears from (viii) that the meaning-change fiorce itself is the value of a func-
tion, viz. the value assigned to the concept - miantby the functiorspe¢ or specifica-
tion. Indeed, - meant-for- is not the only concept thatlifies as an argument of spec: we
may have not only -meant-for--specification bub alshaped-like--specification, -placed-
on--specification, etc., functions that apply{ttock;-, -door) or to some other concept
pair. All these functions share one basic featilmey arespecification functionsvalues of
the single function spec. Therefore, a definition‘épec’ or ‘specification’ is in order, to
be based on a definition of ‘SPEC’ or ‘specifyir(gertain generalizations of the defini-
tions may have to be considered):

(24) Suppose that land b are one-place concepts and b' is a two-place pbnce
a. SPEC(b)(h by) [the b'-specifying of bby '] =4 the property of being
an x such that:
()  xO%,.
(i)  thereis an x' such thatx, x 0 ®0" and xT **h,.
b. spedb’) (b, bp) [the b'-specification of pby k'] =4 the property of being a
perception or conception z such that {SPEC(RYH} [ the content of z.

This applies as exemplified in (iii) to (vi); in gigular, -lock for door- is the -meant-for- -
specification of -lock by -door-.

Remark on specThere is a well-knowmproblemraised by the basic type of deter-
minative compounds that | called ‘external-relatcmmpounds’: how to identify the rela-
tions used in forming such compounds. Clearly,dlae typical relations; is-meant-for is
one. However, the existence of ad-hoc compoundsaappo ruin any attempt to specify
such relations by enumerating them. Definition (@#¢rs a way out. For a given idiolect
system S, the relations to be allowed are exah#yones introduced by meaning-change
functionse as follows: there is a two-place relational conid®2ghat is an argument of the
spec function, andis the value of spec for b'; and for any argunibpthy,) of €, by and b
are ‘formally compatible’ with b' and are lexicakanings in S. No restrictions need be
imposed on b', which allows us to include ad-hompgounds however far-fetched the
underlying relation; in particular, given the veitganature of concepts b', we may safely
assume that application of a meaning-change fumetdirectly results in a concept that is
a lexical meaning of the result unit, rather thasuiting in a concept that is only ‘implied
by’ such a meaning (an approach followed in Nol@a2b, which now turns out to be
unnecessary for determinative compounding process&s nor have | come upon any
other case where ‘underspecified meanings’ woulcebeaired, or even helpful, in dealing
with word-formation processes). Types of relatiomsy still be distinguished, and rela-
tions may be established that are typically used.

3.4 c. Summary of thedoor; lock,-example

The functional character of stem-form compoundmg@ny idiolect system S now appears
clearly. We are dealing with a function= o in S whose arguments consist of a basis and
a construction mode as just exemplified. The addpte has a non-empty lexical mean-
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ing, which in the example is guaranteed by not mgised an affix form. Added triples
with a non-empty lexical meaning are generally nesglifor the compounding process in
any S. The word-formation process in the examplesed for the formation of a determi-
native compound. The meaning-change function issttoad as a function that is the
specification of the basic meaning by the addedatept) a two-place relational concept is
newly introduced by the meaning-change functioelfits'his approach can apparently be
generalized to the formation of all determinatieenpounds of a certain basic type.

The word-formation process used in the examplen$tem compounding in S, re-
sults in a fully specified stem-form of S; for thisason, it is a morphological word-
formation process in S. Analogously, word-form campding in S, to which we now
turn, is syntactic because its results are fullgcsed word forms, which are fully speci-
fied syntactic units.

3.5 Word-form compounding (syntactic compounding) in Siock; out,

Consider a sentence like:
(15) I lock you out from my house.

(The from-group is taken to be a complement, a ‘prepositiofgect’.) This can be ut-
tered as, among other things, a threat whose comtay be paraphrased 3®¢ one per-
son):

(16) Speaker is going to lock all entrances toohiser house so that the addressee has
to be on the outside.

There are good syntactic and semantic reasons—esupbssible modifiers fdock, outy
jointly, rather than fotock, or out; separately (apparent counterexamples notwithstand-
ing), and properties of sentence-meaning composiitm postulate a single verb form
lock, oG, with the centrdock, and peripherplt.?® The verb formlock; ot is the first
component in a fully specifieslyntacticunit, once again theesult of applying a function

0:
@ <Jb

= (lock; oub,
{Unsprers Unsprn, UNSpncos, POS, Minus-do, Pres, Act, Non-Cont},
.lock somebody out from some plaéé-

Thebasic triplemay be assumed as follows:

% A recent overview of research on particle verb&mglish and German, with a thirty-page bibliogrgph
still incomplete, is Etoré (2007), relevant to bdie present Section and to Sec. 4.2., below; IseeBaoij
(2010: Ch. 5), with special reference to Dutch, Hrelliterature quoted there. The ‘phrasal’ vs. keical’
nature of particle verbs continues to be a disptdeit, but there is no space here for a detailedudsion
of the literature.

2" In (i), ‘Unsp’ abbreviates ‘Unspecific’; Pps the set of positive verb forms (as opposed tm$osuch as
has nt locked olit Minus-do = the set of verb forms that do not exhibéperiphrasis, but still allow it. See
also fn. 7, above.
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(i) (f1, &, br) =(locky, J, -lock:)

Here, 4 = J in (i). The concept -logkis as defined in (10), Sec. 2.3. Asated triple
we have:

(i) (2, B, by =(oulty, {Pf}, -on the outside of-

What is used here, is the only elemémit;, {Pf}) of the improper paradigm of the adverb
(ouf’, -on the outside of-or(ouf’, -out-), for short.

The basic shortening;; is zero-shortening, and thmasic form-changé. is the
functionstress-reduction i1%:

(iv)  PB11= O P12 = stress-regl

reds is the function that assigns to a sequence fséugience " obtained from f' by re-
placing the indicator of primary word stress, {H}y the indicator of secondary word
stress, {H, L}, in the intonation structure of amember of f' whose intonation structure
contains {H} (there must be at least one such me&jmnbe

The added shortening,; is, once again, zero-shortening in S; #uded form-
changef,; is identity, and so is theategory-change functiod. The meaning-change
functione may be identified with a result function, to bdéled ‘res’:

(v)  e=result],
defined as follows:

a7 Let h be a three-place action concept apd bwvo-place concept.
reqbs, ) =4 the property of being a perception or conceptisach that
{RES(by, by)} O the content of z, where

RES(h, by) =4 the attribute of being aixy, Xz, X3, X4) such that:
a. (X1, X, Xay 0 %%y,

b, (Xa xa) 0%y,

c.  the state-of-affairs th&ts, xs) 0 %%, is a result of x

This applies to our example as follows: RES(-$ockout-) = the attribute of being gRry,
Xo, X3, Xa) sUCh that{Xy, X, Xa) 0 ®locks: and(xs, x4} 0 ®>out- and the state-of-affairs
that(xs, X4) O 2. out- is a result of x Informally: % is an action by xof locking all en-
trances to xwith the result—intended or not—thatis on the outside of;xWe may now
define concept b in (i) as follows:

(vi)  -lock somebody out from some place- [-lock qutys res(-lock:, -out-)

This is a four-place concept, by (17).

In summary, we may again assume that we are cdeftonith a functionp that
takes a basid, J, b, f2, B, ) and a construction mod@i1, P12, P21, P22, 7, 9, €), and
assigns to them a fully specified word form (forfaolexical word){f, J, b, a function
that is analogous to stem-form compounding in Sdoebs not allow the added concept b
to be empty (cf. non-empty -qut we are dealing witlword-form compoundingh S be-
cause theesult triples—not necessarily the basic or added triples—arky fpecified
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word forms. This issyntactic compoundingh S because word forms (forms of lexical
words) are syntactic unif§.

The dbor lock andlock outexamples are cases of standard non-copulative com-
pounding (determinative compounding). It is not iethately clear if or how the functions
involved in copulative compounding fit the same idou

3.6 Dealing with copulative compounding in S

3.6 a. The problem

This is not the place for a more thorough analgéithe various types of copulative com-
pounding discussed in the literature (including-éoonpounding’: Arcodia, Grandi &
Walchli 2010). Only one problem raised specifically the copulative compounding
process will be considered here, a problem whok#iso is crucial to the conception of
word-formation processes that is being proposed.

Consider the following fully specified word form§Bnglish idiolect systems S:

0] (painter poeb, {Unspcase Sou, Unspet, - painter-poety,
(i)  (painter poeb scllptos, {Unspcase SGi, UNSpet}, - painter-poet-sculptoy?’

Word form (i) may be obtained by applying the fuoctof word-form compounding (syn-
tactic compounding) in S to a basis consisting paatertriple and godettriple, the first
being the basic triple and the second the addele trather than the other way aroufid.

How do we obtain word form (ii)? Obviously, thenee dhree, not two, fully speci-
fied word forms to start from, one withainter, one withpéet, and the third wittsculp-
tor;. This might require a basis of three not two &#lthrowing into doubt the very dis-
tinction between a basis and an added triple.

Generally, we are confronted here with the probtémow to deal with cases where
a function of copulative (word-form or stem-forngnepounding in S appears to apply to

% There are other kinds of syntactic compoundinghsas, in German and Dutch systems S, syntactiec com
pounding that results in ‘noun + verb combinatiolile® Germanauto fahren-drive (a car)-, discussed by
Booij (2010: Ch. 4) as ‘quasi-noun incorporatidda-called phrasal names like Gernhegiliger vater- Holy
Father- are extensively discussed for Dutch anan@erby Booij (2010: Ch. 7) (Englidioly father-Holy
Father- may be subsumed here). Booij considers @eersyntactic compounds’; | would rather suggest
syntactic conversion as the underlying process.fliitier discussion, see the special issug/ofd Struc-
ture, 2.2 (2009); cf. Schliicking & Hining (2009).

# It is assumed here that we are confronted withueseces of, respectively, two and three phonological
words: painter, péeb; painter poe} sculptog, not with unit sequences of a single phonologiwald:
*painterpdet, *painterpoetsculptqr Both the two-member sequence and the three-mesdzprence are
forms of lexical words.

% painter, in (i) will then be the centre amqbes the periphery opainter, pées. This is a case of centre and
head not coinciding: on a traditional notion of thgaf. Scalise & Fabregas 2010), the head in (iuldidoe
péeb not painter. The stress assignment—secondary stress on the ¢rn primary stress on the periph-
ery, which is on the right—agrees with the resoli¢ained by Bell & Plag (2012) for (non-copulatiye?
compounds: “In general, the more informativgid| the more likely is the compound to be righessed.”
(2012: 516). In copulative compounding, the cemtfe@a compound form may be associated with greater
relevance (below, (19)) but the periphery with geeanformativeness (Sec. 3.6 d, below), and this i
marked in English—as it is in German—by primargs# on the periphery.
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a basis of more than two triples (the problem doetsarise with non-copulative com-
pounding).

3.6 b. The solution

There is a fourth fully specified word form invotvén (ii): the painter poet-triple in (i);
the painter, poet sculptog-triple in (i) may be obtained by applying worddfio com-
pounding in S to a bipartite basis consisting & ghinter pdet-triple as a basic triple
and asculptor-triple as the added triple. We arrive at (ii) wotsteps.

First, word-form compounding in S is applied toabtthepainter péet word form

in (i):

(i)  wf-compg(painter, J, -painter-,poet, b, -poet-, zero-shgyt stress-reg zero-
short, identity,”, identity, <) = (i),

where d = % = {Unspcase SQu, UNSpet}; the meaning changeremains to be specified.
We next apply word-form compounding in S to (i) astulptos-triple:

(iv)  wf-comps(painter poet, J, -painter-poet-sculptor, J, -sculptor-, zero-sheyt
stress-reg zero-shog, identity, ", identity, <) = (ii),

where 4, b, ande are as before. In both (iii) and (iv) the samection, word-form (syn-
tactic) compounding in S, is applied, each tima tmpartite basis; the second application
uses the result of the first as a starting-poiftviGusly, such recursive application could
be repeated any number of times, yielding four-memvord forms, five-member word
forms etc.

Generally, the followingsolution to the problem of a bipartite basis is proposed
(analogously, in part of the literature):

(18) Traditional copulative compounding of morerthevo word forms or more than
two stem forms is reconstructed as recursive agpdic of word-form compoun-
ding in S or stem-form compounding in S, each qoest as a function that ap-
plies to a bipartite basis consisting of a baspidrand an added triple; the recur-
sive application uses a single meaning-change ifumetof a specific type.

As an alternativen functions wf-comfXS) or st-com(S) could be considered, forr2:
functions that apply to a basis consisting of, eesipely, 2, 3, 4, etc. triples. The alterna-
tive may be rejected, provided solution (18) isatae.

This depends on suitable meaning-change functi@isgbavailable;copulative
word-form compounding i% (cop-wf-comg) andcopulative stem-form compounding in
S (cop-st-comg) may then be defined as, respectively, wf-cgrapd st-comgthat uses
an appropriate meaning-change function. | will remgue that types of suitable functions
¢ do exist. (The argument and its result are sunmediin Sec. 3.6 e, below.)

3.6 c. Meaning-change functions for copulative compoundingn S: and-functions

It is standard practice to assume that copulatdrepounding typically involves a ‘seman-
tic and’, in some sense, by which result meanimgohtained. Attempts to make this idea
more precise are rare and, | believe, not yetagtsuccessful.

The following definition of and’ (term in italics) turns out to provide a suitabke
sis for the meaning change functiofighat figure in typical cases of copulative com-
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pounding; as an example, the change functiam (iii) and (iv) will be identified on the
basis of the definition:

(29) Let h and b be one-place concepts, and b' a two-place coritept.
andb') (b, b,) =4 the property of being a perception or conceptisuch that
{AND(b") (b4, b)} is a subset of the content of z, where

AND(b") (b1, by) =4 the property of being an x such that, for somand x:

a.  x0%;
X1 is in the extension ofib
b. % 0%,

X2 IS in the extension of,b
c. (X {xu, x2}) O %"
the pair consisting of x and the se{ {x.} is in the extension of b’;
d.  (x1 0%y, [x2 O%by], x) O ** more relevant::
the state-of-affairs that xs in the extension of;bs more relevant with re-
spect to x than the state-of-affairs thatxin the extension of;b

By an ‘andfunction’ | understand any functiosn such that, for some concept b'=
andb’). The meaning-change functionsised in (word-form or stem-form) compounding
in S are, typicallyand-functions: this determines their type.

In thepainter poet-example (iii) and th@ainter poet sculptog-example (iv)c is
as follows:

(v)  e=and-mult-id-)

-mult-id-, or -multiple identity-, is a two-placencept whose extension is the set of pairs
(X, y) such that y is a non-empty set and x is ident@avery element of y (which implies
that y = {x}).

In (iii), the functione in (v) applies in the following way. Replacingibh'(19) by
-mult-id-, i by - painter-, andlby - poet-, we obtain:

(20)  and-mult-id-)(- painter-, - poet-) = the property dhgea perception or concep-
tion z such that {AND(- mult-id-)(- painter-, - pogis)a subset of the content of
z, where

AND(- mult-id-)(- painter-, - poet-) = the propertypefng an x such that, for some
x1 and %:
a. x 0% painter-:
X1 IS a painter;
b. % O poet:
X2 IS a poet;
c. (X, {X1, %2}) O *%mult-id-:
X is identical to xand to x;
d.  ([x; 0% painter-], [x O ** poet-], x O **>more relevant:

31 This may have to be generalized.—b' is a conceptrbughly, forming a complete entity out of parts
which justifies ‘and’: - multiple identity-, - mereglical sum-, -group-, - pair-, and similar concdfus.this
need not be specified in the definition beyondittwdusion of condition (c).
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X1 (= X) being a painter is more relevant with respex than x% (= x) be-
ing a poet.

(a) to (d) mean, informally, that x is a paintedanpoet, and being a painter is more rele-
vant with respect to x than being a poet.

The result meaning -painter-poet- in ffanter péet-example (ii) may now be
identified as follows:

(vi)  -painter-poet- gand- mult-id-)(- painter-, - poet-)

-painter-poet- is a concept; its (one-place) intensonsists of the property identified in
the AND-part of (20); its extension is the set bikahat have this property.

In the same way we identify the result meaning neaipoet-sculptor- in the
painter poeb sculptog-example (iv), using -painter-poet- as definedvi) 4s a basic
meaning:

(vii) - painter-poet-sculptor-g=and- mult-id- )(- painter-poet-, - sculptor-).

3.6 d. Comments

The notion ofand-function based on (19) characterizes the typesofantic change func-
tionse in all standard types of copulative compounding itnaditional sense, not only the
functionse in the copulative N+N type from which examplesgisas thegpainter poep-
andpainter poet sculptog-examples, are usually drawn.

For instance, we also have an adjectival type imfag, as irblat, weils -blue and
white- andblat, weil’ réts -blue, white and red-, applied to flags and otigects con-
sisting of parts that each have a distinct colauEpglish, phrases using the conjunction
and appear to be preferred in these cases). We ahlagléare either with word-form or
with stem-form compounding in S (a decision is mévant to the problem under discus-
sion). The meaning-change functioms and-sum-), wherandis as in (19) and -sum- is
the two-place concept of a mereological syr);{X1, X2}) 0 ®*sum- means that x is a
(the) sum of xand x (is the sum of two parts that make up Xx).

It may be questioned that a concept like - multigéntity-, used in (20), is actually
needed for identifying the meaning-change functiothe painter péet-example. This is
no longer true of -sum- in theaw, weild-example. The concept - multiple identity- now
turns out to be a special case of b' in (19), g#fendion of ‘and’.

Theblaw, weils-example also motivates the relevance conditionn(d)9) and (20):

a flag that is striped blue and white is differ&im a flag that is striped white and blue;
there is an ordering of stripes such that the bttipe comes first in a blue-and-white flag
and the white stripe comes first in a white-andebllag. Being the blue stripe is, in this
sense, more relevant with respect to the blue-amtevilag than being the white stripe,
and conversely for the white-and-blue f&g.

%2 The concept -blue-and-white- involves a relevamaglition as in (19d); so does the concept - whitk-a
blue-; and one condition is the opposite of theotthese are facts of lexical meaning with respebtad,
weill andweily blad,, hence, facts of the meaning of suitable sentenitsthese forms as constituents.
When a suitable sentence whlau, wéif is uttered, the greater relevance of being the plart of x vs.
being the white part (whatever x is in the utteeagituation) becomes a part of the utterance mgahat is
determined by the meaning of the sentence. Howeuteat the greater relevance of being the blue qfaxt
consists in, such as being the left-most stripa eértically striped flag, is not determined by theaning of
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Even in thepainter péet-example there is evidence, easily overlooked afoele-
vance condition as in (20d). Otherwise, discussairtbe following kind would not make
sense: ‘X was a painter-péet.—No, X was a poettpaia poet who was also a painter,
but more of a poet than a painter.’ (The semarifferdnce is not due to contrastive ac-
centuation, as it would be if ‘painter sculptor're@@pposed to ‘painter poet’.)

Generally,and-functions, likeand- sum-) oand- mult-id-), represent a kind of ‘or-
dered and’, not an ‘unordered’ one, which excludesommutative view of copulative
compounding, contrary to what tends to be implrethe literature.

3.6 e. Summary

Copulative compounding raises the problem of howld¢al with cases where more than
two fully specified word forms or stem forms app&arconstitute a basis. A solution was
formulated in (18) that would allow us to retairbi@artite basis also in such cases. The
solution was conditional on appropriate meaningageafunctions being available. | ar-
gued thatand-functions defined on the basis of (19) are appatgifor standard types of
copulative compounding (the generality of the ralee condition (19d) remains to be
established, though).

| have checked all types of compounding reportetheliterature that are clearly
compounding and are clearly copulative (see als@dbier, Valera & Kortvélyessy 2012:
88-92); some typeslaimedto be copulative compounding should be excludedua$,
either for not being compoundingiother child, is not a form of a compound but occurs
only as part of a compound form, or for not beingudative:6ak tree; is ‘determinative’.
| have come up with a single problem case for #su@ption thaandfunctions may be
sufficient: in view of certain kinds of co-compoung (such as the ‘brother-sister = sib-
lings’ type, see Arcodia, Grandi and Walchli 208&cs 2 and 3), it appears necessary to
also allowor-functions based on a definition air(b’)(by, by)’ that is by and large analo-
gous to (19), the definition odhdb") (b, by)'.

The solution proposed in (18) to the problem ofoa-bipartite basis in copulative
compounding in S is now accepted. We next turn dodwormation processes in S other
than compounding processes.

the sentence but is a part of the utterance medhaigs provided by situational context; it is,tins sense,
‘pragmatic’. This could possibly be made more pmecusing notions from ‘Relevance Theory’ (where
‘Relevance’ is unrelated to my term ‘more relevantf. Carston (2006); we may also consider appglyie
sentence semantics of Lieb (1983), which is ndahtoonditional and is utterance-oriented.
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4.1 Stem-form derivation in S (st-deg): un; l6ck;

4.1 a. Example

In the sentence

(21) My friend unlocked the door.

a verb is used whose stem lexeme has, among attmes,tin, 10ck,, fully specified as:
() (. J, b =(um l6cky, {Inf-St, Pres-St}, -undo all lockiny*

The triple in (i) is to be the result of applyintes-form derivation in (English idiolect
systems) S; this may be construed along the sareg éis stem-form compounding.
First, we assume the followirgasic triple

(i) (f1, &, by ={I6cky, {Inf-St, Pres-St}, -lock),

where -lock: is the concept of locking defined in (9), Se®, &vhich was obtained from
-locky-, the concept of a lock defined in (8).

The basic triple in (ii) is a fully specified stefiorm, just like the basic triple in our
example of stem-form compounding. The differencenfrstem-form compounding arises
with theadded triple

(i) (f2r B by) = (uny, {Af}, b°)

uny is a form of aderivational affix. We do not allow categories such as ‘Delivadl-
Affix form in S’ (in contrast to ‘Derivational Afft in S’). It is, however, sufficient to state
in (iii) that the added triple is a fully specifiedfix form to exclude stem-form compound-
ing, where the added triple must be a fully spedifimorphological or syntactic) unit with
a non-empty lexical meaning, hence, cannot be fix fafm, and to exclude stem-form
conversion, where the added triple is not everla $pecified unit.

We may also identify @onstruction modeThe arrangement function is inverse
concatenation (this exemplifies prefixation, simee are dealing with an affix form). The
shortening functiong;; andp,; are zero-shortening in S; tii@erm-change functionf.
andp,; are identity, and so is tleategory-change functioh Themeaning-change func-
tion ¢ is harder to determine.

As utterances of (21) would show, there must beegipus act of locking whose re-
sult continues to be relevant. Roughly, unlockingoar consists in deactivating (‘releas-
ing’) all relevant locks that have been, and sii##, locked. We may therefore cafinul-
ling the functione that takes us from the concepts -lodk (i) and 8 in (iii) to the con-

% 1t is well known that there are ‘sevenat’ in English, of different origin and with difficulword-stress
behaviour;un in unlockis unstressed according to tBaglish PronouncingDictionary (Roach et al. eds
2003). Assumingin, instead ofun; would leave the following analysis essentially fieeted.
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cept -undo all locking- in (i). We must presuppas®ncept of ‘appliance activation’, like
-locky-, so that reference can be made tqtimposeof an appliance.

Unlocking a door xthen consists in an action Ry an actor x such that: through
some action ¥ by some actor the door ¥ was successfully locked, and continues to be
so at x; and for every lock x of the doog ¥volved in the purpose of any relevant lock-
ing action X' by any actor ¥, it is true that the actiomy actor % consists in deactivat-
ing x. (If this sounds complicated, it simply refie the complexity of concepts that in-
volve appliance use.)

The meaning-change functiammay now be defined as follows:

(22) Suppose thatlis a three-place concept of ‘appliance activatiand b = 1.
annul(by, by) =4 the property of being a perception or conceptisnch that
{ANNUL(b 1, bp)} O the content of z, where

ANNUL (b3, bp) =¢; the attribute of being axy, X2, X3) such that:
a. for some X and ¥/,

(i) (X1, X2, X3y 0 %y,

(i)  x{'is successful at the beginning af x
b. forall %', x2', X4, and x, if

(1) X;"and %' are as in (a.i) and (a.ii), and

(i) (X1', X2, X3, X4y Satisfies the purpose of x,

then

(i) x4 is an action by xof deactivating x.

We may nowdefine -undo all locking- & annul(-lock-, ). A different concept of
unlocking, based on -logkin (10) and obtained through a slightly differémbction of
annulling, is used iMy friend unlocked the housevhich may be paraphrased as ‘My
friend undid all locking of some entrance to thesa’

In summary, theun, l6ck-example demonstrates how stem-form derivation in S
may be construed as a function of essentially éimeestype as stem-form compounding in
S, the differences residing in the added trifle.

4.2 Word-form derivation (syntactic derivation) in S (wf-derg): 10ck; Up;

4.2 a. The result and its basis

As a sample sentence, take:

(23) I lock the door up.

This may be paraphrased as, roughly:

(24) Speaker is going to securely lock the door.

The word formlock; Up, used in (23) is to be obtained by applying a wioirth process,
with the followingresult triple

% Arguably, the added triple may be from some sysiémar than S, provided the basic triple is from S.
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@ <JD
= (lock Upy,
{Unsprers Unspn, UNSpuees, POS, Minus-do, Pres, Act, Non-Cont},
.lock securely®

There is no problem with identifying thmasic triple

(i) (f1, &, b)) =(locky, J, -lock:)

What about thadded tripl®

It may be suggested that we tré@tk, Up, on the pattern ofdck; out: the lock,
out-triple in (i) of Sec. 3.5 was taken to be the hestiapplying word-form or syntactic
compoundinglassuming, in Sec. 3.5 (ii), the basic meaningkslonot -lock-); so why
not construe théock; upy-triple in (i) also as a word-form compounding rigsand as-
sume the added triple accordingly?

The problem is the semantic difference betweéh as used in (15) lock you out
from my houseandup; as used in (23)lock the door upwe may indeed assume a non-
empty concept, -on the outside of-, as a lexicalmmg ofout; given {Pf}, as required by
word-form compounding with a particle form; -sed¢yrethough, can hardly be construed
as a lexical meaning afp; given {Pf}, and none of the non-empty lexical me@s that
ap. does have given {Pf} is relevant in the contex(28); only the empty concep? be-
mains. We thus arrive at the following added triple

(i) (f2 &, b) =(Gpy, {Pf}, b%

Remark on the added category séfy in (iii) is a form of aderivational particle
but, again, this need not be made explicit: itusicgent in (iii) to state that the added tri-
ple is a fully specified particle formvith an empty meaning his excludes syntactic com-
pounding, where the added triple may well be a/fsfiecified particle form but must then
have anon-emptymeaning (such as -quin Sec. 3.5), and also excludes syntactic conver-
sion, where the added triple is not a fully specifunit.

4.2 b. The construction mode

From (ii) and (iii), we continue as in th&ck; out-example: the basic and added shorten-
ings P11 andpP,; are zero-shortening in S; the basic form-chghgés stress-reduction i1
(stress-reg), the added form-chang; is identity; the arrangement functigns concate-
nation; and the category-changadentity.

The semantic functioms is different, though, fronz in thelock; out-example: it
must introduce the ‘security’-feature of the resau#aning. Intuitively, any secure locking
is a locking x by an actor xof an object x (e.g., a door) such that the result gfig se-
cure. Now locking means that;, X, X3) together with some jxsatisfies the purpose of
some lock x. This again means (see (8)) thas»an action by xof activating x, and the
immediate result of xis: creation, throughx of a fixed but releasable connection be-
tween % and some xwith the effect of barring some access fdy xs. This result, then,
the creation of the connection, is secure.

3 For the set J, see fns 7 and 27.
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The meaning-change functiens defined accordingly, as a special case of dhe f
lowing definition schema:

(25) Suppose thatlis an n-place action concept, n > 2, ape b’.
secure-re¥by, by) =4 the property of being a perception or conceptisnch that
{SECURE-RES$(by, by)} O the content of z, where

SECURE-RE{b;, by) =4 the attribute of being axy, X, ..., %) such that:
a. Xy, X2, ...y % 0%y
b.  the result of xis secure.

We nowdefine -lock securely- & secure-re¥:lock:, 1).%
4.2 c. Summary

The triple(f, J, b in (i) may be taken to be the result of applyingad-form process =
a in S to a basis that consists of the basic tiialel;, by) in (i), the added tripléf,, %, )
insgii), and the construction modpaa, P12, B21, P22, 7, 6, €) In Sec. 4.2 b, where= secure-
res.

The functione is analogous, in all relevant respects, to stemm-fderivation in S, as
appears from a comparison @fvith the example in Sec. 4.1 for stem-form deromatIn
particular, the particle formp; in (iii), with its empty lexical meaning’bcorresponds to
the affix formumn in (iii) of Sec. 4.1, again with its empty meaniagd the semantic func-
tion secure-résin (25) may be construed as a ‘grammatical meaniogelated withtp,,
just as the function annul in (22) is a ‘grammadtic@aning’ correlated within. Due to
these correspondences, the functian S may be identified witlvord-form derivation in
S (wf-deg), or syntactic derivation irS. In word-form derivation, derivational particles
such as(up,’, b%, wheretp,” = {(Up., {Pf})}, are analogous to derivational affixes in
stem-form derivation, such &sn'", b%, whereun,"" = {(uny, {Af} )}.*’

%1t may be argued that secure-result functionsiatiily specific. A single meaning-change functiondll
relevant uses of the particle may indeed be sugdgeatfunction that assigns concepts somewhatdiiag
through with the action to its natural end’ (comgpdackendoff 2002b: 76, on sample sentencesupitis
an ‘aspectual particle’: “This means roughly ‘V NBmpletely™). My argument for syntactic derivation
would remain unaffected. Still, proposals for ag&nfunction meant to covetl relevantup-uses (such as
Etoré 2007: 119) turn out to be quite vague. ltudthdbe more adequate to assume several relatetddnsc
or families of functions. In particular, secureukgunctions apply to all concepts of creatingixed con-
nection, as irfasten/fix/link/lock/nail/sealltie up-See also Rich (2003) for the complex semantigsaofi-
cle verbs in German.

37 The derivational particles of a given idiolect system are the ‘core partickefsthe system whose forms
may be used for added triples in syntactic dervatCore particles, in the sensekarnpartikelin Budde
(2000), are, roughly, the particléB, b with b = If that cannot figure in the occurrence of any bgsin-
matical relation (nucleus or head, complement, fiedicoordination, and syntactic topic: see Li&d93b,
2011; Nolda 2007: Sec. 7.3.7). Derivational pagchre recognized explicitly by Drude (2004: Sed):6
modaleDerivationspartikelin Guarani. In Drude (2010), a case is made fowvadgonal verbs. (For further
discussion, see Sec. 5.3 b, below.) | restricueof the term ‘particle verb’ to verbs that inxe®h particle
in the narrow sense, in contrast to a much broasige found in the literature ge, in Muller (2002: Ch. 6).
The broader usage is critically discussed alreadyideling (2001).
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4.3 Stem-form conversion in S (st-cony): from lock to locking

4.3 a. Result triple and basic triple

It is an acid test for any theory of word formatioow it manages to deal with conversion,
in a sense where conversion is to be a word-foongirocess or type rather than simply
recategorizatiori® Once again, a ‘lock’-example will be used in amguthat the present
conception passes the test: there is a fungiiena in S, of the kind we are discussing,
that can be applied to yield (i) asesult

() ¢, J, B =l6cky, {Inf-St, Pres-St}, -lock),

where -lock: is the concept of locking defined in (9), Se8. 2.
As abasic triple we choose:

(i) (f1, J, by) = (16cky, {UNSPcaseSt, S@-St, UnsperSt}, -locks-),

where -lock is the concept of a lock defined in (8), Sec. &.8& intuitively clear from
the definitions (8) and (9) that there is a syst&naay, i.e., a function yet to be speci-
fied, for getting from -lock to -lock:-.

4.3 b. Added triple and arrangement function

The decisive question is this: what exactly isddded triple, and what is the arrangement
function? Theadded triplewill be assumed as in:

(i) <(f2 B ) =(f°, @, ),

where f = the empty sequence = the empty set, and @jsdbe empty set. The arrange-
ment function is:

(iv) y="=concatenation

Assumptions (iii) and (iv) appear to open up a riotes minefield: are we proposing
that fi = I6ck; should be concatenated with an empty morphologic#, possibly, an
empty affix form? The arguments against ‘emptyxafirms’, or empty units in general,
are indeed overwhelming.

But no such unit is introduced in (iii): the emmyquence (= the empty set) has
no linguistic statusin particular, since it is not a linguistic unihe question of how it
should be categorized does not arise.

Accordingly, 3 in (i) is the empty set, and asking if the emponcept Bin (i) is
a lexical meaning of’fis meaningless. As a consequerhe,added triplén (iii) is nota

3| here presuppose the recent comprehensive redfi@anversion research, with special referencertg-E
lish, to be found in Balteiro (2007a), (2007b); s¢so Manova (2011: Ch. 3). | uniformly use thertécon-
version', avoiding 'zero-affixation' but still acoging for relevant phenomena discussed underhbati-
ing.—An advanced treatment of conversion is NoRIal@b: Part C), for German, as yet unpublished.a~or
critical evaluation of Nolda’s general frameworlgiah is related to the Process Model, see below, e
Despite a different conception of conversion, Imalgses could be replicated in the Process Motielo(ld
not subscribe, though, to his semantic analysésstdnces of noun-to-verb conversion.)
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fully specified form; it is an ‘empty shell’ of sha form, which has nbnguistic status
other than serving as an added triple.

The importance of,fbeing f appears once the arrangement funcias identified
with concatenation: on purely logical grounds, émepty sequence is theéentity element
for concatenation (of sequencesk.ifor any sequence f,"ff = f° " f = f (as already
pointggd out in Sec. 2.2). Thereforg,iffi (i) concatenated with,fin (i) = 16ck, " f° =
|(5Ck1.

4.3 c. The shortening and form-change functions

The addition { is the empty sequence: this has immediate coneegsdor the added
shortening3,1, which must be zero-shortening in S, and the adoied change,,, which
must be identity. Moreover, in core cases of cosioar; the result form f is identical to the
basic form {, as indeed it is in our examplegi, the basic shortenirfyj; must also be
zero-shortening in S, and the basic form-changetiomf3,, identity. But this should not
be made into a general requirement on stem-fornvazsion: we should not exclude as
conversion the transition from, sasing to song, fall; to felly; or from pérfect to per-
féct—a point to be taken up below, in Sec. 5.4 b.

Allowing non-zero shortening and proper form chamfgethe basic unit when a
conversion process in S is applied increases tipdritance of such processes: we may
now construe processes of short-word formatioppahg, or even back formation as sub-
cases of the conversion process in S, provideadtegory change and meaning change
are allowed to be identity functions; for detaslege Sec. 4.5, below.

4.3 d. Category change and meaning change

In our lock-to-locking example, theategory-change functiod is not identity but is a
function {UnspaseSt, Sg-St, Unsper-St}-to-{Inf-St, Pres-St}. However, differently fra
what is typically required or implied for conversian the literature, identity should be
allowed as the category-change funcisaio increase the range of conversion processes.

Next, consider the meaning-change functiom our example, we have an action x
by actor % of locking (-lock-) an object x(a door). The actionixconsists in satisfying
the purpose of some lock x (-lgek i.e. consists in activating x, with the result ofatre
ing, through the activation of the lock, a fixedt beleasable connection between(the
door) and somesx etc. (see the definitions in (8) and (9), Se8).2ZThe functiore that
takes us from the concept of a lock (-lpgko the concept of locking (-logh can be de-
fined asuse-of

(26) Suppose thatlis an appliance concept, ang-=bb’.
use-ofb,, by) =4 the property of being a perception or conceptisnch that
{USE-OF(by, )} O the content of z, where

USE-OF(h, by) =4 the attribute of being aix;, X2, X3) such that for some x and
Xa,

a. x lel)l

b. (X1, X2, X3, X4y Satisfies the purpose of x.

% strictly speaking, proper subfunctions of concatim must also be allowed, to account for concten
with rearrangement, as in English fip, kéep from f; = kéep Up,: concatenation of,fand f (= f,) with
rearrangement of f
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We nowdefine -lock- =y use-of(-lock-, F).—It is primarily the semantic function that
determines the ‘direction’ in which a conversiondtion is to apply. And indeed, defining
-locky- in terms of -lock, rather than conversely, happens to be histtyicalrect, too.

In summary, the functiop = o in S that is characterized by this example isthlygh
calledstem-form conversion i (st-cony).*°

4.4 Word-form conversion (syntactic conversion) in S:fom locking-out to locking-
out from work-place

4.4 a. Example

It appears desirable to have a word-formation @eeén S =¢ such that
0] (locky oub, {Inf, Pres, Act, Non-Cont}, -lock out from workgzey,
is theresultof applyinge to the argument

(i)  (locky olb, {Inf, Pres, Act, Non-Cont}, -lock out, f°, @, I, zero-short, id, zero-
short, id,", id, ),

whereg remains to be specified.
Theresult conceptlock out from work-place-, to be obtained by g £, must
be a three-place concept b whose intension cortdistie following attribute:

(i)  the RESTRICTION"to -work-place- of -lock outand B = the attribute of being

an{Xi, Xz, X3) such that:

a. X is an action of x

B. for some ¥, (xs, X3, X2) O ** work-place- (ie., % is a work-place of xsup-
plied by »);

y. for all X, if (s, X3, X2) O ®> work-place-, then the effect of @n % and % is
the state-of-affairs that, for some and x%', (x1', X', Xs, Xa) 0 **lock out-
(i. e. given any work-placeyof employee xsupplied by employerxxit is an
effect of %'s action x that somebody—not necessaribrdocks » out from
X4).

While this may not yet do justice to all aspect#ined, legal and non-legal, it should be
roughly adequate, assuming that some physicaldgciut is necessarily included in an
employer's lock-out action. The essential poirthis: in order to arrive at our result con-
cept b by means af themeaning-change functichmust have access to the concept of

“0 Construing stem-form conversion in S as in Se®.ignot the only kind of analysis suggested bylithe
erature. As an alternative, we might consider aalysis of stem-form conversion in S—or any othemn-co
version function—that does away with an addeddrifgading to one-place word-formation processes in
(Nolda’s approach in Nolda 2012b, see below, S&&). here is, however, a major empirical reasan fo
identifying the conversion process in S and itscagbs with functiong as above: existence of theocess
cline in which the conversion process in S and its ssdgare readily included on our approach (see Secs
1.2 b and 6.3 b) but less readily, if at all, oa #iternative analysis (see Secs 8.6 and 5.4 e}rJap a
suggestion made to her by Lieb, Eschenlohr (1998pgses a conception of stem-form conversion in a
framework that is Integrational but still of the pe; the conception, which does without emptyitiest

too, is then applied to a study of conversion imrf@n; its results continue to be of interest.
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work-place, not yet available in the basis, sge Tihe problem may be solved by taking
itself as the value of a function whose argumergscancepts. This function will be called
restrictior®™* it assigns: to the concept of work-place:

(iv) &= restP*(-work-place-)

restt*, easily defined on the basis of RESTRICTGNs applied in (iii), is a function
that takeghreeplace concepts b’ (superscript 3) as argumentassigns to each a func-
tion ¢ that takes concept paifis;, by) as arguments, wherg I3 afour-place concept (su-
perscript 4); the values efarethreeplace concepts b.

‘¢’ in (ii) may then be replaced by ‘re¥f¢- work-place-)’, and ‘-lock out from work-
place-" in (i) by ‘restt*(- work-place-)(-lock owt, ), adopting as aefinition -lock out
from work-place:  rest?!(-work-place- )(-lock owt, &).

The only function thap can be identified with is a conversion functiomre spe-
cifically, word-form conversion in S since the riéswf ¢ are to be fully specified word
forms.

4.4 b. Objection to a conversion analysis

There is a major objection that can be raised, fadimaditional point of view, to assuming
a conversion function in (ajtock out’, -lock out from work-placég-belongs to the same
part of speech—verb—a®ck out’, -lock out-). True, there is a valency difference: one
verb is two-valued, the other three-valued (usetth &iprepositional group as a comple-
ment), but this would not suffice for having comsien in a strict traditional sense.

There is a forty-page review in Balteiro (2007a. @hof the positions taken in the
literature on this question—necessity of a parsjpéech change; Balteiro herself eventu-
ally adopts the traditional requirement (2007a:)114iraw the opposite conclusion from
her discussion: the requirement should be reje@sdrecently it has been by Manova
2011: Sec. 3.3.2); otherwise, clear cases—liketteeabove—that may be treated as word
formation are left in a word-formation limbo.

4.4 c. Other examples

Thelock; out-example discussed in this Section is not yet sepr&tive of the full range
of word-form or syntactic conversion. Another claakcase is provided by the nominali-
zation of adjective forms in German (most recedibcussed, and competently analysed,
in Nolda 2012b: Sec. 8.2), in contradistinctiontih® nominalization of infinitives and
infinitival groups, which are syntactic units buhese nominalization results in stem
forms in German (as shown by Nolda 2012b: Sec. @ftrary to Manova 2011: 113,
who discusses ‘syntactic conversion’ more generfaltyBulgarian, Russian, and Serbo-
Croatian, 2011: 111-121). Also, a large part obmdiformation, typically assigned to
phraseology or to lexicology in a broad sense, mayreclaimed for word formation
proper once due attention is paid to word-form evswn. For example, the adve®, b

= (off and 6, -intermittently) may be obtained from the citation form of the joéat
group 6ff; and, 6rz meaning - stopped and then continued- (or rathéajreed from a cor-
responding pseudo-word). Similarly, phrasal namiks heiliger vater -Holy Father-
(-Pope-) are obtained by syntactic conversion rdktae syntactic compounding. (In Pol-
ish, the phrase iéniety ojciec A + N; order is reversed in the phrasal name: f° andy

= concatenation with rearrangement.) In additibreré are unexpected word-formation
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examples due to syntactic conversion, such as,nigligh, the transition fronghave,
.possess to the tense auxiliaghave, b%).

Generally, the range of subcases of the convemiocess in S has now been broad-
ened to include processes whose place is tradityamard to define.

4.5 The range of conversion functions

4.5 a. Cutting and clipping in S

Given the conception of conversion functions andadic shortening and form-change
functions introduced in Sec. 3.2, we may now hagtainces of stem-form conversion in S
like the following one:

(i)  st-cony(mobile phone, {Unspcase SGi, UNnsped, -mobile phone-, § @, 1,
shorg(phdne), stress, zero-shog, id, ', J-to-J, sem-id)
= (m0bile, J, -mobile phong;

for J1 = {Unspcase S, UNSet}, J = {UNspraseSt, Sg-St, UnsperSt}, and the meaning-
change function sem-igemantic identitythis is the functiorz whose arguments are any
concept pairgbs, by) such that(by, by) = . Because of a non-zebasic shorteningthe
subcase of st-cogexemplified in (i) will be calledtem-form cutting it$, orst-cut.

There is another subcase of st-cothvat is similar to st-cgtbut must be distin-
guished from it; this istem-form clipping ir5, orst-clips, wherethe basic form-change
B12 IS a (stress-sensitivéjuncation function(essentially, ‘clipping’ in a traditional sense;
cf. Berg 2011), as in:

(i)  st-conw(japanése Ji, -citizen of Japan-2f@, B, zero-shog, trung(anése 1),
zero-shoy, id, ", J-to-J, derogatory)
=(japy, J, - speaker-disliked citizen of Japan-

for b = {UnSpase UNSpum UNSpert, J = {UNSpcaseSt, Sq@-St, UnsperSt}, and
truncs(anése 1) (apanése) = jap; (read: ‘the truncation in S anésein member 1 of
japanése is jap;). The meaning ofap; is derogatory, while the meaning japanése is
not. Being derogatory should be included in thenston of a ‘deictic’ concept (for such
concepts, see Richter 1988: Ch. 4, Lieb 1993b: S6¢.obtained through use of a func-
tion derogatory (der) such that, for any argum@nt b,) of the function, der(fh by) =
speaker-disliked@ (this would have to be spelled out).

Truncation functions in S are form-change functjomst shortening functions: in
one or several members w of a sequence f, theyvemoe or several parts; they do not
completely remove any member from the sequencey asn-zero shortening function
would. Since several members may be affected samedtusly by a truncation function,
such functions allow us to constraeronym buildingn S as a special case of stem-form
clipping in S.—Syntacticcutting and clipping can be treated in a largelglagous way.

4.5 b. Back formation in S

In a classical case like Germéamdt; land,, {UnspresSt, ..., Pres-St}, - perform an emer-
gency landing, from (not land, ung, {UnspcaseSt, Sgi-St, UnsperSt, Fem-St},
-emergency landing-we may now assume stem-form conversion in S, aviblasic short-
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eningpi; that eliminateg3, ung from the sequence £ not land, ungs. A more detailed
discussion of back formation is not possible haneibappears feasible to construe all
types of backformation processes in S as subcdssero-form conversion in S, or, pos-
sibly, word-form conversion in S. The meaning changback-formation use creates the
typical effect of ‘going back to something that waesupposed'.

4.5 c. Strict conversionin S

Differentiating between subcases of stem-form ordAform conversion in any S is both
possible and necessary. In particular, stem-formversion in S that requirgs; to be
zero-shorteningP;, to be identity, and or ¢ to involve a part-of-speech change—the
classical case of conversion—could be singled swgtrgact conversion inS. Narrowing
conversion functions down to strict conversion suounit to be problematic by blurring the
overall picture of word-formation processes, a ptorbe taken up below, in Sec. 5.4.

Applying strict conversion in S implies a changdeical meaning. This need not
be true of stem-form cutting in S, as exemplifigd(}, nor need it be true of stem-form
clipping in S. How do we separate such cases frdlaction?

4.5 d. The problem of meaning constancy

It is a defining property of inflection processémit they leave lexical meanings unaf-
fected, which normally does not hold of word-forioat processes in S. Could we not
construe all word-formation processes in S in a thay makes a change of lexical mean-
ing obligatory, neatly separating them from inflentprocesses? Unfortunately, identity
of basic meaning and result meaning is not easityuded, if excluded at all, for word-
formation processes such as clipping and cutting.iHow, then, are word formation pro-
cesses in S to be distinguished from inflectiorcpsses if constancy of lexical meaning is
allowed to occur also with word-formation proce§ses

Let us assume that stem-form and word-form inftectn S are functions analogous
to word-formation processes in S. Then the follginree-part condition may be formu-
lated as a necessary conditionifdtection processes in S.

Let (f, J, b and{f;, J, by) be the result triple and the basic triple, respelt, of an
application ofp. Then:

(i) b =by; and J# k; and J andJboth are sets of morphological categories of S, or
both are sets of syntactic categories of S.

The partial condition of ¥ J; requiressomegrammatical effect of inflection; thus, the
relationship between, say, Germarannes and manng, both of them Gen $gis not
reconstructed through inflection. The third part(ioj requires that morphological inflec-
tion in S must have a morphological basis in S, symtactic inflection in S a syntactic
basis (apparent problem cases such as Enfgligiet-me-notsor lookers-oncan be ana-
lysed in agreement with this requirement).

Now consider avord-formation process in S. Again, letf, J, B and{f;, J, b;) be
the result triple and the basic triple, respectivef an application of. We then assume
that:

(iv)  b#Dby; orb=1h and J andiJare non-inflective in S,

where ‘non-inflective’ is understood as follows:
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(v) J and Jarenon-inflectivein S iff (o), (B) or (y):
o J=4;
B. Jbut not Jis a set of morphological categories of S;
vy. J but notdis a set of syntactic categories of S.

Because of (iii) to (v), it now follows that no la€tion process in S is a word formation
process in S, and conversely, despite the factithaty is not excluded for the applica-
tions of word-formation processes in S: there maybnstancy of lexical meaning in an
application if the category sets J ancE non-inflective.

In particular, there may be constancy of lexicalameg in cases of stem-form or
word-form conversion inS. For instance, it is true of th@dbile phone-example in (i) of
Sec. 4.5 a that there is no meaning change. Howé&ver set of morphological categories
and J a set of syntactic categories, contrary t@)\J and Jare non-inflective. Therefore,
(i) as an instance of stem-form conversion in Basa case of inflection, by (iii), despite
the lack of a meaning change. Moreover, converiioations in S may also apply now in
borrowing: both [§) and {) in (v) are trivially satisfied if Jis not a set of categories of S
but of some other system.S

We may also have constancy of lexical meaning witehas been suggested for
compounding functions S, such as ‘compounds with synonymous constitlien Chi-
nese (Scalise & Bisetto 2009: 52): b 5 but also J =3J which excludes such cases as
instances of inflection, by (iii).

| do not know of any clear cases where b, miist be assumed with respectiagi-
vation processem some S. If there are such cases, J antldt be non-inflective by (v).

It was announced in Sec. 1.2 b that the two majbcases, the morphological and
the syntactic, of the three basic word-formationcpsses in S were to be characterized
before the basic processes themselves. We nowdesnisie defining properties of the
three basic processes.



5 The basic processes in S: defining properties

5.1 Role of the added triple. The process cline

We are characterizing a conception by which bothlthsic word-formation processes in
any idiolect system S and their two major subcasesidentified with functiong of a
single formal type. If the two major subcases dfagic process are independently given,
obtaining the basic process itself is trivial: vilagly apply set theoretic union to the sub-
cases. This was the approach | followed in eaviegsions of the Process Model. If, how-
ever, the basic processes are taken to be primdnigh leads to a simpler theory, there
must be a defining property for each basic prooeSsthat is shared by its two major sub-
cases and also serves to distinguish this processthe other two basic processes. It was
difficulties with finding such properties that oinglly made me start from the morpho-
logical and syntactic subcases as independentgngiv

In principle, a defining property may be obtaingdreferring to any component or
components of the arguments or values of a basicepsp. It eventually turned out that
defining properties suitable for the three basicdaormation processes should be based
on properties of the added triple®f the basic triples) in the arguments of a given pro
cess; apparently, this is the only way. Roughlg,cbmpounding process S is character-
ized by having as added triples fully specified {pimlogical or syntactic) units of some
S; (not necessarily S) whose meaning componentsareempty (are concepts different
from the empty concepty the derivation processn S is characterized by having as
added triples fully specified units of some Bhose meaning component is the empty
concept; and theonversion procesm S is characterized by having as added trigies t
triples whereall components are empty. We thus arrive at a threlegracess clineof
subcases of the compounding / derivation / conerrprocess in S that is based on the
decreasing ‘content’ of the added triples. (See 8ksc. 6.4 b, below.)

It may be argued that concepts of iconicity andqigpicality as applied in Natural
Morphology (for instance, in Manova 2011) also utidehe process cline: the added tri-
ples associated with the compounding process it ®ay be claimed, are both most
‘iconic’ in relation to a general form/meaning rd&aship and ‘prototypical’ by not in-
volving empty entities; in this respect the tripeecede the added triples that are associ-
ated with the derivation process in S, which imtprecede the conversion triples. But this
is only an analogy: in establishing the processectio use is made either of a concept of
sign or of Prototype Theory (as formally reconstedcalready in Lieb 1980b).

Assuming added triples in this way is not withdatproblems. The requirements for
the added triples will be discussed separatelyhfeithree processes.

5.2 The compounding process in S: the requirement of aon-empty added concept

5.2 a. Introduction

The defining property for the compounding procesany S requires the added concept b
(but not the basic meaning)ldo be non-empty. This requirement must be corbfEtvith

the following condition: core instances of lexieabrd compounding in a traditional sense
must continue to be instances of lexical-word coamaling, and more marginal instances
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must be covered either through the compoundingga®t S or through one of the other
two basic processes. The first part of this coadiis obviously satisfied, but there are at
least three marginal cases traditionally claimetiéaccompounding where the compound-
ing process in S might not meet the requiremerat wbn-empty added concept m each
case, the problem arises with the process of stem-br morphological compounding
in S.

5.2 b. Problems raised by so-called empty morphs

This is the notorious ‘cranberry’ case, with an pgynmorph’cran.

Suppose that we wish to assume compounding in & (aderivation may be ex-
cluded).We must then have a fully specified morpgimlal unit{cramn berry,, {Sgn-St,
...}, -cranberry shrub-(certain botanical subtleties are disregardedssuming -cran-
berry shrub-; the concept -berry of the cranbdiryls is not chosen because it obviously
presupposes the concept -cranberry shrub-). Thysspecified morphological unit must
now be obtained as the result of applying stem-foompounding in S to a basic triple
with bérry; and an added tripkeramn, b, by). A reasonable choice (possibly, the only one)
for the added concepb lin this contextappears to be the empty conceptdpme non-
empty concepts that may indeed be associatedonail are irrelevant here). It is unclear
what the category set $hould be, other than being a set of stem-forregrates; we
leave J undetermined.

While empty-meaning triples are admittedbessic triples when the compounding
process in S is applied, we must exclude thermadakedtriples. At least the following
three solutions may be proposed for the problersgmted by the ‘cranberry’ case:

0] a non-empty concept is constructed ¢oain;, to be used as the added concept b
and the compounding process in S is applied; or

(i) cram berry,—possibly,cranberry—is a stem form that does not result from any
word-formation process; or

(i) cranberry is a stem form that results from the stem-faomversionprocess (the
derivation process has been excluded) applied triple with bérry;, a solution
rendered possible by our generalization of tradélaotions of conversion.

| do not know of any tenable proposal for a non-gnmpeaning ofcran, in the pre-
sent context! The failure to come up with a non-empty meaningelie not an accident:
intuitively, it is simply the change of form—theryeoccurrence of the morph-likekan as
a ‘form’, independently of any ‘meaning’ it may wray not have—that creates a name for
the cranberry shrub directly from thérry-word.

The second solution—there simply is no word-formathere—does not account for
the fact that théerry-part ofcranberrycan be interpreted.

| therefore adopt the third solutiéhThe stem-form conversion process in S is ap-
plied to{bérry,, {Sgn-St,...}, -berry) as follows: a form-change functioaran-extension’

1 This includes the proposal made in Nolda (20124 .3.3) to use in such cases the concept oflzein
‘basic’ entity x identical to itself: assuming titae compounding process is applied, any semaatitribu-
tion made bycran; shouldrestrict the contribution made blgérry;, which excludes admitting all ‘basic’
entities x; in fact, Nolda subsequently outlinesattarnative by which therdnberryword is no compound
at all but is a ‘pseudo-compound’; for such a cattggl see no need.

*2 This solution is not available to Nolda in his {206) model.
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simultaneously changes the sound-sequence, syablegence, and intonation structure of
bérry; to obtaincranberry, the category-change function is identity, and eaning-
change function is applied toberry-, By to vyield -cranberry shrub- Ybs from the
‘empty’ added triple here that is used in applyihg conversion process). As a result, we
have the fully specified stem-for(aranberry;, {Sgn-St, ...}, - cranberry shrub-

This analysis is in agreement with the way a falbecified stem-form likéblack
berry,, {Sgn-St, ...}, -blackberry bramblg-is obtained: we first apply stem-form com-
pounding to obtairblack berry,, {Sgny-St, ...}, -black berryr (where -black berry- is the
concept of being a berry that is black), with segtakly unreducederry, and go on to
apply stem-form conversion—it is just the firststinat is missing in theranberry-
example.

In summary, the ‘cranberry’ case is compatible Wit empty-concept requirement
that is imposed on the added triple when the comgioig process in S is applied; the case
can be treated not as an instance of using the @onaing process but as covered by the
conversion process in S; this is possible becanseuo conception, both segmental and
suprasegmental form change is compatible with apglthe conversion process in idio-
lect systems S.

5.2 c. Problems raised by so-called neoclassical compounds

Lexical words like(anthropélogy, -study of mankind-or (anthropocéntri€, -regarding
man as central fact of universenust be due to word-formation processes, moreifspec
cally, stem-form processes. Among the vexed problprasented by such words, only one
guestion need be considered here: do we have tionasthat these processes are, or may
be, subcases of stem-form compounding requiringeéddples with anempty lexical
meaning?

On one traditional analysis of so-called neocladstompounds, we would assume
stem-formderivationwith a ‘combining form’anthropq and two suffix formdégy; and
céntric, (with change of stress due to form-change funedioso there would be no com-
pounding at all. Still, a derivational analysis magt be adequate, or not adequate in all
cases.

Suppose, then, that we are dealing wstim-formcompoundingn S in thefirst ex-
ample As an added triple, we choose:

(1) (&nthropaq, {Neuty-St}, -concerning mankiny-
and as a basic triple:
(i) (16gy1, {Son-St, ...}, - study),

both associated with stem lexemes (adjectival for qubstantival for (ii)) that are
‘trapped’, i.e., are not stem lexemes of lexicalrago We now apply stem-form com-
pounding in S (with accent-change functions) taobt

(i) (anthropq logy,, {Sgn-St. ...}, -study whose subject matter is mankind-

The second examplenay be analysed as an instance of stem-form demvan S
applied after stem-form compounding in S. We fapply stem-form compounding in S,
choosing aéntrg-triple as the basic triple and (i) as the addgadetrto obtainanthropq
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centre, {Son-St, ...}, -man as central fact of universewe then take this as the basic
triple in applying stem-form derivation in S, wiétmics-triple as the added triple, obtain-

ing:
(iv)  (anthropaq céntr, ics, {Neuty-St}, -regarding man as central fact of universe-

As an alternative, we may consider stem-form comgmg in S with an adjectivaéntn
ico-triple as the basic triple, itself obtained bynstlorm derivation in S.

In summary, either there is no subcase of the coamgling process in such cases, or
there is stem-form compounding with a non-emptyeadecbncept, as requiréd.

5.2 d. Problems raised by syntactic units with an empty becal meaning: German
nichty

Certain particles (lexical words) should be assumitil the empty concept as their lexical
meaning, their semantic effects being non-lexicalis is true, in particular, of the sen-
tence negation and of qualifying particles. For repke, in English there imot" =
(not, B%), with an improper paradigm whose forms aé¢ and éarguably)ftl; the forms
aresyntacticunits whose lexical meaning is the empty conc&t Empty lexical mean-
ings are also assumed for the forms of qualifyiagiples, such adnly; used in sentences
like: ‘Only a boy can have done this.’.

In German, but arguably not in English, sentenagatien forms and forms of some
qualifying particles may appear in stem-form comping as additions: as the first com-
ponents of added triples. For instance, the seataregation in Standard German idiolect
systems¢nicht” = nichf, b%, has the single formicht. The form may be combined with
substantival and adjectival stem formsdtgm-formor morphological compoundinip S,
replacing secondary by primary word stress, asioht haus, a stem form with the
meaning -non-house-, nicht klug, meaning -non-clever-. So do we have to admiy full
specified syntactic units with an empty lexical meg as added triples in stem-form
compounding? Contrary to appearances this is motdlse, as | will now argue, using the
nicht haus-example.

We start from the fully specified syntactic ugriicht, {Pf}, b%, with an empty lexi-
cal meaning. To this we apply stem-foconversion(not compounding) in S, with a
change of secondary word stress to primary stadstgjning the fully specified morpho-

“3 Beyond this result, the problems raised by nesidascompounds are here left undiscussed. My ipasit
towards ‘combining form’ as separate morphological categoiry addition to Affix form and Stem form is,
however, negative, as it is towards the analogatsgory ofKonfix or Konfixform much discussed in re-
cent German linguistics but studied exhaustivelyEiys (2008) with largely negative results. In cadts-
tinction to Eisenberg (2012: Sec 6.4), who continteedefend and ud€onfix as a separate morphological
category, | fail to see any cogent reason for sactategory. In some cases of ‘confixes’ or ‘comigni
forms’, we may be dealing with affixes or theirfs; in other cases, with ‘trapped’ stem lexemetheir
forms: only artificially are these lexemes excludezin, and opposed to, the class of trapped (ouridd
stem lexemes in general, as required by Eisenbpoggion.

4 Apparently, the intonational prominence that, may have in a sentence (in non-citational use) hey
either asemantic—that is, have no effect on seeteneaning—or contrastive, i.e., go with a contvasti
sentence meaning; non-contrastive sentence streastpused as a sentence negation appears to be ex-
cluded. This state of affairs is expressed by assynmherentsecondaryword stressfor the form:not;.
Similarly, for the sentence negation in German, fandorms of qualifying particles in English anc@nan;

cf. Lieb (1999).
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logical unit (stem-form)nicht, {P-St}, -nicht), where P-St is the set of Particle-Stem
forms (of the given idiolect system), and -niclg-the (hon-empty) two-place concept
whose intension consists of the relation betwegnxaand set y such that x mot an ele-
ment of y. For the transition fronf ko this concept, a semantic function oicht-filling’

is used. (A similar conversion step may be considlen English for obtaining a triple
with nony from a triple withnot,, allowing for a segmental in addition to the sgp@men-
tal change to go with the change of meaning.)

Only then do we apply stem-forrmompounding using (haus, {Son-St, ...},
-house) as the basic triple anaicht, {P-St}, -nicht) as the added triple, we obtain the
result triple(nicht haus, {Sgn-St, ...}, -non-housé; where the intension of -non-house-
consists of the property of being an x such tkaf* housey O ®* nicht.; as part of using
the compounding process, a meaning-change funofissemantic qualifying’ is applied
to (-house-, -nicht- (Assuming the triple with non-empty -nicht- i€ ad hog the triple
also serves as laasictriple in stem-form derivation in S: in the detiven of the Verb-
Stem formven, nichg, meaning -destroy-, i.e., ‘make into nothing’ttee Adjective-Stem
form nicht ig,, meaning -invalid-.)

For the first step—use of stem-form conversion Ve must again allow a
‘trapped’ stem lexemenicht”, -nicht), whose improper paradigm ignfcht, {P-St})}.

It is the non-empty concept -nicht-, not the engquycept B, that is used as the added
concept in the second step, application of stetmfoompounding in S.

5.2 e. Generalizations

The nicht-example generalizes in German to all cases ofm'$tem negation’: we are
dealing withstem-formcompoundingn S; theaddedtriple is a fully specified stem-form
with thenon-emptyexical meaning - nicht-, and is itself the resfistem-form conversion
in S where théasictriple is a fully specified word-form with themptylexical meaning
b°. Such a two-step procedure, use of the compoungtingess after the conversion pro-
cess, can also be shown to be adequate in Germasteim-form compounding when
gualifying particles rather than negation partices involved, leading to stem forms such
asnur; haus, meaning -house and house only-aéch haus, meaning -house but not
only house-.

True, alternative analyses of these examples, ditgduthenicht-example, may be
suggested depending on one’s framework; what hdu tehown here is simply this: the
examples do not necessarily vitiate the generalireopent of a non-empty added concept
for the compounding process in S.

There is only one additional problem case | am avedy stem-form compounding
that involves quoting, as in (one type): ‘the F-dioSuch compounding, which cannot be
discussed here, also turns out to be compatible tivé requirement of a non-empty lexi-
cal meaning for added triples.

5.3 The derivation process in S: the requirement of aempty added concept

5.3 a. Stem-form or morphological derivation in S

On our conception, stem-form derivation in S i€torespond to traditional derivation ‘in
the narrow sense’, where use of affixes (includimigkes) is required; this excludes, in
particular, stem-form conversion in S but does extlude ‘internal’ form change or
‘modification’ of the basic unit when the changedise to affixation; simple ‘modifica-
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tion’, which may or may not be allowed as suffi¢giéor derivation in the narrow sense, is
excluded on our conception. Stem-form or morphaalgderivation in S may then be
construed as derivation by means of added triglesh, b,) that are fully specified affix
forms. Since the empty conceptib assumed to be the lexical meaning of any &ffim,
trcl)e added concept In stem-form or morphological derivation in S e tempty concept
b".

5.3 b. Word-form or syntactic derivation in S

The situation is more complex when we turn to sgtndaderivation in S. What is required
here, is exemplified by tHeck, Up,-example in Sec. 4.4: (i) aaddedtriple that is a fully
specified syntactic unit with an empty lexical miean (i) a basictriple that is a fully
specified syntactic unit; and (iijon-identityof the basic meaning and the result meaning.
Condition (iii) is essential. For suppose thatafid (ii) are satisfied, the basic category set
J, and the result category set J are different (langhsyntactic), and requirement (iii) is
not met, i.e., the basic meaning and the result mgaaa identical (the situation arising
in English from the use of auxiliary verbs): we dhen confronted not with aord-
formation process in S but with a process syntactic inflectionin S (see Sec. 4.5d,
above).

The added triples isyntactic derivationn English systems S are fully specified
particle forms with an empty lexical meaning; itas empirical question which particle
forms qualify. Whenever a fully specified partiétgm with anonempty lexical meaning
is used as an added triple in a syntactic word-&bion process, we are dealing wiyn-
tactic compoundingn S, as exemplified by tHéck; out-example in Sec. 3.5.

It is not immediately clear whether the restrictionparticle forms may be general-
ized. In particular, Drude (2010: Sec. 8) arguesdierivational verbsn Aweti (a Tupi
language), which would be the source of addedessipin our approach. But the verbs in
guestion have aonrempty lexical meaning. We are therefore confrontsgti the follow-
ing alternative: either we are not dealing with e«formation here, or we have to assume
syntactic compoundingh S. And indeed, the reasons given by Dragdainstsyntactic
compounding are unconvincing: they do not excluetemininative syntactic compounding
in S for the relevant two-verb constructions. Isha be admitted, though, that the entire
area of ‘serial verb constructions’ as discusseAikihnenvald & Dixon (2006), or ‘multi-
verb constructions’ in Aikhenvald & Muysken (2018mains to be analysed from a Pro-
cess-Model point of view to determine the statuthefconstructions with respect to word
formation (non-word vs. compounding vs. derivatusn conversion) and inflection.

In stem-formderivation in S, the changes that the basic ymitdy undergo must all
be due to use ok fin the added triple. This also holdswbrd-form derivation in S: §
whatever its word-form status, is analogous toféir form in stem-form derivation.

5.4 The conversion process in S: going beyond strict neersion

5.4 a. Strict conversion in S: the requirement of an ‘empy’ added triple

As stated above (Sec. 4.5 c), the process invoivecbnversion in a traditional, strict
sense can be construedsaisct conversion irS: a functionp such that in each argument
of ¢, the basic tripl€f,, J, by) is a fully specified unit of S; the added trigfe, b, by) is

the ‘empty’ triple(f’, @, ), where { is the empty sequence (= the empty set); the short
ening, form-change, arrangement, and category-ehamgtions are such that: (i, J, b
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is the result triple for the argument, then f isntcal to the basic unit,fand a part-of-
speech change is implied by the transition frartod) or by the transition fromy o b (b

is different from k). This characterization holds of both strebrphologicalor stem-form
conversion in SwWalk; as a Noun-Stem form, fromalk, as a Verb-Stem form), and strict
syntacticor word-form conversion in S (Latbonum as a Substantive form meaning
-advantage-, frorhonum as an Adjective form meaning -favourable-). Sitheze must
be a change of lexical meaning, strict conversio8 is not an inflection function.

In summary, the requirement of an empty addedetigppcompatible with conversion
in a traditional, strict sense. This remains trdeewtraditional restrictions on conversion
are lifted, as some of them frequently are. Thiovahg condition must always be satis-
fied, though, in order to keep the conversion psede S apart from inflection processes
(see Sec. 4.5 d, above):

0] The result meaning b is different from the loasieaning b or the two are identi-
cal and the result categorization J and the basegory setiJare non-inflective
in S.

5.4 b. Lifting the restrictions (1): the construction mode

When the compounding process in S or the derivagirogess in S are applied, both non-
zero shortening and true form change should bevato It would be an artificial restric-
tion, unmotivated in view of the conversion process$ as a basic process, to exclude
change functions of the two types from the coneergrocess in S, i.e. proper shortening
and form change—both segmental and suprasegmerttaltasbe permitted for the basic
unit f; (the addition fis empty, hence, remains unaffected).

Furthermore, requiring a part-of-speech changeutilhahe category-change func-
tion, the meaning-change function, or both, is updestrictive (Sec. 4.4 b, above): iden-
tity of the result meaning and the basic meaningemnitted by (i), and is even compatible
with the basic category set being identical to tb®&ult categorization; in such cases, a
part-of-speech change is excluded. In summaryoniyt may f change but the require-
ment of a part-of-speech is lifted, too:

(i)  The conversion process in S allows for sharigrand form change of the basic
unit; the requirement of a part-of-speech changephiing a meaning change—is
replaced by condition ().

Stem-formderivationin S as previously conceived excludes any chaofjgse basic unit
that are not due to affixation. Such changes are acounted for by stem-foronver-
sionin S. Moreover, cutting, clipping and back-fornoatiprocesses in S can now be con-
strued as subcases of the conversion process3acs 4.5, above).

5.4 c. Lifting the restrictions (2): basic triples

Strict conversion in S is to apply to basic triplleat are fully specified (morphological or
syntactic) units of S. Two ways of liberalizingghiequirement may be considered.

First, the basic triples may be allowed to be fully sfied units not of S but of
some other system, $hat may well belong to another language. Thisltesn a subcase
of the conversion process in S, a subcase thatbmagken to be the basis of lexical bor-
rowing (Sec. 4.5 d).
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Second we may permit basic triple$;, J, b;) where { is a ‘sound-imitation’ in S,
i.e. , is a sequence of phonological triples w dh& ‘imitates sound-events’, and where
J1 is the empty set and the empty concept. The corresponding subcasesafdhversion
process in S may serve as the word-formation psoice®lved in onomatopoeia, arguably
the only true ‘word creatioréx nihila

Whether we do or do not subscribe to these two rgémations in addition to the
previous ones, they are worth considering, whidwshthe power of the conception being
proposed here for the conversion process.

5.4 d. Discussion

The following three topics are briefly discusseahpgy entities, inactive functions, and the
generalization of strict conversion.

Empty entities Traditional objections to ‘empty morphs’, and d@ynjinguistic enti-
ties in general, do not apply to the ‘empty’ adddole: its components are non-linguistic
entities, two are purely formal, one is a spedifncept; nowhere in the idiolect system
are they separately represented. These entitige s@relate the conversion process in S
to the derivation and compounding processes im& tlae derivation process to the com-
pounding process.

Inactive functions. When the conversion process in S is applied, soimetions in
the construction mode remain ‘inactive’, i.e., leahe basic triple and the added triple
unchanged: zero-shortening is the shortening fanaind identity the form-change func-
tion for the empty sequencgih the added triple; and if the arrangement fuorcis sim-
ply concatenation, it is ‘inactive’ because conpatag the basic unit; fwith the empty
sequence  fleaves { unchanged. While these functions may simply beedemded in
practical work, they are essential to the theolsp anarking the conversion process in S
as being at the lower end of the process cline.

Going beyond strict conversiohere is a twofold motivation for lifting the rest
tions on theconstruction modeFirst, there are no such restrictions for the compoundin
and the derivation processes in S, and there gent reason for treating the conversion
process in S differently. In addition, we have twer changes—outside compounding—
of the basic unit that are not due to the use aifiw form or the use of an analogous syn-
tactic unit, and are therefore excluded from thavd&on process in SSecond lifting
these restrictions allows us to treat processeswbald otherwise remain isolated, like
cutting or clipping in S, as subcases of the casivarprocess in S.

A truly comprehensive theory of word-formation peeses appears to be within
reach if in addition to the restrictions on the stoaction mode, the restrictions on the ba-
sic triple are also lifted: even the processeslireain lexical borrowing or in onomato-
poeia may then be included in the conversion pTeS.

5.4 e. Alternatives

There are at least two alternatives to the presamteption of the conversion process in S.
Alternative 1 (following a traditional approach). The conversjamocess in S con-

tinues to be identified with strict conversion in @ocesses like cutting—Ilet alone pro-
cesses of borrowing—are treated as unrelated tacaneersion, derivation, and com-
pounding processes in S; and the derivapoocess in S is modified by also allowing
changes of the basic unit that aret due to affixation or use of affix-like word forms;
strict conversion in S and the (modified) derivatmrocess in S may or may not be treated
as subcases of the derivation process in S inadlsense.
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The alternative misses the very possibility of afied theory of word-formation
processes and is therefore rejected.

Alternative 2 (essentially the approach of Nolda 2012b, allowfimgdifferences in
the conception of processes). The restrictionshamtening and form change (and, possi-
bly, part-of-speech change) are lifted except floe cequirement: there must not be any
segmentathange of the basic unit when the conversion mooeS is applied; segmental
changes are to be accounted for by that part aléhigation process i in a broad sense
which is different from the conversion process jrit& derivation process ifsin a nar-
row sensaes reconceived as that part.

From a theoretical point of view, allowing suprasemtal changes for the conver-
sion process in S but excluding segmental onesbigay; indeed, the reasons given in
Nolda (2012b: Sec. 3.1.3) for allowisgprasegmentathanges appear to be just as valid
for segmental ones. Moreover, on Nolda’s approapkcial ‘conversion forms’ must be
introduced into stem and word paradigms in ordeguarantee exclusion of segmental
changes: when such a chamgight occur in the transition from the basic unit to thsult
unit, a ‘conversion form’ that is segmentally ideat to the result unit is used by Nolda as
the basic unit. Unfortunately, this trivializes thequirement of not having a segmental
change. Furthermore, segmental and suprasegmédraiajes may occur in bundles and
should not be separated then. (See also Sec.&bbve.)

Forbidding segmental changes for the conversionga®in S has the general con-
sequence that processes like cutting in S or elgppd S can no longer be treated as sub-
cases of the conversion process in S, but mustb&et as subcases of the derivation pro-
cess in S in a narrow sense. Already in the caseditional ‘conversion’ and traditional
‘derivation in a narrow sense’, there are well-kmoprvoblems withustifying the relevant
word-formation processes as subcases of a singtegs of ‘derivation in a broad sense’,
problems further aggravated by any attempt to fpeatesses of ‘abbreviation’, like cut-
ting or clipping, as subcases of ‘derivation inaraw sense’. On the other hand, such
processes are naturally treated as subcases cbtiversionprocess in S: obtained in a
natural way by systematically lifting strict-conggm requirements.

For these reasons, Alternative 2 is rejected indawf the present conception of the
conversion process in S.

Sections 3 to 5 exemplify, motivate, and justife throcess aspect of the Process
Model of Word Formation. A major part of the modell now be characterized in a more
explicit way (Sec. 6). It is then shown, brieflydaimcompletely, how the Process Model is
used in actual language description (Sec. 7). Kindle Process Model will be confronted
with the theory of word formation proposed in No(@812b) (Sec. 8).



C. The Process Model of Word Formation

6 An outline of the Model

6.1 General aspects

6.1 a. Introduction

| am envisaging a theory of language in axiomatienf that has, among others, the fol-
lowing, closely linked parts: the WLP model as etterized in Sec. 2; the Process Model
of Word Formation (PMF), dealing with word formaticand the Process Model of Inflec-
tion (PMI), dealing with inflection; the last twoiptly constitute the Process Model of
Word Formation and Inflection (PMFI). Each one loé three theories may be referred to
simply as ‘the Process Model’ (PM) if the contelkows us to identify the theory that is
meant.

It is only a part of the Process Model of Word Fation that is going to be charac-
terized here: essentially the part dealing withdv@rmation processes. All of Secs 3to 5
may be read as an exemplification of the theorycskthat is to follow.

From the very beginning let me emphasize that tisendtion between axioms,
definitions, and theorems isfarmal one: axioms and definitions are underived, thegrem
are derived; definitions are so-called nominal migbns, laying down how a term is to be
understood. In particular, being an axiom doesmean being a sentence whose truth, or
even whose meaning, is self-understdéd sentence of an empirical theory, including its
definitions, is exempt from revision, dependinghmw the theory as a whole stands up to
the requirements made by the domain it is meaotver.

The theory sketch is semi-formal, and is presemedolation from the theory of
language of which the Process Model is to be a pae numbering of axioms, theorems
and definitions (and the status of the axioms atetwed) is therefore preliminary. It is
essentially a part of the modek®nceptual coreahat is given here: the definitions for
terms introducing basic concepts, plus axioms dénatneeded, mostly, for formally justi-
fying the definitions, plus a few theorems (withquoof). Quite a few empirical assump-
tions made in previous Sections on specific wordsfition processes or on word-
formation processes in general are not yet repteden

6.1 b. The format of word-formation processes

Word-formation processeasin an absolute sense are construed as functionsendrgu-
ments are arbitrary idiolect systems S and wholeesaare certain functions o(S) =as
=ain Sis a functiorp. The formal nature of the functions = ¢ is as follows, for word-
formation processes in S of any kind:
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Format Formula
as(f1, J, by, f2, B, by, P11, P12, Pors P22, 7, 6, €)
= (y(B12(B11(f1)), B22(B21(f2))), 6(3), e(b, b))
=, J,b

The second linein the formula indicates how the functiops to € operate onifto by,
yielding the triple in thehird line as the value that the functiog assigns to the 13-tuple
(f1, ..., & in thefirst line (for 6 operating on Jbut not J, see Sec. 3.3 &emark. This
should be made more precise.

We first interpret the variables in the formulacept for o’

First List of Variables

‘S’, 'Sy, etc.: for any idiolect system of any language

‘T, ‘f 1", etc.: for any (empty or non-empty) sequencepant of a sequence, of tri-
ples w, triples with the ontological status of mw@nd phonological
words of idiolect systems S (see above, Sec. &@&mple syntactic
units

‘J’, "J7, etc.: for any set of sets K, where K is a norpgnset of non-empty se-
guences fexample sets J of syntactic categories

‘b, ‘b1, etc.: for any property of perceptions or conaams; example concepts

‘Bnm (n and m: 1, 2): for any function whose argumearid values are (parts of) se-
guences fexample shortening and form-change functions

‘v, “v1, etc.: for any function whose arguments are pdirs,) of sequences and
whose values are sequencesxample arrangement functions

‘8", '81/, etc.: for any function whose arguments and valare sets &xample
category functions

‘e’, ‘g1, etc.: for any function whose arguments are pdirsh,) and whose values
are properties klexample meaning-change functions

Remarks on the First List of Variables/ariables may also be primed: f', etc.—It appears
from the list, especially from the interpretatioh'fa ‘f 1’, etc., that the theory to be pre-
sented is still restricted to ‘spoken languages’;gxtension to ‘written language’, which is
obviously possible, or even to ‘signed languaggumes adaptations not to be discussed
here.

Next, consider the 13-tuple in the first line oé thormat Formula:
(f1, &, by, T2, &, b, Pug, B2, , P2, P22, 7, 6, €)

We must make sure that the seven functions inttigke always apply correctly with re-
spect to the first six componenistd by; otherwise, the second line of the Format Formula
does not make sense. The domain of each functiat beuassumed accordingly; the 13-
tuple is to be ‘properly constructed’:

Argument Construction
(f1, &, by, T2, B, o, Bas, Baz, B2, B22, v, 6, €) is properly constructedf:
a. fi is in the domain off1;
b.  B1i(f1) is in the domain of1>;
C. f is in the domain of,;;
d. Boaf2) is in the domain ofz;
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e. <B]_2(B;|_1(f1)), BZZ(BZl(fZ)» is in the domain Of;
f.  Jisinthe domain o;

g. (b, bp)isinthe domain of.
Properly constructed 13-tuples determine trigfed, b:

Triple Determination
Let(fy, ..., &) be properly constructed.
(fy, ..., ) determinegf, J, b iff:
(f, 3, B = (y(B12(B1a(f1)), B22(B21(f2))), 8(In), e(Pr, b2)).

Given this definition, we introduce the variablkattare still missing:

Second List of Variables

‘o', ‘o1, etc.: for any function (possibly empty) whosgaments are properly con-
structed 13-tupledy, ..., &) such that the value assigned by the function
to(fy, ..., &) is the tripl(f, J, b determined byfs, ..., €); example
word-formation processes in idiolect systems S

‘a’, ‘aq’, etc.: for any function whose arguments are igliblsystems S and whose
values are functiong (possibly empty)exampleword-formation pro-
cesses per se (comp, st-comp, etc.)

', ‘xa, etc.: for any properly constructed 13-tufle ..., €); example arguments
of word-formation processes in idiolect systems S

The variables used in the Format Formula are gamfinterpretation in the two lists of
variables that minimizes linguistic content: asdarpossible, only formal aspects are cov-
ered of the various word-formation processes tharevdiscussed in Secs 3 to 5. In those
Sections a number of terms were informally intragtldor reference to word-formation
processes in S; the choice of these terms wasidingally motivated: ‘basic triple’,
‘form-change function’, etc. The terminology willow be generalized to arbitrary
13-tuplesy.

6.1 c. Process terminology

Suppose, then, that=(f4, ..., €). The sixtuplgfy, ..., ) is thebasisof y, with y’s basic
triple (f1, 4, by), basic unitf, basic category seadr basic categorizatiod;, andbasic con-
cept or basic meaningdd;; and(f,, b, ) is theadded tripleof y, with the addition f,,
added category sé, andadded concept, of y.*

(B11, .-, &) is theconstruction modef y. y is thearrangement functionf y; B11 is its
basic shorteningpi. its basic form-changep,; its added shorteningand . its added
form-changesd is thecategory changef y, ande its meaning change—f, J, b is there-
sult foror of y.

Having this formal framework at our disposal, we &r a position to render explicit
the notion of word-formation process in S.

*5If y is an argument of a word-formation process irh8,lasic triple must be a fully specified unitpait
ing for basic triples in quoting (not treated istessay) and onomatopoeia as possible exceptienadded
triple need not be a fully specified unit, hendes tmhore neutral terminology for the added tripler Either
triple, some $other than S must be permitted to account fordwarrg (see Sec. 5.4 c).
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6.2 Word-formation processes in S

6.2 a. The word-formation base (Definitions 1 and 2, Axionl)

We first use the general explanations in Sec. érlirftroducing a concept gfotential
word-formation process in S (Definition 1). It leeh assumed (Axiom 1) that any idiolect
system S has exactly one componentytbed-formation base d& (Definition 2), that is a
set of potential word-formation processes in S.

Definition 1
¢ is apotential word-formation process i iff ¢ is non-empty and for evepy f,
J, b, 1, J, and k, if y is an argument af andoe(y) =(f, J, b and{f;, &, by) is the
basic triple ofy, then (a) and (b):
a. either (i) or (ii):
() «f, J, bis afully specified stem form of S,
@iy «(f, J, b is a fully specified word form of S;
b.  b#by, or b =10 and J andiJare non-inflective in S.

Informally, the potential processes are the fumdithat have a format as characterized in
Sec. 6.1, exclude inflection (see Sec. 4.5 d), lemee fully specified stem forms or fully
specified word forms as their values.—The followiagiom serves to assign word-
formation processes in S a place in the idiolestesy, it ‘anchors’ them:

Axiom 1 (Anchor Axiom)
Any idiolect system S has exactly one componerititha set M of potential
word-formation processes in S.

Remark on Axiom 1 As an alternative, a single potential word-fornmatprocess in S
instead of a set M of such processes might hava pegposed, eventually making the
processes of compounding, derivation and conversidd specific subcases of this pro-
cess. | am not following such a route becauseat@wphasizes the shared features of the
three word-formation processes, blurring theirtrefeship. There is no reason for uniting
the three processes into a single one over andndeye fact that they are functions of a
single formal type; and the fact that the threecpsses can be arranged in a ‘process
cline’ should be treated as a basic fact aboutadicsystems S, rather than something that
happens to be true of certain subcases of a moergepotential word-formation process,
a process for whose status as a component of & iheolinguistic motivation.

Definition 2
The word-formation base o8 (wfbs) = the M that satisfies Axiom 1 for S.

Axiom 1 allows us to speak of the word-formatiorsdaf any given idiolect system S
(which may be empty—an unlikely case). This is aphosyntactic component of S.

Remark on D1, Axiom 1, and DZT'he following modifications may be considered;ythe

would allow us to anchor inflection processes amadaformation processes in a single

component of the idiolect system.

(1) No reference is made in the definiens of DX;toJ, and h, and condition (b) is
dropped; in the definiendum, ‘or inflection’ is amttlafter ‘word-formation’.

(i) In Axiom 1, ‘or inflection’ is added after ‘wal-formation’.
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(i)  In D2, ‘and inflection’ is added after ‘wortbrmation’, and ‘wb§ is replaced by
‘wib s.

(iv)  In D3, below, ‘wfly’ is replaced by ‘wilg’, and the definiens is supplemented by
reintroducing condition (b) from D1 as follows: @ifor everyy , f, J, b, {, J, and
by, if x is an argument ap ando(y ) =(f, J, b and{f;, J, by) is the basic triple of,
then: b# by, or b = and J and;Jare non-inflective in S'.

| am not yet certain, though, that inflection preges should indeed be anchored in this
way; D1, Axiom 1, and D2 are therefore formulatechbove, and D3 is given as below.

6.2 b. Word-formation processes in S: basic definitions (Bfinitions 3 to 7, Definition
Schema 1)

The basicword-formation processes are simply the elemehtheoword-formation base
(Definition 3). Theword-formation processes I8 (Definition 4) are the non-empty
(proper or improper) subsets of the basic word-&irom processes, and the processes that
are not basic arderived(Definition 5). Stem-form/word-form processaee the ones that
result in stem forms / in word forms (Definition@6d 7). For all these terms, the relativi-
zation to S can be lifted (Definition Schema 1).

Definition 3
¢ is abasic word-formation process i8 iff ¢ [ wfbs.

Definition 4
¢ is aword-formation process ir§ iff:
a. ¢ is non-empty;
b. thereis &; such that:
(i) ¢1is a basic word-formation process in S,

(i) o U

Definition 5
¢ is aderived word-formation process i8 iff:
a. ¢ is aword-formation process in S;
b. ¢ is not a basic word-formation process in S.

Definition 6
¢ is astem-form procesga morphological word-formation proce3sn S iff:
a. ¢ is aword-formation process in S;
b.  all values ofp are fully specified stem forms of S.

Definition 7
¢ is aword-form procesga syntactic word-formation proce$sn S iff:
a. ¢ is aword-formation process in S;
b. all values ofp are fully specified word forms of S.

Remark on D6 and D7lt has been a typical feature of the Process Mfydel its begin-
nings that morphological and syntactic word-formatiprocesses are distinguished in
terms of process results not process bases (diynidwolda 2012b, also Manova 2011: Ch.
3): a process whose application results in a stam {morphological process) may well
start from a word form or phrase, fully specifieither as a basic triple or as an added
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triple (syntactic basis). Attempts are frequentlgda in the literature to distinguish ‘mor-

phological’ from ‘syntactic’ word-formation process in terms of the bases rather than
the results; it may be doubted that such attenmgpts lever been entirely successful. Using
the process results instead, we are then free ddi@uhlly distinguish subcases by the

morphological or syntactic nature of the basisqbelSec. 6.4 b).

We may wish to speak of word-formation processesspei.e. without referring to
any S. This is made possible by the following d&bn schema:

Definition Schema 1
Let t be any of the italicized parts of the defirda in D3 to D7 minusn’.
a is at per seiff for some Spsisatin S.

For example, a word-formation process per se istayiormation process isomes.

6.2 c. Subcases and parts of word-formation processes in(Befinitions 8 to 11)

There are a number of additional terms that proseful in speaking about word-
formation processes in any S, specifically, termsvhich we may refer to ‘subcases’ and
‘parts’ of such processes.

Definition 8
Let ¢ be a word-formation process in S.
@1 Is asubcase o iff the domain ofp, U the domain ob.

Remarks on D8Because of the interpretation of the variablethenSecond List of Vari-
ables, it is sufficient in D8 to refer to tldemainof a function (the set of its arguments).
The empty subcase is allowed. A word-formation pssg in S is of course a subcase of
itself.—Word-formation processesin S are functions whose arguments are 13-tuples
and whose values are tripldsJ, B. Any linguistic aspect of linguistic units thatnsle-
vant to the way the units behave in the applicatibword-formation processes is directly
represented either through a component @f through f, J, or b. This guarantees maximal
flexibility in using the concept of subcase: progebcases may result directly from im-
posing conditions on any individual component anponents of, or on f, J, or b, in any
combination. It is mainly for this effect on subeashat the notion of potential word-
formation process was introduced (D1) without impg@sany further set theoretic struc-
ture on the arguments of such processes, leaverg gimply as thirteen-tuples. (The no-
tions of derived word-formation process in D5 andwubcase in D8 are at least as power-
ful as the conception of subschema used by BooljisnConstruction Grammar frame-
work, as in 2010: Ch. 3.)

Given a word-formation process in S, we distinguisimorphological partfrom its
syntacticpart—the part that leads to stem forms from the that leads to word forms:

Definitions 9 and 10
Let ¢ be a word-formation process in S.
The stem-form part / word-form part af in S = thep; whose domain is the set of
all {f4, ..., €) such that:
a. (fy, ...,&) the domain ob;
b.  @i(fy, ..., €) is a fully specified stem form / a fully specdigvord form of S.
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Either part, but not both, may be empty. Non-enpgayts are obviously word-formation
processes in S, and are stem-form / word-form @msE®in S. The parts are also subcases
of ¢, in the sense of D8. Indeed, they arerttagor subcases:

Definition 11
Let ¢ be a word-formation process in S.
@1 IS amajor subcase o iff (a) or (b):
a. @ isthe stem-form part af in S;
b. ¢ is the word-form part of in S.

Having outlined the general framework, let us n@mnsider the three word-formation pro-
cesses in S that are meant to be basic: the cordjpmyrderivation, and conversion pro-
cesses in S. We are going to concentrate on theegses per se, certain functienthat
apply to idiolect systems S.

6.3 The compounding process, derivation process, and rmeersion process

6.3 a. The notion of type-n word-formation process in S (Bfinition 12, Axiom 2)

Consider, once again, the conception charactefizegecs 3 to 5 for the compounding
process in S, the derivation process in S, anatd¢neersion process in S. The three pro-
cesses are distinguished from one another by eaghdia characteristic property that is
determined by a requirement on the added tripleer& are also properties that ahared
by the three processes; each is to be a basic feortktion process in S, and is to be a
unique process of its kind.

We account for the relevant properties, shared rowishared, by a notion of
‘type-n word-formation process’, for n = 1, 2, qréhd an Axiom of Uniqueness (‘agi(
for ‘the added triple of):

Definition 12
¢ is atypen word-formation process irg iff:
a. ¢ Iis a basic word-formation process in S;
b.orc.ord.:
b. () n=1,;
(i) for any argumeny of o,
a. adf) is a fully specified unit of some S
B.  the third component of ag(# b°;
c. (@ n=2;
(i) for any argumeny of o,
a. adf) is a fully specified unit of some S
B.  the third component of ag(= b’;
d @ n=3;
(i) for any argumeny of ¢, adf) = (f°, @, B).

Informally, atypen word-formation process i is a basic process in S such that either
(n =1) the added triples are fully specified urofssome $ with a non-emptylexical
meaning, or (n = 2) the added triples are fullycdjpd units of some Swith anempty
lexical meaning, or (n = 3) the added triples hanky empty components. It follows from
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the definition that there are no type-n word-forimafprocesses in S for n > 3. For any S,
at most one basic word-formation process of eact id allowed:

Axiom 2 (Axiom of Uniqueness)
Forany Sand n =1, 2, 3, there is at most one-typiord-formation process in S.

It is this axiom that serves as a basis for thandmins that are to follow, definitions for
the compounding, derivation and conversion procepsese.

6.3 b. The compounding process, derivation process, andmeersion process defined
(Definitions 13 to 15, Theorem 1)

The arguments of the compounding process per sep(care to be arbitrary idiolect sys-
tems S, and its values functiopsThe function comp may apply vacuously to a gi%en
i.e., may assign the empty set to S. But supposgatdoes not apply vacuously. Then
comps = @ must be a type-1 word-formation process in S. flinetions der and conv are
related in the same way to type-2 and type-3 wordiétion processes in S:

Definition 13
The compounding process per @@mp)= thea such that for any S, (a) or (b):
a. thereis a type-1 word-formation procedss S, andis = ¢;
b.  thereis no type-1 word-formation process S, anths = J.

Definition 14
The derivation process per gder) = thea such that for any S, (a) or (b):
a. thereis a type-2 word-formation procedss S, andis = ¢;
b.  thereis no type-2 word-formation process S, anths = J.

Definition 15
The conversion process per @onv)= thea such that for any S, (a) or (b):
a. thereis a type-3 word-formation procedss S, andis = ¢;
b.  thereis no type-3 word-formation process S, anths = J.

Terminological remark on D13 to D15Each one of the three terms may be used, in the
sense defined, without its ‘per se’-part: ‘the campding process’, ‘the derivation proc-
ess’, and ‘the conversion process’.

There is an obvious consequence of D12 to D15:

Theorem 1
For any S and eaahd {comp, der, conv}, ifas is non-empty, thens is a basic
word-formation process in S.

The three definitions clarify the sense in whiclk three terms ‘compounding’, ‘deriva-
tion’, and ‘conversion’, construed as names of wordnation processes in a general
sense and abbreviated as ‘comp’, ‘der’, and ‘coapply to individual idiolect systems,
where comp (= comp(S)), dey and cony either are basic word-formation processes in S,
each of a certain type, or else are identical écetmpty set.
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6.3 c. The axioms of existence and completeness (Axiomatdd 4, Theorems 2
and 3)

So far it has not been guaranteed that the compoginmocess, the derivation process,
and the conversion process, construed as functipaach assign a basic word-formation
process in S to at least one idiolect system, austé assigning the empty set everywhere.
A separate axiom is needed:

Axiom 3 (Axiom of Existence)
For eachu O {comp, der, conv}, there is an S such that &.

It then follows (compare Theorem 1):

Theorem 2
For eachu O {comp, der, conv}, there is an S such thats a basic word-formation
process in S.

The axiom and the theorem represent the weakesteaege claim that can be made in re-
lation to comp, der, and conv: the three procesaek appear in the word-formation com-
ponent ofsomeS—not necessarily of the same S. We might haveined) that there
should besomeS in whose word-formation componait three are represented; and in-
deed, this should be true, among others, of alli&im@nd German idiolect systems S, i.e.,
comps, dek, and cony are basic word-formation processes in S. A coomedmg assump-
tion for arbitrary idiolect systems would proballlg false (see Zamponi 2009: 592-593,
on languages without compound words or withoutveetiwords).

Axiom 3 and Theorem 2 do not yet exclude basic worthation processes other
than comp, desk, or cony, in some S. | have argued in Secs 3 to 5 that puotesses
need not be admitted, but ultimately this remainsempirical question. The following
axiom, which excludes the alternative processetaeefore tentative; the processes in-
volved in various ‘minor’ types of word formatioemain to be reconstructed; blending
and reduplication processes in S—as processesvetoh word-formation not inflec-
tion—should turn out to be subcases of the compiogngrocess in S, where even partial
reduplication can be taken into account by mearisraf-change function®.

Axiom 4 (Axiom of Completenessjtentative)
For any S and, if ¢ is a basic word-formation process in S, then tieeaso. [
{comp, der, conv} such that = as.

Using Axiom 4 and Theorem 1, we obtain:

Theorem 3
For any S and, ¢ is a basic word-formation process in S iff theramo [ {comp,
der, conv} such thap = as andas is non-empty.

Informally, the basic word-formation processesmy & are exactly the non-emppyas-
signed to S by one of the three functions comp, aed conv. This theorem is tentative,
due to the tentative nature of the Axiom of Congiesss.

6 Assuming identity of the basic and the addedripl reduplication, plus form-change or shortenimgy,
pears to bypass the problem of ‘base-dependernse’Haugen & Hicks Kennard 2011).
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6.4 Interrelating word-formation processes

6.4 a. The notions ofa-subcase, stem-forne, and word-form-a (Definitions 16 to
18)

Using the Axiom of Existence, it follows that thenepounding process, the derivation
process, and the conversion process per se aredmnaed-formation processes per se

the sense of Definition Schema 1 (Sec. 6.2 b).sbbrases in S that are associated with a
specific word-formation process per se (basicderived, we introduce the following
term:

Definition 16
Suppose thai is a word-formation process per se.
¢ is ana-subcase irs iff:
a. osis aword-formation process in S;
b. ¢ isasubcase ofs.

We may now speak of trmmp-subcases i8, or thecompounding-processibcases it
(thecompounding subcases$, for short), etc., in the plural.

The major subcasegabove, D11) of non-empty cogpdek, and cony are their
stem-form and word-form parts (D9 and D10). In thi@rmal part of this essay | have
been using special terms for the major subcases, as st-comp’, to be read asthe
stem-form compounding process i&’, abbreviated asstem-form compounding irS’.
The terminology used is now introduced in a geneegl:

Definitions 17 and 18
Suppose that is a word-formation process per se, agis a word-formation pro-
cessin S.
(sta)(S) / wf-a)(S) = the stem-form part / the word-form partef

The relationship between compounding subcases @ei8/ation subcases in S, and con-
version subcases in S can now be characterizet@s-eontinuous, three-step cline.

6.4 b. The process cline (Theorem 4)

Consider word-formation processgdn S that are, respectively, compounding, derbrati

or conversion subcases in S. The relationship katwiee three types of processes is char-
acterized by the following theorem, which followerh axioms and definitions in Secs 6.2
and 6.3 plus an assumption made in the WLP modgllynspecified units (their first two
components must be non-empty):

Theorem 4 (Process Cline Theorem)

For any S, non-empty, argumenj of ¢, f,, J, and b:

a. if ¢ is a comp-subcase in S andyad (f,, b, bp), then $ and J are non-empty
and b # b°;

b. ifpisa dg:'r-subcase in S andgdf (f,, b, ), then § and J are non-empty
and b =D

c. ifo isoa conv-subcase in S and)gdf (f,, b, by), then  and J are empty and
bz =Db.
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(adf) = the added triple of.) It was a guiding principle used in developing fProcess
Model that such a theorem should be possible. @agon is this.

At a heuristic, pretheoretic level, a word-formatijrocess in its most explicit form
consists in adding a linguistic entity to anotheguistic entity, both of them semantically
specific, so as to obtain a third linguistic enti&so with a specific meaning: this is, in-
formally, definitional for thecompounding procesmd its subcases in a linguistic system.
One step down from this level, it is linguistic iies with an empty lexical meaning that
are added; in the area of stem forms this is tyyieehieved by use of affixes (which, it
is generally agreed, have no lexical meaning, cosehexical meaning is ‘empty’). Tak-
ing the empty-meaning requirement as definition& arrive at thelerivation procesand
its subcases. Still one step down, we remove aiitent’ from the added linguistic entity,
leaving nothing but an empty shell: this takes ashie conversion procesand its sub-
cases.

There is one complication, though: how to deal witkernal changes’, changes that
do not consist in adding any linguistic materiat bansist in modifying, or subtracting
from, what is given. Such changes may be concomwgh adding a linguistic entity and
may then be treated as part of the process ofiaddiowever, if only an empty shell is
added—or nothing at all, depending on one’s themkbrientation—then there is a prob-
lem. This is solved by taking the following positianternal changes may occur whenever
a word-formation process is applied; thegy but need notbe due to adding a linguistic
entity.

There is strong empirical evidence from languagesidpment for the Process Cline
Theorem. (i) Affix forms or particle forms used time derivation processn S typically
develop from stem forms or word forms added indbmpounding procesa some ear-
lier system & (ii) Thelossof affix forms or particle forms used in thlerivation process
in some $is a typical source of subcases of domversion process some later S: by
giving rise to empty shells as added triples windtaining the ‘internal change’ of the
basic unit after the form that caused it was lastonversion subcase comes into exis-
tence.

6.5 Completing the Process Model

6.5 a. Extending the theory of word-formation processes

So far we have been dealing only with that paithef Process Model of Word Formation
which renders explicit the conceptiohword-formation processes. Even so, our presenta-
tion has been incomplete, for at least three reason

First, for each one of the three basic word-formation gsses there are further re-
guirements,non-definitiona) that the procesmustmeet in any S. The definitional re-
quirements all concern added triples, but thereals®@ non-definitional general conditions
such as: tharrangement functiomust be a subfunction of concatenation when time co
version process in any S is applied; and apparentlly fully specifiedsyntacticunits are
allowed as basic triples when the maggntacticsubcase of one of the three basic word-
formation processes is applied. General conditadrikis type require additional axioms.

Second there are further important general distinctidredween word-formation
processes. In particular, a distinction may be dramon-disjunctively, betweeword-
formation processes in S with a syntactic bagise basic triple, the added triple, or both,
are fully specified syntactic units) amerd-formation processes in S with a morphologi-
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cal basis(the basic triple, the added triple, or both, &y specified morphological
units).

Having a morphological basis is different from lgeia morphological word-
formation process in S (a stem-form process ina8logously, having a syntactic basis
and being a syntactic word-formation process i #/@rd-form process in S): stem-form
and word-form processes in S are distinguishedhieyr tesults not by their basic or
added triples; selRemark on D6 and Dabove. A morphological word-formation process
may well have a syntactic basis: by the analysé&olda (2012b: Part C), ‘nominalization
of infinitives’ in German systems S usg&em-formconversion in S with ayntacticbasis:
the basic triple is a fully specifiesyntacticunit (word form or phrase) of S, the result is a
fully specified stem form, anorphologicalunit. This is opposed by Nolda to the ‘nomi-
nalization of adjectives’, which usasrd-formconversion in S, necessarily witlsgntac-
tic basis (an adjective form or an adjectival grou) fiesulting in a fully specified word
form, i.e., in asyntacticunit.

Third, the word-formation literature provides a wealthempirical information on
individual subcases of word-formation processeaslimlect systems S. In the present Sec-
tion 6, onlymajor subcases have been considered. Secs 3 to 5 alswigtize some other
subcases, such as processes of determinative codipgun S and processes of copula-
tive compounding in S; these are not yet reconsdutn Sec. 6. The claim has been,
though, that a complete theory of word-formationgasses—to the extent that such a
theory will ever be possible—can be developedulhempirical detail, using as a starting
point the part of the Process Model of Word Fororathat has now been characterized.

The Model would still be incomplete if it were be restricted to a theory of word-
formation processesthe Model is to covethe formation of non-basic lexical words in
their non-inflectionalaspect word-formation processes are the basis of, buidentical
to, lexical-word formation. | briefly indicate whatust still be added.

6.5 b. Defining ‘word formation’: item formation, word for mation, stem formation
(Definitions 19 to 21)

Word formation in S was identified in (1e) with @rtain relation (not: a function); by (1f),
the relation is assigned to S by a function caledd formation(‘word formation per se’).
What is still missing is the theoretical basis ¢onceiving word formation per se in this
way.

In dealing with word formation in an idiolect systeS we are also dealing with the
formation of stem lexemes: stem-form processesyield fully specified stem forms of S
that are related to stem lexemes in the same wayllgspecified word forms are related
to lexical words. Word formation in S may therefdre construed as a subrelation of a
more basic relation, ‘(lexical-)item formation in, &ith ‘stem-lexeme formation in S’ as
another subrelation. We define accordingfly:

" Nolda’s ‘Worthildungsrelationen’ (Nolda 2012b: Séc2.3) are accounted for in Lieb (2011/2012) ey t
relation ‘word formation in S’, except that Noldes@ includes stem lexemes in his ‘word-formatiota+e
tions’. | now assume the lexical-item formationSrto cover both word-formation and stem-formatigor,
ing beyond Lieb (2011/2012).
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Definition 19
[lexical-]item formation(itf) = the function that assigns to any S the set afwdid-
ruples((P, b, (P, b, (P>, ), @) such that:
a. (P, b isalexical word of S or is a stem lexeme of S;
b. ¢ is aword-formation process in S;
C. P, b is properly related in S @, b)) and(P,, b,) by ¢)".

Definitions 20 and 21
word formation (wf) / stenj-lexemg formation (stf) = the function that assigns to

any S the set of all quadruplg®, b, (P, by, (P, by), @) such that:

a. <<P! b’ <Pl, b1>’ <P2a b2>! (P> H Ith!
b. (P, bis alexical word of S / a stem lexeme of S.

Condition (c) in D19 remains to be explained.

6.5 c. Being ‘properly related’

Consider any elemenritP, b, (P, by, (P, b), ¢) of the item formation in any given S.
The first pair in the element is either a lexicard or a stem lexeme of S; the other two
are lexical words, stem or affix lexemes, or psewdods (see Sec. 2.6 b, above, assum-
ing that pseudo-lexemes are not allowed). For argiexical word, there may but need
not be a corresponding stem lexeme; there is aitbiee or exactly one. There are no stem
lexemes for pseudo-words.

The fourth component of the quadruple is a relagidhat is a word-formation pro-
cess in S, i.e., is a non-empty proper or imprcodacase of one of the three basic word-
formation processes in S, the compounding, deamatand conversion processes in S.
Each one of the three basic processes has two mapoases, its stem-form part and its
word-form part; these are word-formation processdsss empty. The stem-form process
and its subcases vyield fully specified stem forfS but need not apply to such forms; the
word-form process and its subcases yield fully ggecword forms of S but do not apply
to fully specified morphological units. In this way partly determines if a relation can be
established directly between the three péish, (P, by), and({P,, k), or if their stem
lexemes (in case there are such) must intervegeisi conversion subcase, added triples
must be ‘empty’.

Keeping all this in mind, we may interpret conditic) in D19 as follows, retaining
the variables in conditions (a) and (b):

c. therearef, Jifd, f2, B, b" andy such that:

) «(f, »0OP, orf, Jy is an element of the paradigm of some stem lexame
(P, b,

(i) (f1, J) O Py, or(fy, &) is an element of the paradigm of some stem lex-
eme of(P, by),

(i) (f2, By O Py, or({fy, &) is an element of the paradigm of some stem lex-
eme of(P,, by), or (f2, b) = (%, @),

(iv) (f1, &, b is the basic triple of,

(v) b'=h,orb =8,

(vi) (fz, &, b) is the added triple of,

(vii) o(0) =<f, J, b.
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Given the general notion of item formation in Sctaver both word formation and
stem-lexeme formation in S, we may also generdheenotion of category assignment in
S that was previously restricted to word formatioe: now consider the ‘lexical-category
assignment’ in S irrespective of the categoriesdpstem-lexeme or lexical-word catego-
ries, as follows?

6.5 d. Lexical-category assignment, word-category assignmeand stem-category
assignment in S (Axiom 5, Definitions 22 to 24)

We tentatively assume tlexical-categoryassignmenéas a second morphosyntactic com-
ponent of any idiolect system S, in addition tovitsrd-formation base. This is to be a
function vy, i.e., a function whose arguments have the onicdbgtatus of quadruples
«P, b, (P1, by), (P, by), o) and whose values are sets O of sets L of gRire that have
the ontological status of lexical words and lexemes

Axiom 5 (Axiom of the Lexical-Category Assignmentjtentative)
For any S, there is exactly one functipisuch that:
a. yisacomponentof S;
b. the domain of is the lexical-item formation in S;
C. for each argumerP, b, (P, by), (P, ), @) of v, the value ofy for the ar-
gument is a set O of lexical categories L of S gheltKP, b belongs to each L
in O.

v may be empty. Sincg#, b is either a stem lexeme or a lexical word andclaixcatego-
ries ‘do not mix item types’, it follows from (chat O is either a set of stem-lexeme cate-
gories or a set of lexical-word categories.—Theaxis the basis for the following defi-
nitions:

Definition 22
The lexical-category assignment & = they that satisfies A5 for S.

Definitions 23 and 24

The word-category assignment 8f/ the stem-category assignment 8f= the

functiony such that:

a. the domain of is the set of all argument&, b, (P, b)), (P, k), ) of the
lexical category assignment of S such gt is a lexical word of S/ is a
stem-lexeme of S;

b. for each argumetP, b, (P1, by), (P>, v, @) of v, the value ofy for the ar-
gument is the value of the lexical-category assigmnof S for the argument.

Axiom 5 is tentative for the following reason. Bdife lexical-category and the word-
category assignment for S are to identify, viartkaiues, only such lexical categories for
a given stem lexeme or lexical wafid, b that are word-formation related. Following tra-
dition in word-formation studies, essentially tfwldwing kinds of categories qualify as
candidates ifP, b is a lexical word: part of speech, grammaticaldggrof nouns (in case

there are such genders), government (both quawditaind qualitative), and inflection

class; analogously, for stem-lexeme categorids, ltowever, an open question if all rele-

“8 This step was not yet taken in Lieb (2011/2012).
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vant categories are already determined(Ryr) by the requirement thatP, b, (P, by),
(Py, bp), @) should be an argument of word formation (of stemmftion) in S, or even
more strongly, determined hy alone. If they are, the lexical-category assignnanS
need not be introduced as a separate componehe afliblect system but may be based
directly on its lexical-item formation, renderingcidm 5 superfluous.

Given the notion of word formation in S as defined20, a number of traditional
concepts relating to ‘word-formation types’ canmbade more precise.

6.5 e. Types of word formation in S (Definitions 25 to 28)

Referring to specific functionsg, types of word formatioare distinguished as in the fol-
lowing example:

Definition 25
derivation in S = the set of al{{P, B, (P, by, (P», by), ¢) such that:

a. <<P) b) <Pl) b1>) <P2) b2>| (P> D Wf(S)y
b. ¢ is a subcase of the derivation process fi S.

Terms like ‘derivation in S’, ‘compounding in Sha ‘conversion in S’ that denote word-
formationrelationsin S must not be confused wiphocessterms like ‘the derivation pro-
cess in S’, ‘the derivation process per se’, ‘tieewdtion process’, ‘stem-form derivation
in S’, where parts like ‘derivation’ are insepaelilom the rest of the term and have no
independent meaning.

We may also define traditional terms of the tyfR, 9 is derived’ (meaning: ob-
tained through derivation) ofP, b is derived from(Py, by)’, relativizing them to idiolect
systems S:

Definition 26
(P, by is derived inSfrom (Py, by) using (P, k) iff for someo, (P, B, (P1, by),
(P,, ), @) O derivation in S.

Definition 27
(P, b isderived inSfrom (P, by) iff for some(P,, by, (P, b is derived in S from
(Py, by) using(Py, by).

Definition 28
(P, b isderived(is aderived wordin S iff for somegPs, by), (P, b is derived in S
from (P, by).

Definitions 25 to 28 reconstruct one frequent usafgeord-formation terms. In par-
ticular, it can now be seen from the definitionsvheord formation in S imposes a certain
relational structure(D25 to D27) and alass structurgD28) on the lexicon. These struc-
tures are derivative, they are not, on our accaromiponents of the lexicon.

The Process Model as it has now been outlinedrisgba theory of language. Let
us briefly consider how the model may be used tnadanguage description. Strictly

“9 This exemplifies how a word-formatigrlation of S may be determined by a word-formatjmocessin
S, a feature already present in earlier versionfh®fProcess Model, and also independently intred xy
Nolda into his PR model (2012b: Sec. 6.2.3).
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speaking, we are now proceeding from a theorymguage to a theory of grammars (lan-
guage descriptions), construed as a sister thédahedaheory of languag®.

* The following sketch outlines a use of the Proddsslel in language description that differs frore tise
emphasized by Nolda (2012b) for his own word-folioratheory: using it for explanations in a claskica
Hempel-Oppenheim sense. This is of course not drdldor the Process Model either.



7 Using the Process Model in word-formation descripon

7.1 Introduction

Suppose that we want to describe word-formatiothéidiolect systems of a given lan-
guage or language variety D, construing D as afatiolects that each have a system,;
this is tantamount to describing ‘word-formation M. For this purpose we require a
grammar of D with a word-formation part. The gramragain is a theory: a theory of D;
in our case, what is to be used in the grammar,a$ Ehe theory of language containing
the Process Model of Word Formation. The theoryaofjuage must be available in the
grammar without being a literal part of it; we @@nfronted here with a problem of ‘the-
ory integration’. In Lieb (1983: Part G), such pebs are studied extensively, and vari-
ous kinds of theory integration are distinguishedelation to linguistic theories. The type
that is relevant here igresuppositionthe grammaipresupposes-in the sense of Lieb
(1983: 425)—the theory of language that contaiesRtocess Model of Word Formation.
Without going into details, this implies that trerrhinology and the axioms, theo-
rems, and definitions of the theory of language lmamised freely in those sentences of the
grammar which are to describe word formation inithelect systems of D. In particular,
where terms from the Process Model appear in seesenf the grammar, the terms are to
be understood as defined in the theory of languttgsy are not newly defined in the
grammar. Moreover, the terms, axioms, theorems, dafithitions of the Process Model
are available for deductions in the grammar whieeegrammar deals with word-formation
in D. At the same time, the grammar of D must consentences that isolate properties
specific to D, in particular, sentences that idgntvord-formation and word-formation
processes in the idiolect systems of D. Such seasedo not belong to the presupposed
theory of language or its Process Model part betsantences solely of the grammar that
formulate empirical assumptions on D; the senteecegmpirically true or false This
holds ofany grammar that presupposes our theory of langudg®akes for maximal
comparability of word-formation studies, regardledslanguage, and also allows us to
separate the general from the specific in desdailiard-formation in a given language.
For exemplification, consider théentification of basic word-formatioprocesse
the idiolect systems of a language or languageetyararguably the most important task in
describing word-formation.

7.2 Process identification

7.2 a. |ldentification sentences

Suppose that we are dealing in a grammar G wittb#&sic word-formation processes in
the idiolect systems S of a language or languagetyaD. These processes, say,sler
may then be identified by G through a sentence aff @he following form (relevant
13-tuples denoted in abbreviated form,@&s *.., €)’):
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Format of identification sentence@nformal example)
For any idiolect system S of D and any.f., ¢, deg(fy, ...,€) =(f, J, b iff: one of
the following conditions is satisfied fofy, ..., €): ..... , andfy, ..., &) determines

(f, 3, b.

(For ‘determines’, see Sec. 6.1 b, above.) Thedd@ns’, indicated by the dots after the
colon, must be non-logical and must dgeecific toD. This means: it does not yet follow
from sentences of the presupposed theory of lareguditg axioms, theorems, or defini-
tions—that the conditions are satisfied. In pattcuthis does not follow from the defini-
tion of the process name (‘der’). Nor does it fallfrom sentences of the presupposed
theory of language and a sentence of the grammBr sihting that D is (a variety of) a
language. Consider the following (incomplete) exemp

We choose Standard British English (SBE) as D.&die a description, or gram-
mar, of SBE that presupposes a theory of languaitpeawProcess Model part and uses this
part in its description W of word-formation in SBEet the description W be exhaustive.
W then contains aidentification sentence for the derivation procésshe idiolect sys-
tems of SBEi.e., contains an axiom or theorem of the follegvkind, or an equivalent
sentence:

Identification sentence in W for the derivation pcess in SBE systems
For all S, if S is an idiolect system of SBE, tlienany f, ..., ¢, f, J, and b:
der(fy, ..., &) =(f, J, b if and only if (1) and (II):

l. (f1, ..., &) satisfies one of the following conditiong)#o (a,):
a. (f1, J, b is a ‘suitable’ fully specified unit of S
and J = {Pres-St, Inf-St}
and(f,, %, bp) is a fully specified affix form of S
and b =um
andfi1 = B21 = zero-shortening
andpi2 = B2z = identity
andy = inverse concatenation
ands = identity
ande = annulling;

& ..
. (fy, ..., &) determinesgf, J, b.
Condition (a) coversonepossibility for ‘derivation byun,’; cf. Sec. 4.1, above. ‘Suitable’
accounts for the fact that there are restrictiamsh@ basic triples, in particular, semantic
ones, in addition to the condition formulated fgrthese are not spelled out here. For the
identification sentence to make sense, it mustni@ied by each ¢ain (I) that({f, ..., €)

is ‘properly constructed’; this is a preconditioor fusing ‘determines’ in (Il) (see Sec.
6.1 b, above).

7.2 b. Discussion

| do not wish to give the impression that an idedtion sentence for dein the idiolect
systems of SBE must have exactly this form; inenal description, such a sentence may
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be formulated more formally or less formally thdoae, and may be split up and distrib-
uted over the descriptive text. Still, an idenafion sentence of this kind will be implied
by any exhaustive description of the derivationcess in the SBE idiolect systems.

Three points should be emphasized with respecteatification sentences in a
grammar:

(1) They are not definitions of the relevant terrfas; example, ‘der’ is defined, once
for all, in the presupposed theory of language ifi&n 14 in Sec. 6.3 b), and is
used in the above identification sentence in itsndd sense.

(i) Formally, identification sentences are noniay axioms or theorems of the
grammar that are not yet available in the presugghdiseory of language and can-
not be obtained from sentences of the theory ajuage plus a sentence of the
grammar stating that its object is a language aoiety of a language.

(i)  Because of (ii), an identification sentenceda sentence newly introduced by the
grammar and is a sentence that is—in contrastd@fiaition—empirically true or
false.

The identification sentences for word-formationgasses in the systems of different lan-
guages never make identical claims; typically, tivdyproceed by case distinctions even
when dealing with a single language or languageetyaras indicated above. This doest
mean, though, that we cannot adequately definestéke ‘der’ or ‘the derivation process’
in a theory of language, as names of functions d@paty to arbitrary idiolect systems S
and assign to each system a functpofpossibly empty). | submit that the definition®pr
posed in the present essay are indeed adequate.

Not being a definition, an identification sentericea grammar does not define any
one of the terms it uses but presupposes thaethestare already understood, mostly as
defined or definable in a presupposed theory ajuage; if undefined, the term is used in
the grammar as a basic term of the theory of lagguahere it must still be interpreted.
Insisting on meaningful identification sentences Hdanying the possibility of general
definitions—a deep-rooted tendency in linguistitzggely due to a confused view of
‘definition’—is, in many cases, self-contradictory.

Obviously, the number of cases that must be distinguished in an exhaugtenti-
fication sentence for the derivation process in SB&ems is quite large. It is in this con-
text that a notion oflerivation rule—more generallyyword-formation rule-may be intro-
duced.

7.3 Word-formation rules

Word-formation rules are to be sentences of a gramtimat serve to partially identify
word-formation processes in the idiolect systemtheflanguage of which the grammar is
a theory (word-formation rules in this sense are‘nes for forming words’ but ‘gram-
mar rules for identifying processes involved in déormation’). Such rules can be given
roughly the following form, exemplified by derivati rules:

Format of word-formation rules(informal example)
For any idiolect system S of D and any.f.,¢, f, J, b, if
a. (fi, ..., ) satisfies condition ..... , and
b. (fy, ...,¢) determinesf, J, b,
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then
c. (f,J,b=degfy, ..., ).

Again, (a) must imply thaf, ..., €) is ‘properly constructed’ for (b) to make sense.

Let us use the conditionifafrom the identification sentence in Sec. 7.2 dilton
the gap left in (a) after ‘condition’; take D to B¢andard British English. We then obtain
the following example:

Example of a word-formation rule
For all S, if S is an idiolect system of SBE, thienall fy, ..., ¢, f, J, b, if
a. (fi, ..., e) satisfies condition ¢ and
b. (fy, ...,¢) determinesf, J, b,
then
c. (f, 3,0 =degfy, ..., ¢).

From aformal point of view, this is either an axiom or a theoref the SBE gram-
mar. A comparison of the rule with the above ideadtion sentence shows an obvious
relationship: the rule is a logical consequence¢hefidentification sentence. This can be
generalized: in a grammar, an identification secgefor a word-formation process—an
axiom or theorem of the grammar—should precedeespanding rules; these may then
be derived as theorems from the identification esece. (Rules need not be as restrictive
as the one above.)

From amethodologicalpoint of view, however, the order is reversed.dluior a
word-formation process in idiolect systems will mually formulated before the identifi-
cation sentence has been established: we work ayiupy from the many specific cases to
the identification sentence. As long as no iderdiion sentence has been formulated from
which the rule would follow, the rule has the metblmgical status of an individual em-
pirical hypothesis, of limited range and subjectréwision or eventual rejection. Only
when we feel certain that all relevant cases haen lfound will we attempt to formulate
an identification sentence, using the rules to iabéadisjunction of conditions as in (l),
above; it is essentially this disjunction, repreésgna single condition, that allows us to
identify the word-formation process. From a metHodal point of view, the identifica-
tion sentence continues to have the status of guiriead hypothesis, less restrictive than a
rule but still subject to revision or rejection.

This concludes the present outline of the Procesddilof Word Formation. Typi-
cally, several competing theories are possibleafor given empirical domain, not neces-
sarily equivalent in predictive power; and evenwb theories are equivalent in this re-
spect, they may differ in adequacy, in more thae sense. Indeed, there is a model of
word formation, closely related to the Process Moa#h which the Process Model may
be confronted: thPattern and Restrictiomodel developed by Andreas Nolda.
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8.1 Introduction

An earlier version of the Process Model of Wordrkation was used by Andreas Nolda
to develop his owrPattern and Restrictio(PR) model of word formation, which retains
essential features of the Process Model (for &ifimpression, there is a brief English out-
line in Nolda 2012a: Sec. 1; a carefully worked axiomatic formulation in German is
included as Appendix B in Nolda 2012b; | am goingranslate Nolda’'s German terms
into English). Nolda uses different variables frahe ones employed in the Process
Model, or uses the same variables differently @wample,'S’ stands for any ‘linguistic
system’: any system of an idioleat, system for aariety or languagg and the structure
of his axiomatic system differs from the structofehe system outlined in Sec. 6. There
are major deviations from the Process Model; stihny details of the Process Model re-
appear in Nolda’s theory, and the basic orientadoy and large the same, despite a dif-
ference in the role assigned to word-formation psses: in the Process Model, word-
formation processes in S serve to directly iderttiy non-basic lexical words of S in their
non-inflectional aspect whereas in the PR modetélaion is less direct.

This is not the place for a detailed comparisotheftwo models. However, essen-
tial differences between them can be specifieivasmajor changesade in proceeding
from the Process Model, in the form it takes in phesent essay, to the PR model. (There
are other changes, such as, in the PR model, nglaxi important condition on paradigms
in order to deal with syncretism, or basing measthgnge functions directly on functions
that change concephtensionsrather than proceeding frorextensions but the five
changes appear to be the major ones.) The chanljé®ewharacterized informally, indi-
cating for each one why it is rejected in the Pssc®lodel. Characterizing the changes
also serves to throw additional light on the Preddsdel.

8.2 Change 1: anchoring word-formation processes in Sifferently

8.2 a. The change

In the Process Modelthe word-formation processes in S are the nontgr{groper or
improper) subcases of at most three potentiatd-formation processes in S: the com-
pounding process in S, the derivation process ianf, the conversion process in S, dis-
tinguished by properties of the added triples; ¢hase the elements of the word-formation
component of S (its ‘word-formation base’).

In the PR mode) the word-formation component of S is construed ast of functions'F
that are roughly analogous to our potential wordrf@tion processes in S; for each n,
n >0, there is at most one such function in the det.nfplace word-formation processes
in S, roughly analogous to word-formation processeSim our sense, are functiop§
n> 0, that are ultimately based on the functiofidgrFthe word-formation component of S,
making use of these functions in a specific waypwnapproach, n would be the number
of triples in the basis excluding affix triples aethpty’ triples but still allowing for more
than one triple in the basis. The notion of an aepl word-formation process in S is then
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used for a definition schema that defines n terfrig-place compounding in Sto mean,
simply, the n-place word-formation processes iuGghat n> 1; similarly, ‘derivation

in S in a broadsenséfor the one-place word-formation process in &rivation in S in

a narrow senskfor that subfunction of derivation in S in a biaense that involves seg-
mental change, anctconversionin S for that subfunction of derivation in S in a ba
sense that does not involve segmental change.

8.2 b. Rejecting the change

The Process Model and the PR model agree in amgharord-formation processes in a
specific morphosyntactic component of the systemif&rent from both the morphologi-
cal and the syntactic components. Assuming suabngonent corresponds to one tradi-
tional treatment of word formation by which wordrfwation is dealt with separately from,
and in addition to, morphology and syntax.

In the earlier versions of the Process Model, tlepmological processes and the
syntactic word-formation processes in S were kepsate and represented in, respec-
tively, a component of the morphological and a congnt of the syntactic subsystem of
S. This has now been changed; in this respecgapebetween the Process Model and the
PR model has narrowed: we are now assurttinge basic processesach one with two
major subcases, one morphological, the other siyatassigning the three basic processes
to a single morphosyntactic component of S.

Still, important differences remain between the svay which the Process Model
and the PR model anchor word-formation processeS in the system: in the Process
Model but not in the PR model, only three basiccpsses in S are currently recognized
(any number of compounding processes is alloweitienPR model), and the basic pro-
cesses are represented directly in the word-foomatomponent; the Process Model is, in
this respect, simpler, and ties in more directlyhwhe basic types of word formation tra-
ditionally distinguished in linguistics. In summatiie anchoring approach followed in the
PR model continues to be partly rejected in the®&ss Model.

8.3 Change 2: using different ‘basic objects’
8.3 a. The change

In the Process Modelfully specified unitgf, J, b of some idiolect system—informally,
‘basic objects—supply the first three components and, typicdhyg, second three compo-
nents of the basis of an argument when a word-foomarocess in S is applied; the re-
sult is a fully specified unit of S.

In the PR mode] fully specified units are replaced as basic otgday ‘word-formation
instances in S’, quadruplé§ P, L, ¢ where(f, P) is essentially likéf, J) in a fully speci-
fied unit(f, J, b: (f, P) is an element of the paradigm of some presupplesechl item of

S (a ‘lexical stem’ or a lexical word, affixes aggcluded in this context), and c is a con-
cept said to be ‘compatible with’ the meaning & kixical item; L is a set of lexical cate-
gories that is a (partial) categorization of theegupposed lexical item. There are no basic
objects to correspond to fully specified affix ferar to triples with ‘empty’ components.
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8.3 b. Rejecting the change

In the Process Model, fully specified units do mmude a categorization L of a presup-
posed lexical item, mainly for the following reasdtully specified units argivenin S
independently of lexical items; in particular, fubpecified stem forms or word forms,
including categorizations J consisting whrd-form categories, are ultimately given
through a paradigm basis; in such a bdsigcal-word categories do not appear. Word-
formation processes in S that do not involve ldxard categories can be used in the
identification of stem lexemes and lexical words. Generally, wiorchation in S as it is
construed in the Process Model {nik to account for thenajor aspect of word formation
in a traditional senseviz. identification of non-basic lexical wordsatxding inflection.
Theminor aspect-partial determination of a word’s membership ixidal categories—is
accounted for only after the word has been idettifisee Secs 1.5¢, 3.3 b and 6.5d,
above, for details).

Moreover, in the Process Model the basic objectwond-formation processes are
related to lexemes and lexical words directly, indirectly as in the PR model where ‘un-
derspecification’ is allowed in setting up basigealts: each component of a basic object
may have to be made more specific before it tunt@ something that helps to directly
identify a lexeme or lexical word; this is spediiy true of the quadruple thaesults
from applying a word-formation process.

In particular, applying a word-formation processhe Process Model directly iden-
tifies lexeme and word meanings b in contrast @®RR model, where the semantic com-
ponent c in a result quadruple need only be ‘coifgatvith’ the lexical meaning of a
corresponding paradigm form: the meaning itself in@ayunderspecified’ by c. This is an
unnecessary complication since the lexical meanimgst still be identified; excluding
their actual determination as ‘idiosyncratic’ froword-formation processes, as Nolda
does, is a highly dubious move. It seems to bevatgd by a failure to directly attack the
apparent semantic indeterminacy of determinativepmunds (see Sec. 3.4 b, aboRe;
mark on spex and by not representing (Nolda 2012b: Ch. 7, #s{dl2) the place-number
of result meanings (such as a two-place verbal euines. a three-place one) directly in
semantic functions, thus rejecting, for no goodsoaafamilies of semantic functions that
differ only in this respect, whereas such familege allowed and used in the Process
Model.

Generally, ‘underspecifying’ the components of gsresults clashes with the di-
rect-identification aim adopted in the Process Moaled is therefore rejected.

A seemingly innocuous step taken in the PR modeMaat consequences: this is the
exclusion of basic objects that correspond to fapecified affix forms, or correspond to
triples with ‘empty’ components. Due to this stéere is no basic object in the PR model
to correspond to an added triple in dealing withvd¢ion or conversion, whereas there
are such objects in the case of compounding processg@sAs a consequence it is hard, if
not impossible, to assign derivation processes whatild be their proper place in a pro-
cess cline (Secs 5.1, 6.4 b, above): intermedigtieden compounding processes and con-
version processes. On the conception adopted ifPtbeess Model, triples with empty
components are allowed as long as the empty set imtroduced as a linguistic unit.

In summary, Change 2 is rejected in the ProcesseMoetcause it clashes with the
aim of direct word-identification by weakening ttlese connection between the results of
word-formation processes on the one hand and leiteaas on the other, and because it
obscures the process cline.
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8.4 Change 3: introducing n-place word-formation proceses

8.4 a. The change

In the Process Modelall word-formation processes in S have argumevitls a bipartite
basis: the first three components form the baspmldy the second three the added triple;
at least the basic triple is (normally) a fully gifeed unit. In this sense, all word-
formation processes in S are bipartite, or ‘two-gea

In thePR mode] a basis in our sense is replaced by a basic okje®, L, ¢, or by an n-
tuple of basic objects for» 1; for the sake of brevity: a basis in our serseeplaced by
an n-tuple of basic objects for>n0, allowing for 1-tuples. The n-tuples are introdd as
elements of sets called ‘n-place base restrictiohst us therefore call the n-tuplese-
striction tuples’ Only indirectly does a word-formation processSimpply to a restriction
tuple, still, it applies (cf. below, Change 4). dstriction tuple has n components (consists
of n basic objects), for r 0. Since n may vary, it is necessary in the PReinodrelativ-
ize word-formation processes in S to n, the nurobeomponents of the restriction tuples
to which a process is meant to indirectly apply: langer are all word-formation pro-
cesses in S uniformly ‘two-place’, are, simply, e«tmrmation processes in S; instead, we
are now dealing witm-place word-formation processes in for n> 0.

8.4 b. Rejecting the change

Change 3 is rejected in the Process Model for tilewiing reason. The change would
vastly complicate the theory, as demonstrated byPtR model; in order to account for the
change, a large part of the theoretical vocabulathe PR model has to be relativized to
n, too, resulting in families' tof terms rather than simply terms t, with a cquoesling
increase in the types of entities that the theaugtdeal with.

The relativization to n in the PR model appearksawee been generated by two theo-
retical decisions and one empirical assumption.tfberetical decisionare: exclusion of
basic objects that correspond to fully specifieiixdbrms, and exclusion of basic objects
with ‘empty’ components (see above, Change 2). fiils¢ decision excludes standard
derivation functions as being uniformly ‘two-placahd the second, conversion functions.
However, neither decisiohasto be taken. Thempirical assumptions this: there must
be, or should be, functions of copulative compongdn S that apply, directly or indi-
rectly, to n-tuples of basic objects such that2y ¥his assumption appears to be false (see
Sec. 3.6, above). If it is, n-place word-formatfmocesses are empirically unmotivated in
the PR-model.

Since the theoretical decisions need not be takdrittee empirical assumption may
well be false, Change 3 is unnecessary, and isnaote in the Process Model due to the
complications it creates.

8.5 Change 4: reconceiving the arguments of word-formabn processes

8.5 a. The change

In the Process Modelan argument of a word-formation process in S i&3auple that
comprises both a basis (components 1 to 6, forwaegbasic objects) and a construction
mode (components 7 to 13: seven functions).
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In thePR mode) an argument of an n-place word-formation prodesS, say conl}$, is a
guadruple of four n-place functions, calledvaord-formation pattern, that corresponds
to our construction mode alone, without the bastse four functions operate on, respec-
tively, n-tuples of forms f, n-tuples of categatimas P, n-tuples of categorizations L, and
n-tuples of concepts c. An n-place restriction éugi n basic objects that corresponds to a
basis in our sense is introduced only after anotstep has been taken. First, the word-
formation process, comip, takes the ‘word-formation pattern’ of four fupas as an
argument and assigns to it another, intermediatetion, also n-place, that is callethe
operation specified bBythe pattern. This intermediate function then talkieen-place re-
striction tuple as an argument and assigns to it a basic objed®, L, ¢ by having the
four functions in the word-formation pattern operain the relevant components of the n
basic objects in the restriction tuple: operate oespectively,sfto f,, P, to P, L; to L,
and g to G. Thequadruple(f, P, L, ¢) so obtained corresponds to the fully specified uni
(f, J, b that would be a result triple in the Process Model

8.5 b. Rejecting the change

Change 4 is rejected in the Process Model for elleviing reasonsFirst, restricting the
arguments of a word formation process in S to tmestruction mode and then introducing
an intermediate function to take care of the bigsssmply not necessary on either empiri-
cal or theoretical grounds; the resulting formadt wonceptual increase in complexity,
obvious from the PR model, is therefore unnecessaoy” Secondin characterizing ar-
bitrary subcases of a word-formation process iit &, preferable to havdirect and si-
multaneous accedss an argument to both the components of the kasisthe compo-
nents of the construction mode, which excludes ntakihe change (see Sec. 6.Re-
marks on D&

8.6 Change 5: using different functions that manipulateforms, generally and for
conversion

8.6 a. The change

In the Process Modelfunctions of shortening, form change, and arranget are sepa-
rately represented in the construction mode andagmelied to forms in this order. When a
conversion process i is applied, the basic unit may turn into a shogeguence due to
the basic shortening function, and its members diiégr from the original ones, segmen-
tally or suprasegmentally, due to the basic forrarae function.

In thePR mode] functions of shortening, form change and arrangenare not individu-
ally represented. Instead, the first component 6k@rd-formation pattern'—call it the
form manipulator—is construed as an n-place function assigningngle form to the n
forms of a given n-place restriction tuple, accangtjointly for the effects of shortening,
form-change and arrangement functions in our seasmg the notion of functional prod-
uct to obtain the single form manipulator.

*L This is indirectly admitted by Nolda (2012b: S8.2), who claims of the two above ways of constju
word-formation processes that ‘in a sense, thesenatational variants’. However, no definite adeayet of
Nolda'’s version is forthcoming to make up for thielad complexity.
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Conversion in Ss construed as that subfunction of (one-placejvd¢ion in S in a
broad sense for which the form manipulator leaves form fsegmentally unchanged
when the derivation function applies to a given dyugle {f, P, L, ¢; suprasegmental
changes are allowederivation in S in a narrow sense the analogous subfunction for
which the form manipulator does not leave the fosmagmentally unchanged.

8.6 b. Rejecting the change

There ardour major aspects of manipulating foring a word-formation process that may
be distinguished: addition, shortening, segmemtdl suprasegmental change, and combi-
nation. In the Process Model, addition is accouritedoy the universal presence of an
added triple. The other three aspects are kept apdrepresented separately by functions
that appear as individual components of the argisnehword-formation processes in S
and always apply in the same fixed order. Due i® d@pproach different word-formation
processes in S, and different applications of glsimord-formation process, can be com-
pared with respect to all three aspects in a wayithbothdirect and maximally explicit
This is not possible in the PR model, due to thsofual nature of its form manipulators;
they are to account even for the aspect of additaoepting the compounding process.
The PR account of form manipulation (inspired byai¥s conception of spelling opera-
tions: Beard 1995: Ch. 3) is therefore rejected.

The reasons for rejecting the PR view of convergid® are given in Secs 5.4 e (Al-
ternative 2) and 2.1 f (rejection of conversiomigrand categories); they need not be re-
peated here.

Concluding remark The confrontation of the Process Model with tike rRodel, critical

of the latter, is to explain and justify decisidhat are taken in the Process Model but are
not made, or made differently, in the PR model.sTiay give the impression of the PR
model having been evaluated negatively—wronglytBe:Pattern and Restriction model
is an important contribution to word-formation tingomore advanced than most, provid-
ing welcome support to adopting word-formation tie® that are process-driven. Taken
in conjunction, the two models demonstrate how telated theories of word formation
that partly differ in dealing with their domain, ynghrow light on it by their very differ-
ences.
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