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Time-delay matrix, midgap spectral peak, and thermopower of an Andreev billiard
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We derive the statistics of the time-delay matrix (energy derivative of the scattering matrix) in an ensemble of
superconducting quantum dots with chaotic scattering (Andreev billiards), coupled ballistically to M conducting
modes (electron-hole modes in a normal metal or Majorana edge modes in a superconductor). As a first application
we calculate the density of states ρ0 at the Fermi level. The ensemble average 〈ρ0〉 = δ−1

0 M[max(0,M + 2α/β)]−1

deviates from the bulk value 1/δ0 by an amount depending on the Altland-Zirnbauer symmetry indices α,β. The
divergent average for M = 1,2 in symmetry class D (α = −1, β = 1) originates from the midgap spectral peak
of a closed quantum dot, but now no longer depends on the presence or absence of a Majorana zero mode. As
a second application we calculate the probability distribution of the thermopower, contrasting the difference for
paired and unpaired Majorana edge modes.
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I. INTRODUCTION

A semiconductor quantum dot feels the proximity to a
superconductor even when a magnetic field has closed the
excitation gap that would open in zero magnetic field: The
average density of states has either a peak or a dip [1],

ρ±(E) = δ−1
0 ± sin(2πE/δ0)

2πE
, (1)

see Fig. 1, within a mean level spacing δ0 from the Fermi
level at E = 0 (in the middle of the superconducting gap). The
appearance of a midgap spectral peak or dip distinguishes the
two symmetry classes C (dip, when spin-rotation symmetry is
preserved) and D (peak, spin-rotation symmetry is broken by
strong spin-orbit coupling). These Altland-Zirnbauer symme-
try classes exist because of the ±E electron-hole symmetry in
a superconductor, and are a late addition to the Wigner-Dyson
symmetry classes conceived in the 1960s to describe universal
properties of nonsuperconducting systems [2].

Electron-hole symmetry in the absence of spin-rotation
symmetry allows for a nondegenerate level at E = 0, a
so-called Majorana zero mode [3,4]. The class-D spectral peak
is then converted into a dip, ρ+ → ρ− + δ(E), such that the
integrated density of states remains the same as without the
zero mode [5,6]. The entire spectral weight of this Fermi-level
anomaly is 1/2, consistent with the notion that a Majorana
zero mode is a half fermion [7].

Here we study what happens if the quantum dot is coupled
to M conducting modes, so that the discrete spectrum of the
closed system is broadened into a continuum. We focus on the
strong-coupling limit, typically realized by a ballistic point
contact, complementing earlier work on the limit of weak
coupling by a tunnel barrier or a localized conductor [8–15].
The simplicity of the strong-coupling limit allows for an
analytical calculation using random-matrix theory of the entire
probability distribution of the Fermi-level density of states—
not just the ensemble average. Using the same random-matrix
approach we also calculate the probability distribution of the
thermopower of the quantum dot, which is nonzero in spite
of electron-hole symmetry when the superconductor contains
gapless Majorana edge modes [16].

The key technical ingredient that makes these calculations
possible is the joint probability distribution of the scattering
matrix S and the time-delay matrix Q = −i�S†dS/dE, in
the limit E → 0. This is known for the Wigner-Dyson
ensembles [17], and here we extend that to the Altland-
Zirnbauer ensembles. The Fermi-level density of states then
follows directly from the trace of Q, while the thermopower
requires also knowledge of the statistics of S. We find that
these probability distributions depend on the symmetry class
(C or D), and on the number M of conducting modes, but
are the same irrespective of whether the quantum dot contains
a Majorana zero mode or not. A previous calculation [14]
had found that the density-of-states signature of a Majorana
zero mode becomes less evident when the quantum dot is
coupled by a tunnel barrier to the continuum. We conclude
that ballistic coupling completely removes any trace of the
Majorana zero mode in the density of states, as well as in
the thermopower—but not, we hasten to add, in the Andreev
conductance [18].

The outline of the paper is as follows. In the next section
we present the geometry of an “Andreev billiard” [19], a
semiconductor quantum dot with Andreev reflection from a
superconductor and a point-contact coupling to a metallic con-
ductor. (Systems of this type have been studied experimentally,
for example in Refs. [20–22].) We derive a formula relating
the thermopower to the scattering matrix S and time-delay
matrix Q, in a form which is suitable for a random-matrix
approach. The distribution of the transmission eigenvalues
Tn of S was already derived in Ref. [23]; what we need
additionally is the distribution of the eigenvalues Dn of Q (the
delay times), which we present in Sec. III. The distributions of
the Fermi-level density of states and thermopower are given in
Secs. IV and V, respectively. We conclude in Sec. VI.

II. SCATTERING FORMULA FOR THE THERMOPOWER

We study the thermopower of a quantum dot connecting a
two-dimensional topological superconductor and a semicon-
ductor two-dimensional electron gas (see Fig. 2). In equilib-
rium the normal-metal contact and the superconducting con-
tact have a common temperature T0 and chemical potential EF.
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FIG. 1. (Color online) Ensemble-averaged density of states (1)
of an Andreev billiard in symmetry class C (ρ−, dashed curve), or
class D without a Majorana zero mode (ρ+, solid curve). The class-D
billiard with a Majorana zero mode has the smooth density of states
ρ− together with the delta-function contribution from the zero mode.
In this paper we investigate how the midgap spectral peak or dip
evolves when the billiard is opened via a ballistic point contact to a
metallic reservoir. We find that the distinction between classes C and
D remains, but the signature of the Majorana zero mode is lost.

Application of a temperature difference δT induces a voltage
difference V at zero electrical current. The ratio S = −V/δT

is the thermopower or Seebeck coefficient.
In the low-temperature limit δT � T0 → 0 the ther-

mopower is given by the Cutler-Mott formula [24],

S/S0 = − lim
E→0

1

G

dG

dE
, S0 = π2k2

BT0

3e
, (2)

in terms of the electrical conductance G(E) near the Fermi
level (E = 0). See Ref. [16] for a demonstration that this
relationship, originally derived for normal metals, still holds

FIG. 2. (Color online) Andreev-billiard geometry to measure the
thermopower S of a semiconductor quantum dot coupled to chiral
Majorana modes at the edge of a topological superconductor. A
temperature difference δT induces a voltage difference V = −SδT

under the condition that no electrical current flows between the
contacts. For a random-matrix theory we assume that the Majorana
modes are uniformly mixed with the modes in the point contact, by
chaotic scattering events in the quantum dot.

when one of the contacts is superconducting and G is the
Andreev conductance.

Without gapless Majorana modes in the superconductor
the Andreev conductance is an even function of E, so the
ratio S/S0 vanishes in the low-temperature limit. For that
reason, with some exceptions [25,26], most studies of the effect
of a superconductor on thermoelectric transport take a three-
terminal geometry, where the temperature difference is applied
between two normal contacts and the conductance is not so
constrained [27–36]. As pointed out by Hou, Shtengel, and
Refael [16], Majorana edge modes break the ±E symmetry
of the conductance allowing for thermoelectricity in a two-
terminal geometry—even if they themselves carry only heat
and no charge.

In a random-matrix formulation of the problem two
matrices enter, the scattering matrix at the Fermi level S0 ≡
S(E = 0) and the Wigner-Smith time-delay matrix [37–39]

Q = −i� lim
E→0

S† dS

dE
. (3)

Before proceeding to the random-matrix theory, we first
express the thermopower in terms of these two matrices. The
existing expressions in the literature [40,41] cannot be directly
applied for this purpose, since they do not incorporate Andreev
reflection processes.

The Andreev conductance is given by [42]

G(E)/G0 = 1
2N − Tr ree(E)r†ee(E) + Tr rhe(E)r†he(E), (4)

in terms of the matrix of reflection amplitudes

r =
(

ree reh

rhe rhh

)
(5)

for electrons and holes injected via a point contact into the
quantum dot. The submatrix ree describes normal reflection
(from electron back to electron), while rhe describes Andreev
reflection (from electron to hole, induced by the proximity
effect of the superconductor that interfaces with the quantum
dot). The conductance quantum is G0 = e2/h and N is the
total number of modes in the point contact (counting spin and
electron-hole degrees of freedom), so r has dimension N × N .

Without edge modes in the superconductor, the reflection
matrix r would be unitary at energies E below the super-
conducting gap. In that case one can simplify Eq. (4) as
G/G0 = 2 Tr rher

†
he. Because of the gapless edge modes the

more general formula (4) is needed, which does not assume
unitarity of r .

Equivalently, Eq. (4) may be written in terms of the full
unitary scattering matrix S(E),

G(E)/G0 = 1
2N − 1

2 TrPτzS(E)P(1 + τz)S
†(E), (6)

where the Pauli matrix τz acts on the electron-hole degree of
freedom and P projects onto the modes at the point contact:

S =
(

r t ′

t r ′

)
, Pτz =

(
τz 0

0 0

)
. (7)

The off-diagonal matrix blocks t,t ′ couple the N ′ Majorana
edge modes to the N electron-hole modes in the point contact,
mediated by the quasibound states in the quantum dot. The
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incoming and outgoing Majorana edge modes are coupled by
the N ′ × N ′ submatrix r ′.

Electron-hole symmetry in class D is most easily accounted
for by first making a unitary transformation from S to

S ′ =
(

U 0

0 U

)
S

(
U † 0

0 U †

)
, U =

√
1
2

(
1 1

i −i

)
. (8)

In this so-called Majorana basis [43] the electron-hole sym-
metry relation reads

S ′(E) = S ′∗(−E). (9)

The Pauli matrix τz transforms into τy , so the conductance is
given in the Majorana basis by

G(E)/G0 = 1
2N − 1

2 TrPτyS
′(E)P(1 + τy)S ′†(E). (10)

In what follows we will omit the prime, for ease of notation.
To first order in E the energy dependence of the scattering

matrix is given by

S(E) = S0[1 + iE�
−1Q + O(E2)]. (11)

Unitarity and electron-hole symmetry together require that
S0 is real orthogonal and Q is real symmetric, both in the
Majorana basis. The conductance, still to first order in E, then
takes the form

G(E)/G0

= 1
2N − 1

2 TrPτyS0P(1 + τy)ST
0

− 1
2 iE�

−1 TrPτyS0[QP(1 + τy) − P(1 + τy)Q]ST
0 .

(12)

Since TrPτyX vanishes for any symmetric matrix X, we
can immediately set some of the traces in Eq. (12) to zero:

G(E)/G0 = 1
2N − 1

2 TrPτyS0PτyS
T
0

− 1
2 iE�

−1 TrPτyS0(QP − PQ)ST
0 . (13)

The resulting thermopower is

S/S0 = i�−1 TrPτyS0(QP − PQ)ST
0

N − TrPτyS0PτyS
T
0

, (14)

in the Majorana basis. Equivalently, in the electron-hole basis
one has

S/S0 = i�−1 TrPτzS0(QP − PQ)S†
0

N − TrPτzS0PτzS
†
0

. (15)

This scattering formula for the thermopower is a convenient
starting point for a random-matrix calculation. Notice that
the commutator of Q and P in the numerator ensures a
vanishing thermopower in the absence of gapless modes in
the superconductor, because then the projector P is just the
identity.

III. DELAY-TIME DISTRIBUTION IN THE
ALTLAND-ZIRNBAUER ENSEMBLES

Chaotic scattering in the quantum dot mixes the N ′
Majorana edge modes with the N electron-hole modes in
the point contact. The assumption that the mixing uniformly
covers the whole available phase space produces one of the

TABLE I. The two Altland-Zirnbauer symmetry classes that
support chiral Majorana edge modes, with d-wave pairing (class C) or
p-wave pairing (class D). The “canonical basis” is the basis in which
the scattering matrix elements are quaternion (class C) or real (class
D). The degeneracies dT and dE refer to transmission eigenvalues and
energy eigenvalues, respectively. The α and β parameters determine
the exponents in the probability distributions (17) and (18) of the
transmission eigenvalues and inverse delay times.

Symmetry class Class C Class D

pair potential spin-singlet d wave spin-triplet p wave
canonical basis electron-hole Majorana
S-matrix elements quaternion real
S-matrix space symplectic orthogonal
circular ensemble CQE CRE
dT 4 1
dE 2 1
α 2 −1
β 4 1

circular ensembles of random-matrix theory, distinguished
by fundamental symmetries that restrict the available phase
space [44]. Two Altland-Zirnbauer symmetry classes support
chiral Majorana modes at the edge of a two-dimensional
superconductor [45–47], corresponding to spin-singlet d-wave
pairing (symmetry class C) or spin-triplet p-wave pairing
(symmetry class D). Time-reversal symmetry is broken in
both; in class C there is electron-hole symmetry as well as
spin-rotation symmetry, while in class D only electron-hole
symmetry remains. (See Table I.)

The uniformity of the circular ensembles is expressed by
the invariance

P [S(E)] = P [U · S(E) · U ′] (16)

of the distribution functional P [S(E)] upon multiplication of
the scattering matrix by a pair of energy-independent matrices
U,U ′, restricted by symmetry to a subset of the full unitary
group: In class C they are quaternion symplectic [48] in
the electron-hole basis (circular quaternion ensemble, CQE),
while in class D they are real orthogonal in the Majorana basis
(circular real ensemble, CRE).

The unitary invariance (16) of the Wigner-Dyson scattering
matrix ensembles was postulated in Ref. [49] and derived from
the corresponding Hamiltonian ensembles in Ref. [50]. We
extend the derivation to the Altland-Zirnbauer ensembles in
Appendix A 1. The key step in this extension is to ascertain
that the class-D unitary invariance applies to U,U ′ in the full
orthogonal group—without any restriction on the sign of the
determinant.

For the thermopower statistics we need the joint distribution
P (S0,Q) of Fermi-level scattering matrix and time-delay
matrix. The invariance (16) implies P (S0,Q) = P (−1,Q)
(take U = −S

†
0, U ′ = 1), so Q is statistically independent of

S0 and the two matrices can be considered separately [17,51].
The uniform distribution of S0 in the symplectic group

(CQE, class C) or orthogonal group (CRE, class D) di-
rectly gives the probability distribution of the transmission
eigenvalues Tn ∈ [0,1] of quasiparticles from the normal
metal into the superconductor. [These are the quantities that
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determine the thermal conductance ∝ ∑
n Tn, not the electrical

conductance (4).] For a transmission matrix of dimension
N ′ × N there are Nmin = min (N,N ′) nonzero transmission
eigenvalues, fourfold degenerate (dT = 4) in class C and
nondegenerate (dT = 1) in class D. The Nmin/dT distinct Tn’s
have probability distribution [23]

P ({Tn}) ∝
∏
k

T
β|δN |/2
k T

−1+β/2
k (1 − Tk)α/2

∏
i<j

|Ti − Tj |β,

(17)

with δN = (N − N ′)/dT and parameters α,β listed in
Table I [52].

The Hermitian positive-definite matrix Q has dimension
M × M with M = N + N ′. Its eigenvalues Dn > 0 are the
delay times, and γn ≡ 1/Dn are the corresponding rates. The
degeneracy dT of the Dn’s is the same as that of the Tn’s.
The derivation of the distribution P (γ1,γ2, . . . γM ) of the M =
M/dT distinct delay rates is given in Appendix A, for all
four Altland-Zirnbauer symmetry classes: C, D without time-
reversal symmetry and CI, DIII with time-reversal symmetry.
The result is

P ({γn}) ∝
∏
k

	(γk)γ α+Mβ/2
k exp

(
−1

2
βt0γk

) ∏
i<j

|γi − γj |β.

(18)

The unit step function 	(γ ) ensures that the probability
vanishes if any γn is negative. The characteristic time t0 is
defined by

t0 = dE

dT

2π�

δ0
, (19)

in terms of the average spacing δ0 of dE-fold degenerate energy
levels in the isolated quantum dot [53]. For α = 0 and dE =
dT we recover the result of Ref. [17] for the Wigner-Dyson
ensembles.

The difference between the Altland-Zirnbauer and Wigner-
Dyson ensembles manifests itself in a nonzero value of α and
in a difference in the degeneracies dE and dT of energy and
transmission eigenvalues (see Table I). One has dT = dE in the
absence of particle-hole symmetry or when the particle-hole
conjugation operator C squares to +1; when C2 = −1 one has
dT = 2dE [54].

Already at this stage we can conclude that the thermopower
distribution in the circular ensemble does not depend on
the presence or absence of Majorana zero modes inside the
quantum dot, for example, bound to the vortex core in a chiral
p-wave superconductor [3,4]. The parity of the number nM of
Majorana zero modes fixes the sign of the determinant of the
orthogonal class-D scattering matrix,

Det S0 = (−1)nM . (20)

The unitary invariance (16) of the CRE implies, on the one
hand, that P (S0,Q) is unchanged under the transformation
S0 �→ US0, U = diag (−1,1,1, . . . ,1), that inverts the sign of
Det S0. [Here we make essential use of the fact that Eq. (16)
in class D applies to the full orthogonal group.] On the other
hand, the same transformation leaves the thermopower (14)
unaffected, provided we assign the first matrix element to a
superconducting edge mode (so Pτy commutes with U ).

IV. FERMI-LEVEL ANOMALY IN THE DENSITY
OF STATES

A. Analytical calculation

A striking difference between the Wigner-Dyson and
Altland-Zirnbauer ensembles appears when one considers the
density of states at the Fermi level ρ0, related to the time-delay
matrix by

ρ0 = 1

2π�

dT

dE

M∑
n=1

Dn. (21)

(The factor dT /dE is needed because delay times and energy
levels may have a different degeneracy. The density of
states counts degenerate levels once.) In the Wigner-Dyson
ensembles the average density of states equals exactly 1/δ0,
independently of the symmetry index β and of the number
of channels M that couple the discrete spectrum inside the
quantum dot to the continuum outside [17,56].

In the Altland-Zirnbauer ensembles, instead, we find from
Eq. (18) that [57]

δ0〈ρ0〉 = 1

t0

〈
M∑

n=1

Dn

〉
= M

max(0,M + 2α/β)

=

⎧⎪⎨
⎪⎩

M/(M + 1) in class C for any M � 1,

M/(M − 2) in class D for M � 3,

∞ in class D for M = 1,2.

(22)

It is known [1,6,8–15] that the tunneling density of states
of a superconducting quantum dot with broken time-reversal
symmetry, weakly coupled to the outside, has a Fermi-level
anomaly consisting of a narrow dip in symmetry class C and a
narrow peak in class D. Equation (22) shows the effect of level
broadening upon coupling via M channels to the continuum.
For M → ∞ the normal-state result 1/δ0 is recovered, but for
small M the Fermi-level anomaly persists.

For M = 1,2 the average density of states in class D
diverges, because of a long tail in the probability distribution
of κ ≡ δ0ρ0:

PD(κ) =
{

(2π )−1/2κ−3/2e−(2κ)−1
for M = 1,

κ−3(2 + κ)e−2/κ for M = 2.
(23)

See Fig. 3 for a plot and a comparison with the class-C
distribution, that has a finite average for all M .

The result (23) holds irrespective of the sign of Det S0;
in other words, the statistics of the Fermi-level anomaly in
the CRE does not depend on the presence or absence of an
unpaired Majorana zero-mode in the quantum dot. As we
remarked at the end of the previous section, in connection with
the thermopower, this is a direct consequence of the unitary
invariance (16) of the circular ensemble.

B. Numerical check

As a check on our analytical result we have calculated
P (ρ0) numerically from the Gaussian ensemble of random
Hamiltonians. We focus on symmetry class D, where we can
test in particular for the effect of a Majorana zero mode.
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FIG. 3. (Color online) Probability distributions of the Fermi-
level density of states, for M = 1 and M = 2 modes coupling the
quantum dot to the continuum, in symmetry classes C and D. The
ensemble average diverges for class D; see Eq. (22).

The Hamiltonian H is related to the scattering matrix S(E)
by the Weidenmüller formula [58,59],

S(E) = 1 + iπW †(H − E)−1W

1 − iπW †(H − E)−1W

= 1 + 2πiW †(Heff − E)−1W, (24)

Heff = H − iπWW †.

The M0 × M matrix W couples the M0 energy levels in
the quantum dot to M � M0 scattering channels. Ballistic
coupling corresponds to

Wnm = δnm

√
M0δ0/π. (25)

FIG. 4. (Color online) Histograms: Probability distributions of
the Fermi-level density of states in symmetry class D for M = 1,
M0 = 140,141 and M = 2, M0 = 200,201, calculated numerically
from Eq. (27) by averaging the Hamiltonian over the Gaussian
ensemble. For each dimensionality M of the scattering matrix we
compare an even-dimensional Hamiltonian, without a Majorana zero
mode, to an odd-dimensional Hamiltonian with a zero mode. The
black curve is the analytical result (23) for the circular scattering
matrix ensemble, predicting no effect from the Majorana zero mode
for this case of ballistic coupling. Notice that there is no fit parameter
in this comparison between numerics and analytics.

The density of states is determined by the scattering matrix
via [60]

ρ(E) = − i

2π

d

dE
ln Det S(E). (26)

From Eqs. (24) and (26) we obtain an expression for the Fermi-
level density of states in terms of the Hamiltonian,

ρ0 = Tr
(
[1 − 2πiW †(H †

eff)
−1W ]W †H−2

eff W
)
. (27)

In the Majorana basis the class-D Hamiltonian is purely
imaginary, H = iA, with A a real antisymmetric matrix. The
Gaussian ensemble has probability distribution [6,55]

P (A) ∝
∏
n>m

exp

(
−π2A2

nm

2M0δ
2
0

)
. (28)

The dimensionality of A is odd if the quantum dot contains an
unpaired Majorana zero mode; otherwise it is even.

Numerical results for the probability distribution of ρ0

for M = 1,2 scattering channels are shown in Fig. 4. The
agreement with the analytical distribution (23) is excellent,
including the absence of any effect from the Majorana zero
mode.

V. THERMOPOWER DISTRIBUTION

We apply the general thermopower formulas (14) and (15)
to a single-channel point contact, with transmission probability
T into the edge mode of the superconductor. There are two
independent delay times D1,D2 in class C, each with a twofold
spin degeneracy and a twofold electron-hole degeneracy (dT =
4). Because of this degeneracy the class-C edge mode contains
Kramers pairs of Majorana fermions. In class D the Majorana
edge mode is unpaired and all delay times are nondegenerate
(dT = 1). The point contact contributes two and the edge mode
one more, so class D has a total of three independent delay
times D1,D2,D3.

Equations (14) and (15) can be expressed in terms of these
quantities; see Appendix B. We denote the dimensionless
thermopower by p = (�/t0)S/S0 and add a subscript C, D
to indicate the symmetry class. For class C we have

pC = (D2/t0 − D1/t0)ξ
√

T (1 − T )

1 − (1 − T ) cos 2β
. (29)

The independent variables β,ξ enter via the eigenvectors of S0

and Q, with distribution

P (β,ξ ) = 3
4 (1 − ξ 2) sin 2β, |ξ | < 1, 0 < β < π/2.

(30)
The class-D distribution pD has a more lengthy expression,
involving three delay times; see Appendix B. These are all
averages in the grand-canonical ensemble, without including
effects from the charging energy of the quantum dot (which
could force a transition into the canonical ensemble) [61].

The resulting distributions, shown in Fig. 5, are qualitatively
different, with a quadratic maximum in class C and a cusp in
class D. The variance diverges in class D, while in class C〈

p2
C

〉 = 2
15 (3 ln 2 − 2) = 0.011. (31)
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FIG. 5. (Color online) Probability distribution of the dimension-
less thermopower p = S × �/t0S0 in symmetry class C (black solid
curve, bottom and left axes), and in class D (blue dashed curve,
top and right axes). These are results for the quantum dot of Fig. 2
connecting a single-channel point contact to the unpaired Majorana
edge mode of a chiral p-wave superconductor (class D), or to the
paired Majorana mode of a chiral d-wave superconductor (class C).

VI. CONCLUSION

Perhaps the most remarkable conclusion of our analysis
is that the density of states of a Majorana zero mode is not
topologically protected in an open system.

Take a superconducting quantum dot with an unpaired
Majorana zero mode and bring it into contact with a metallic
contact, as in Fig. 6. Is something left of the spectral peak?
The answer is “yes” for tunnel coupling [8–15], as it should
be if the level broadening is less than the level spacing in the
quantum dot. What we have found is that the answer is “no” for
ballistic coupling, with level broadening comparable to level
spacing.

As an intuitive explanation, one might argue that this is
the ultimate consequence of the fact that the two average
densities of states ρ+(E) and ρ−(E) + δ(E) of a closed
quantum dot without and with a Majorana zero mode are
markedly different [5,6], see Eq. (1), and yet have the same
integrated spectral weight of half a fermion. Still, we had
not expected to find that the entire probability distribution

FIG. 6. (Color online) Geometry to detect a Majorana zero mode
by a measurement of the Andreev conductance of a ballistic
point contact to a superconducting quantum dot. The probability
distribution of the conductance depends on the presence or absence
of the Majorana zero mode, while the distribution of the density of
states does not.

of the Fermi-level density of states becomes identical in the
topologically trivial and nontrivial system, once the quantum
dot is coupled ballistically to M � 1 conducting modes.

It would be a mistake to conclude that the whole notion
of a topologically nontrivial superconductor applies only to
a closed system. Indeed, the Andreev conductance remains
sensitive to the presence or absence of a Majorana zero mode,
even for ballistic coupling, when no trace is left in the density of
states [18]. This can be seen most directly for the case M = 2
of a superconducting quantum dot coupled to a normal metal
by a pair of spin-resolved electron-hole modes. The Andreev
conductance is then given simply by

G = e2

h
(1 − Det S0), (32)

and so is in one-to-one relationship with the topological
quantum number Det S0 = ±1. In contrast, the Fermi-level
density of states has the same probability distribution (23)
regardless of the sign of Det S0.

We have applied our results for the probability distribution
of the time-delay matrix to a calculation of the thermopower
induced by edge modes of a chiral p-wave or chiral d-wave
superconductor [16]. The search for electrical edge conduction
in such topological superconductors, notably Sr2RuO4 [62],
has remained inconclusive [63], in part because of the
charge neutrality of an unpaired Majorana mode at the
Fermi level [64–67]. Figure 5 shows that both unpaired
and paired Majorana edge modes can produce a nonzero
thermopower—of random sign, with a magnitude of order
S0/δ0 = (0.3 mV/K) × kBT0/δ0. This is a small signal, but
it has the attractive feature that it directly probes for the
existence of propagating edge modes—irrespective of their
charge neutrality.
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APPENDIX A: DERIVATION OF THE DELAY-TIME
DISTRIBUTION FOR THE ALTLAND-ZIRNBAUER

ENSEMBLES

Repeating the steps of Refs. [17] and [50] we extend
the calculation of the joint distribution P (S0,Q) from the
nonsuperconducting Wigner-Dyson ensembles to the super-
conducting Altland-Zirnbauer ensembles. We treat the two
symmetry classes C, D without time-reversal symmetry, of
relevance for the main text (see Table I), and for completeness
also consider the time-reversal symmetric classes CI and DIII
(see Table II).

1. Unitary invariance

Since the entire calculation relies on the unitary invari-
ance (16) of the Altland-Zirnbauer circular ensembles, we
demonstrate that first. Following Ref. [50] we construct the
M × M energy-dependent unitary scattering matrix S(E) in
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TABLE II. The two Altland-Zirnbauer classes with time-reversal
symmetry.

Symmetry class Class CI Class DIII

S-matrix space symplectic orthogonal
& symmetric & self-dual

dT 4 2
dE 2 2
α 1 −1
β 2 2

terms of an M0 × M0 energy-independent unitary matrix U ,

S(E) = PU (e−2πiE/M0δ0 + RU )−1PT. (A1)

The rectangular M × M0 matrix P has elements Pnm = δnm

and R = 1 − PTP . The eigenvalues eiφn of U have the
same degeneracy dE as the energy eigenvalues, so there are
M0 = M0/dE distinct eigenvalues on the unit circle, arranged
symmetrically around the real axis.

The M0 × M0 Hermitian matrix H is related to U via a
Cayley transform,

U = e2πiε/M0δ0
πH/M0δ0 + i

πH/M0δ0 − i
(A2)

⇔ H = iM0δ0

π

U + e2πiε/M0δ0

U − e2πiε/M0δ0
.

The factor e2πiε/M0δ0 with ε → 0 is introduced to regularize
the singular inverse when U has an eigenvalue pinned at +1,
as we will discuss in just a moment.

We can immediately observe that if we take a circular en-
semble for U , with distribution function P (U ) = P (U ′U ) =
P (UU ′), then the unitary invariance (16) of the distribution
functional P [S(E)] is manifestly true. So what we have
to verify is that the construction (A1)–(A2) with U in the
circular ensemble is, first, equivalent to the Weidenmüller
formula (24), and second, produces a Gaussian ensemble for
H . It is sufficient if the equivalence holds in the low-energy
range |E| � Mδ0 � M0δ0.

First, substitution of Eq. (A2) into Eq. (A1) gives

S(E) =
1 + iP M0δ0−iπH tan(πE+/M0δ0)

πH−M0δ0 tan(πE+/M0δ0) PT

1 − iP M0δ0−iπH tan(πE+/M0δ0)
πH−M0δ0 tan(πE+/M0δ0) PT

=
1 + iP M0δ0

π(H−E+)PT

1 − iP M0δ0
π(H−E+)PT

+ O(M/M0), (A3)

with E+ = E + ε. This is the Weidenmüller formula (24),
with the ballistic coupling matrix W = PT(M0δ0/π

2)1/2 from
Eq. (25).

Second, the Cayley transform (A2) produces a Lorentzian
instead of a Gaussian distribution for H , but in the low-energy
range the two ensembles are equivalent [68]. One also readily
checks that a uniform distribution with spacing 2π/M0 of
the distinct eigenphases φn of U produces a mean spacing
δ0 of the distinct eigenvalues En of H , through the relation
(π/M0δ0)En = cotan (φn/2) ≈ (π − φn)/2 in the low-energy
range.

The finite-ε regularization is irrelevant in the class C and CI
circular ensembles, because there the U ’s with an eigenvalue
+1 are of measure zero. In the class D and DIII circular
ensembles, in contrast, an eigenvalue may be pinned at unity
and the regularization is essential. Let us analyze this for class
D (the discussion in class DIII is similar). The matrix U in
class D is real orthogonal, with determinant Det U = (−1)nM

fixed by the parity of the number of Majorana zero modes
[cf. Eq. (20)]. This implies that U has an eigenvalue pinned
at +1 if M0 is even and nM is odd, or if M0 is odd and nM is
even. The Cayley transform (A2) then maps to an eigenvalue
of H at infinity. This eigenvalue does not contribute to the
low-energy scattering matrix (A3), so that it can be removed
from the spectrum of H . Hence, whereas the dimension M0 of
the unitary matrix U can be arbitrary, the dimension of H is
always even for even nM and odd for odd nM.

2. Broken time-reversal symmetry, classes C and D

We now proceed with the calculation of the distribution of
the time-delay matrix, first in symmetry classes C and D. The
starting point is the Weidenmüller formula (24) or (A3) for
the energy-dependent scattering matrix. Differentiation gives
the time-delay matrix defined in Eq. (3),

Q−1 = 1

2π�
lim
ε→0

[1 − iπW †(H − ε)−1W ]

× 1

W †(H − ε)−2W
[1 + iπW †(H − ε)−1W ], (A4)

in terms of the Hamiltonian H of the closed quantum dot and
the coupling matrix W to the scattering channels. The dimen-
sionality of H is dEM0 × dEM0 while the dimensionality of Q

and S is dT M × dT M (and W has dimension dEM0 × dT M).
The unitary invariance (16) implies P (S0,Q) = P (−1,Q),
so we may restrict ourselves to the case that H has a
zero eigenvalue with multiplicity dT M—since then S0 =
limE→0 S(E) = −1.

Restricting H to its dT M-dimensional null space we have,
using the ballistic coupling matrix (25),

W †(H − ε)−pW → (M0δ0/π
2)(−ε)−p�̃†�̃, (A5)

Q−1 → (δ0/2π�)�†�, � = M
1/2
0 �̃. (A6)

The matrix � is a dT M × dT M submatrix of a dEM0 × dEM0

unitary matrix, rescaled by a factor
√

M0. In the relevant limit
M0/M → ∞ this matrix has independent Gaussian elements,

P (�) ∝ exp
[− 1

2β(dE/dT ) Tr′ �†�
]

= exp
(− 1

2βt0 Tr′ Q−1
)
, (A7)

with t0 = (2π�/δ0)(dE/dT ). The prime in the trace, and in
the determinants appearing below, indicates that the dT -fold
degenerate eigenvalues are only counted once. The symmetry
index β counts the number of independent degrees of freedom
of the matrix elements of �, real in class D (β = 1) and
quaternion in class C (β = 4). The positive-definite matrix
Q−1 of the form (A6) is called a Wishart matrix in random-
matrix theory [69].
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Using Eq. (24), an infinitesimal deviation of S0 from −1
can be expressed as

V �(S0 + 1)�†V † = A, (A8)

with A a dT M × dT M anti-Hermitian matrix, A = −A†. The
matrix A is a submatrix of iH , so its matrix elements are real
in class D and quaternion in class C. The unitary matrix V has
been inserted so that P (A) = constant near A = 0. Since the
transformation � �→ V � has no effect on P (�) and leaves Q

unaffected, we may in what follows omit V .
The joint distribution P (S0,Q

−1) follows from P (�)P (A)
upon multiplication by two Jacobian determinants,

P (S0,Q
−1)

= P (�)P (A)

∥∥∥∥ ∂�

∂Q−1

∥∥∥∥ ×
∥∥∥∥ ∂A

∂S0

∥∥∥∥
∝ exp

(
−1

2
βt0 Tr′ Q−1

)∥∥∥∥∂�†�

∂�

∥∥∥∥
−1∥∥∥∥∂�−1A�†−1

∂A

∥∥∥∥
−1

.

(A9)

The Jacobians can be evaluated using textbook meth-
ods [69,70], ∥∥∥∥∂�†�

∂�

∥∥∥∥
−1

∝ (Det′ �†�)−1+β/2, (A10)

∥∥∥∥∂�−1A�†−1

∂A

∥∥∥∥
−1

∝ (Det′ �†�)α+1+(M−1)β/2. (A11)

Here α + 1 equals the number of degrees of freedom of a
diagonal element of A, while an off-diagonal element has β

degrees of freedom (see Table III). So α + 1 = 0, β = 1 for a
real antisymmetric matrix A (class D), while α + 1 = 3, β = 4
for a quaternion anti-Hermitian A (class C).

TABLE III. Upper table: Representation of the Hamiltonian H

in the four Altland-Zirnbauer symmetry classes. All coefficients qn,
a,b are real. The Pauli matrices τ = (τx,τy,τz) act on the electron-
hole degree of freedom, while the σ ’s act on the spin degree of
freedom. The symmetry indices β and α + 1 from Tables I and II
count, respectively, the number of degrees of freedom of the off-
diagonal and diagonal components of the Hermitian matrix H , in
the Majorana basis for classes D, DIII and in the electron-hole basis
for classes C, CI. For completeness and comparison, we show in
the lower table the corresponding listing for the three Wigner-Dyson
symmetry classes.

C D CI DIII

Hnm iq0 + q · τ iq0 aτx + bτz iaσx + ibσz

(n �= m) β = 4 β = 1 β = 2 β = 2

Hnn q · τ 0 aτx + bτz 0
α + 1 = 3 α + 1 = 0 α + 1 = 2 α + 1 = 0

A AI AII

Hnm a + ib a q0 + iq · σ

(n �= m) β = 2 β = 1 β = 4

Hnn a a q0

α + 1 = 1 α + 1 = 1 α + 1 = 1

Collecting results, we arrive at the distribution

P (S0,Q
−1) ∝ exp

(− 1
2βt0 Tr′ Q−1

)
(Det′ Q−1)α+Mβ/2.

(A12)

The distribution (18) of the eigenvalues γn of Q−1 follows upon
multiplication by one more Jacobian, from matrix elements to
eigenvalues.

3. Preserved time-reversal symmetry, classes CI and DIII

The time-reversal operator acts in a different way in classes
CI and DIII. In class CI the action is the transpose, so that
S = ST, H = H T are symmetric matrices. In class DIII these
matrices are self-dual, S = σyS

Tσy ≡ SD, where the Pauli
matrix σy acts on the spin degree of freedom. It is convenient
to use a unified notation Ũ to denote the transpose UT of
a matrix in class CI and the dual UD in class DIII. Unitary
invariance of the circular ensemble then amounts to

P [S(E)] = P [Ũ · S(E) · U ], (A13)

for energy-independent unitary matrices U .
Time-reversal symmetry allows us to “take the square root”

of the Fermi-level scattering matrix (Takagi factorization [71]),

S0 = S̃1/2S1/2. (A14)

In class DIII the sign of the determinant of S1/2 is a topological
quantum number [72],

Det S1/2 = Pf (iσyS0) = ±1, (A15)

equal to −1 when the quantum dot contains a Kramers pair of
Majorana zero modes. The symmetrized time-delay matrix is
defined in terms of this square root,

Q = −i� lim
E→0

S̃
†
1/2

dS

dE
S
†
1/2. (A16)

The definition (3) of the matrix Q used in classes C and D,
without time-reversal symmetry, gives the same eigenvalues
as definition (A16), but would introduce a spurious correlation
between S and Q. With the definition (A16) the unitary
invariance (A13) allows us to equate P (S0,Q) = P (−1,Q),
by taking U = S

†
1/2iσx in class CI and U = S

†
1/2σx in class

DIII.
Comparing to the derivation of the previous subsection,

what changes is that the matrix elements of � and A are
equivalent to complex numbers a + ib, rather than being real
or quaternion. Specifically, � has matrix elements of the form
aσ0 + ibσy in both classes CI and DIII (to ensure that �† =
�̃), while the matrix elements of A are of the form iaσx + ibσz

in class CI and of the form aσx + bσz in class DIII (to ensure
that A† = −Ã). The Jacobian (A10) still applies, now with
β = 2, while the Jacobian (A11) evaluates to∥∥∥∥∂�−1A�†−1

∂A

∥∥∥∥
−1

∝
{

(Det′ �†�)M+1 in class CI,

(Det′ �†�)M−1 in class DIII.

(A17)

Collecting results, we arrive at

P (S0,Q
−1) ∝ exp(−t0 Tr′ Q−1) (Det′ Q−1)M±1, (A18)
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with exponent M + 1 in class CI and M − 1 in class DIII.
As before, the primed trace and determinant count degenerate
eigenvalues only once. The distribution (18) of the eigenvalues
γn of Q−1 follows with β = 2 and α = ±1.

APPENDIX B: DETAILS OF THE CALCULATION OF
THE THERMOPOWER DISTRIBUTION

1. Invariant measure on the unitary, orthogonal,
or symplectic groups

For later reference, we record explicit expressions for the
invariant measure dU = P ({αn})

∏
n dαn (the Haar measure)

in parametrizations U ({αn}) of the unitary group SU(N ), as
well as the orthogonal or unitary symplectic subgroups SO(N ),
Sp(2N ). (We will only need results for small N .)

The invariant measure is determined by the metric tensor

gmn = −Tr U †(∂U/∂αm)U †(∂U/∂αn), (B1)

via P ({αn}) ∝ √
det g. The function P represents the prob-

ability distribution of the αn’s when the matrix U is drawn
randomly and uniformly from the unitary group (circular uni-
tary ensemble, CUE), or from the orthogonal and symplectic
subgroups (circular real and quaternion ensembles, CRE and
CQE).

For SO(2) we have trivially

R(θ ) =
(

cos θ −sinθ

sin θ cos θ

)
⇒ P (θ ) = constant. (B2)

For SU(2) = Sp(2) we can choose different parametrizations:

U = exp[iβ(τz cos θ + τx sin θ cos φ + τy sin θ sin φ)]

⇒ P (β,θ,φ) ∝ sin2 β sin θ, (B3a)

U = eiατz exp[iβ(τx cos φ + τy sin φ)]

⇒ P (α,β,φ) ∝ sin 2β, (B3b)

U = eiατzR(θ )eiα′τz ⇒ P (α,α′,θ ) ∝ sin 2θ. (B3c)

For the group of 3 × 3 orthogonal matrices we will use the
Euler angle parametrization

O± =
(

R(α) 0

0 1

)(±1 0

0 R(θ )

)(
R(α′) 0

0 1

)

⇒ P (α,α′,θ ) ∝ sin θ. (B4)

The ± sign distinguishes the sign of the determinant Det O± =
±1, with SO(3) corresponding to O+.

Finally, for Sp(4) we use the polar decomposition

U =
(

U1 0

0 U2

)(
τ0 cos θ −τ0 sin θ

τ0 sin θ τ0 cos θ

)(
τ0 0

0 U3

)

⇒ P (θ ) = sin3 2θ. (B5)

The matrices Up are independently and uniformly distributed
in SU(2); see Eq. (B3). There are only three independent Up’s,
with 3 free parameters each, because one of the four blocks
can be absorbed in the three others, so we have set it to the
unit τ0 without loss of generality. [One can check that the
total number N (2N + 1) �→ 10 of free parameters of Sp(2N )
agrees: 3 + 3 + 3 from the Up’s plus θ makes 10.]

2. Elimination of eigenvector components

The thermopower expressions (14) and (15) depend on
the transmission eigenvalues Tn and delay times Dn, but in
addition there is a dependence on eigenvectors. Many of the
eigenvector degrees of freedom can be eliminated by using the
invariance of the distribution of the time-delay matrix under
the unitary transformation Q �→ U †QU , following from
Eq. (16).

a. Class C

In class C we proceed as follows. The 4 × 4 unitary sym-
plectic scattering matrix S0 has the polar decomposition (B5),
which we write in the form

S0 =
(

U1 0

0 U2

)(
τ0

√
1 − T −τ0

√
T

τ0

√
T τ0

√
1 − T

)(
τ0 0

0 U3

)
,

(B6)

Un = eiαnτz exp[iβn(τx cos φn + τy sin φn)]. (B7)

We ignore the spin degree of freedom, which plays no role
in the calculation. The remaining twofold degeneracy of
the transmission eigenvalue T comes from the electron-hole
degree of freedom.

The time-delay matrix is Hermitian with quaternion ele-
ments,

Q =
(

aτ0 q

q† bτ0

)
, q = q0τ0 + iq1τx + iq2τy + iq3τz.

(B8)

With some trial and error, we found the unitary symplectic
transformation

Q �→ U †QU, U = (U0)2

(
τ0 0

0 e−iα3τzU
†
3eiα3τz

)
, (B9)

U0 =
(

U1 0

0 τ0

)(
τ0

√
1 − T −τ0

√
T

τ0

√
T τ0

√
1 − T

)
, (B10)

that eliminates most of the eigenvector components from the
class-C thermopower expression (15). We are left with

S/S0 = −�
−1 2q3

√
T (1 − T )

1 − (1 − T ) cos 2β1
. (B11)

The probability distribution of the eigenvector parameter β1

follows from Eq. (B3b),

P (β1) = sin 2β1, 0 < β1 < π/2. (B12)

b. Class D

The algebra is simpler in class D, where the matrix
elements are real rather than quaternion. We use the Euler
angle parametrization (B4) of the 3 × 3 orthogonal matrix S0

with determinant Det S0 = ±1. Substitution of the orthogonal
transformation

Q �→
(

R(−α′) 0

0 1

)
Q

(
R(α′) 0

0 1

)
(B13)
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into the class-D thermopower expression (14) leads directly to

S
S0

= Q13

�
×

{−cotan (θ/2) if Det S0 = +1,

tan(θ/2) if Det S0 = −1,
(B14a)

P (θ ) = 1
2 sin θ, 0 < θ < π. (B14b)

The transmission eigenvalue is T = sin2 θ . Since P (θ ) =
P (π − θ ) the probability distribution of the thermopower does
not depend on the sign of Det S0.

3. Marginal distribution of an element of the time-delay matrix

The two expressions (B11) and (B14a) for the thermopower
contain a single off-diagonal element of the time-delay matrix
Q. We can calculate its marginal distribution, using the
eigenvalue distribution of Sec. III and the fact that the
eigenvectors of Q are uniformly distributed with the invariant
measure of the symplectic group (class C) or the orthogonal
group (class D).

a. Class C

In class C the 4 × 4 time-delay matrix Q is diagonalized
by a unitary symplectic matrix U ,

Q = U

(
D1τ0 0

0 D2τ0

)
U †. (B15)

Each of the eigenvalues D1 and D2 of Q has a twofold
degeneracy from the electron-hole degree of freedom. (As
before, we can ignore the spin degree of freedom.) The matrix
U has the polar decomposition (B5).

The quaternion Q12 is given in this parametrization by

Q12 = 1
2 (D1 − D2)(sin 2θ )U1U

†
2 , (B16)

and since q3 from Eq. (B8) equals − 1
2 i Tr τzQ12, we have

q3 = 1
4 (D1 − D2)(sin 2θ ) Tr U0. (B17)

The matrix U0 = −iτzU1U
†
2 is uniformly distributed in

SU(2). Using the invariant measures (B3a) and (B5) we

arrive at

q3 = 1
2 (D1 − D2) cos β sin 2θ,

P (β,θ ) = (6/π ) sin2 β sin3 2θ, 0 < β, θ < π/2.
(B18)

The two angular variables β,θ can be combined into a single
variable ξ :

q3 = 1
2 (D1 − D2)ξ,

P (ξ ) = 3
4 (1 − ξ 2), −1 < ξ < 1.

(B19)

The marginal distribution of q3 then follows upon integration.
Collecting results, we have the following probability distri-

butions for the variables appearing in the class-C thermopower:

S/S0 = t0�
−1 (D2 − D1)ξ

√
T (1 − T )

1 − (1 − T ) cos 2β
, (B20)

P (β) = sin 2β, 0 < β < π/2, (B21)

P (ξ ) = 3

4
(1 − ξ 2), −1 < ξ < 1, (B22)

P (T ) = 6 T (1 − T ), 0 < T < 1, (B23)

P (D1,D2) = 32

42525
(D1 − D2)4(D1D2)−12

× exp[−2/D1 − 2/D2], D1,D2 > 0, (B24)

where for notational convenience we measure the delay times
in units of t0.

b. Class D

The 3 × 3 time-delay matrix in class D is diagonalized by
Q = O+ diag (D1,D2,D3)OT

+, with O+ ∈ SO(3) parameter-
ized as in Eq. (B4). In terms of these parameters, the matrix
element Q13 is given by

Q13 = X cos α + Y sin α,

X = 1
2 (D1 − D2) sin θ ′ sin 2α′,

Y = 1
2 [(D3 −D2) cos2 α′ + (D3 −D1) sin2 α′]

× sin 2θ ′, (B25)

P (α,α′,θ ′) = (8π2)−1 sin θ ′,

0 < α, α′ < 2π, 0 < θ < π.

The thermopower distribution follows upon integration, using
Eqs. (18), (B14), and (B25).
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(2004); ,Appl. Phys. A 89, 625 (2007).
[34] G. Srivastava, I. Sosnin, and V. T. Petrashov, Phys. Rev. B 72,

012514 (2005).
[35] Ph. Jacquod and R. S. Whitney, Europhys. Lett. 91, 67009

(2010).
[36] P. Machon, M. Eschrig, and W. Belzig, Phys. Rev. Lett. 110,

047002 (2013); arXiv:1402.7373.
[37] E. P. Wigner, Phys. Rev. 98, 145 (1955).
[38] F. T. Smith, Phys. Rev. 118, 349 (1960).
[39] Y. V. Fyodorov and D. V. Savin, in Ref. [2].
[40] S. A. van Langen, P. G. Silvestrov, and C. W. J. Beenakker,

Superlatt. Microstruct. 23, 691 (1998).
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