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Abstract
Recent years have seen an enormously revived interest in the study of thermodynamic notions in the
quantum regime. This applies both to the study of notions of work extraction in thermalmachines in
the quantum regime, as well as to questions of equilibration and thermalisation of interacting
quantummany-body systems as such. In this workwe bring together these two lines of research by
studyingwork extraction in a closed system that undergoes a sequence of quenches and equilibration
steps concomitant with free evolutions. In this way, we incorporate an important insight from the
study of the dynamics of quantummany body systems: the evolution of closed systems is expected to
bewell described, for relevant observables andmost times, by a suitable equilibrium state.Wewill
consider three kinds of equilibration, namely to (i) the time averaged state, (ii) theGibbs ensemble and
(iii) the generalisedGibbs ensemble, reflecting further constants ofmotion in integrablemodels. For
each effective description, we investigate notions of entropy production, the validity of theminimal
work principle and properties of optimal work extraction protocols.While we keep the discussion
general,much room is dedicated to the discussion of paradigmatic non-interacting fermionic
quantummany-body systems, forwhichwe identify significant differences with respect to the role of
theminimal work principle. Ourwork not only has implications for experiments with cold atoms, but
also can be viewed as suggesting amindset for quantum thermodynamics where the role of the
external heat baths is instead played by the system itself, with its internal degrees of freedombringing
coarse-grained observables to equilibrium.

1. Introduction

Thermodynamics is undoubtedly one of themost successful physical theories, accurately describing a vast
plethora of situations and phenomena. Until not too long ago, the study of thermodynamic state
transformationswasmostly confined to the realmof classical physics, which constitutes amostmeaningful
approachwhen consideringmacroscopic situations. Progress on the precisely controlledmanipulation of
physical systems at the nano-scale or at the level of single atoms, however, has pushed the frontier of the
applicability of thermodynamic notions to the realmof quantumphysics. Indeed, the emergent researchfield of
quantum thermodynamics is concernedwith thermodynamics in the quantum regime, a regime inwhich
notions of coherence, strong interactions, and entanglement are expected to play a significant role.

Building upon a body of early work [1, 2], recent attempts of grasping the specifics emerging in the extreme
quantum regime have put particular emphasis on notions of thermodynamic state transformations for quantum
systems. A similar focus has been put on studying the rates of achievable work extraction of thermodynamic
machines [3–16]. In these new attempts, a resource-theoreticmindset is often applied, or single-shot notions of
work extraction [8, 17] are elaborated upon. These studies aremotivated by foundational considerations—after
all, such thermodynamic state transformations are readily available in a number of quantumarchitectures—as
well as by technological desiderata: for example, novel techniques for cooling quantum systems close to the
ground state can be derived fromquantum thermodynamical considerations [18, 19]. In these studies of

OPEN ACCESS

RECEIVED

22 July 2016

REVISED

18October 2016

ACCEPTED FOR PUBLICATION

24November 2016

PUBLISHED

23December 2016

Original content from this
workmay be used under
the terms of the Creative
CommonsAttribution 3.0
licence.

Any further distribution of
this workmustmaintain
attribution to the
author(s) and the title of
thework, journal citation
andDOI.

© 2016 IOPPublishing Ltd andDeutsche PhysikalischeGesellschaft

http://dx.doi.org/10.1088/1367-2630/aa4fa6
mailto:Marti.Perarnau@icfo.eu
http://crossmark.crossref.org/dialog/?doi=10.1088/1367-2630/aa4fa6&domain=pdf&date_stamp=2016-12-23
http://crossmark.crossref.org/dialog/?doi=10.1088/1367-2630/aa4fa6&domain=pdf&date_stamp=2016-12-23
http://creativecommons.org/licenses/by/3.0
http://creativecommons.org/licenses/by/3.0
http://creativecommons.org/licenses/by/3.0


quantumheat engines, heat baths prepared in thermal states are usually still taken for granted: this ismost
manifest in a resource-theoretic language, where such thermal baths inGibbs states are considered a free
resource.

Concomitant with these recent studies of thermalmachines, a second branch of quantum thermodynamics
is blossoming: this is the study of quantummany-body systems out of equilibrium and the question of
thermalisation as such [20–26]. In this context, thermal baths are by nomeans assumed to be available: instead it
is one of the key tasks of this field of research tofind out under what precise conditions closedmany-body
systems are expected to thermalise, following quenches out of equilibrium. This is hence the question inwhat
precise sense systems—as one often says—‘form their ownheat bath’. Despite respectable progress in recent
years,many questions onmany-body systems out of equilibrium remain open, evenwhen it comes to
understandingwhether non-integrable generic systems always thermalise at all [27].Many-body localised
systems are expected to stubbornly refuse to thermalise, for retaining information of the initial condition over an
infinite amount of time. Another family of systems not equilibrating toGibbs states is is constituted by integrable
models, which are expected to converge to generalisedGibbs ensembles (GGE) [21, 26, 28–35]. For
comprehensive reviews on the subject, see, e.g., [27, 36–38].

It is the purpose of this work to bring these two realms of study closer together and to attempt to formulate a
theory of quantum thermodynamics and notions of work extraction, taking into account these recent insights
into themechanism of equilibration inmany-body systems.More specifically, we consider work extraction from
a closed system that undergoes a sequence of quenches and relaxations to a respective equilibrium state.
Importantly, our framework deviates from the standard realmof thermodynamics, where equilibration to
statistical ensembles after each quench occurs throughweak couplingwith an infinite thermal bath. In contrast,
we incorporate the equilibration to such ensembles as an effective description of the unitary evolution of a closed
system. This effective description is adequate to capture the systemonly for a restricted, althoughmost relevant,
set of observables, e.g. local observables such as the energy or order-parameters.Wewill consider three kinds of
equilibrium states: the time averaged state, theGibbs ensemble, and theGGE for a given set of constants of
motion. Entropy production and theminimal work principle will be studied for these threemodels.

The results presented here are expected to be of interest for both the study of thermalmachines in the
quantum regime—since new insights for the equilibration of closed quantummany-body is taken into account
—as well as for the study of quantummany-body equilibration itself. Ourwork highlights the importance of
investigating not only the equilibration of systems after single quenches, but also the equilibration after
sequences of quencheswhich are the relevant paradigmwithin protocols of work extraction.

The structure of this work is as follows. In section 2we introduce the threemodels of equilibration that will
be considered throughout this work and discuss its physical relevance as a description of the effective evolution
of closedmany-body systems. In section 3we turn to presenting our framework of work extraction based on
quenches and equilibrations. Section 4 discusses notions of entropy production in each of themodels of
equilibration, wherewe introduce rigorous conditions for the absence of entropy production and carefully relate
these conditions to notions of reversible processes. In section 5we discuss theminimal work principle and the
protocols for optimal work extraction for each of themodels of equilibration. Lastly, in section 6we study a
model of non-interacting fermionic systems, wheremany of the features throughout our theoretical analysis are
made concrete.

2. Equilibrationmodels

When referring to equilibration of quantummany-body systems, we relate tofinite but large systems. Such
closed quantummany-body systems cannot truly equilibrate due to their unitary evolution.What is generically
the case, however, is that expectation values of large restricted sets of observables equilibrate in time to the value
attained for the time average [21, 25, 39, 40], in the sense that they stay close to the time average formost times in
an overwhelmingmajority. This is particularly true for local observables [21, 25, 27, 31, 34, 41].

2.1. Time average state or diagonal ensemble
We say that an observableA equilibrates if, after some relaxation time, its expectation value is formost times the
same A t ATr TAá ñ W( ) ( ) as the expectation value of the infinite time average

H
T

t, lim
1

e e d , 1
T

T
Ht Ht

TA
0

i iòr rW
¥

-( ) ≔ ( )

of an initial state ρ of a systemdescribed by aHamiltonianH. A simple calculation shows that the time averaged
state corresponds to the de-phased state in theHamiltonian eigenbasis and for this reason is often called diagonal
ensemble.More explicitly, given the distinct energies of theHamiltonian Ek{ }and the projectors onto their

2

New J. Phys. 18 (2016) 123035 MPerarnau-Llobet et al



corresponding eigenspaces Pk, the time averaged state reads

H P P, . 2
k

k kTA år rW =( ) ( )

The time averaged state corresponds to themaximum entropy state given all the conserved quantities [42]. This
observation turns the principle ofmaximum entropy introduced by Jaynes [43, 44] into a consequence of the
quantumdynamics. The principle ofmaximum entropy states that the probability distributionwhich best
represents the current state of knowledge of the system is the onewith largest entropy given the conserved
quantities of the system; this principle will be crucial to define our equilibrationmodels.

Although relaxation towards the time averaged state has been proven under very general and naturally
fulfilled conditions [23–25, 39], in practice, the diagonal ensemble cannot be used as an equilibrationmodel due
to its inefficiency. The description of the equilibrium state by the diagonal ensemble requires the specification of
asmany conserved quantities as the dimension of theHilbert space, which scales exponentially in the system
size. It is therefore in principle not even possible to save all the data in a computer for a large interactingmany-
body system, let alone compute the infinite time average efficiently.

2.2. Canonical orGibbs ensemble
In practice, the characterisation of the equilibrium state can inmany instances be done by specifying only a few
quantities, e.g., the temperature and the chemical potential. Themost relevant and common such situation is the
canonical ensemble or theGibbs state, for which only the temperature, or equivalently the energy per particle of
the initial state ρ, has to be specified,

H
Z

,
e

, 3
H

Gibbs rW =
b-

( ) ( )

where ρ is the state of the systembefore undergoing the equilibration process, Z Tr e H= b-( ) is the partition
function and the inverse temperature 0b > is fixed by imposing that H HTr TrGibbs rW =( ) ( ).

For generic, non-integrablemodels, the thermal state is expected to be indistinguishable from the time
averaged state under verymild assumptionswhich relate to conditions on eigenstates of theHamiltonian
[22, 27, 45] and on the energy distribution of the initial state [46, 47].While dynamical thermalisation in this
sense has not yet been rigorously proven, it is highly plausible, and it can be connected to typicality arguments
[48, 49]. The generality of these conditions explains why the canonical ensemble is the corner-stone of the
standard thermodynamics. Nevertheless, there are known instances of systems that do not thermalise. One
central aim of this work is to study how thermodynamic protocols aremodifiedwhen theGibbs ensemble is not a good
equilibrationmodel and does not satisfactorily describe the equilibrium state of the system.

2.3. GeneralisedGibbs ensemble
Examples of systemswhich do not fully thermalise toGibbs states are constituted by integrable systems. The
infinite-time averaged states are notwell described by theGibbs ensemble because of the existence of (quasi)
local integrals ofmotion, i.e. conserved quantitiesQi, that retain information about the initial state over an
infinite amount of time. Instead, there is strong evidence that they can bewell-described by the so-calledGGE
defined as

H Q, , e , 4i
H Q

GGE j

q
j j1rW µ åb l- + =( { }) ( )

where the generalised chemical potential jl is a Lagrangemultiplier associatedwith the specific conserved
quantityQj, j q1, ,= ¼ , such that its expectation value is the same as the one of the initial state

H Q Q QTr , , Tr , 5j k kGGE r rW =( ( { }) ) ( ) ( )

for each k q1, ,= ¼ . TheGGE can be understood as an interpolation between the diagonal and the canonical
ensembles. The diagonal ensemblemaximises the vonNeumann entropy S Tr logr r r= -( ) ( ) given all the
conserved quantities (CQ). TheGibbs ensemblemaximises the vonNeumann entropy considering only the
energy as a conserved quantity. TheGGE is situated in between. For a given state ρ and a set of operators
(conserved quantities) Qi{ }, it is natural to define the set of states compatible with the values the conserved
quantities

Q Q Q, Tr Tr . 6i i i r s r s=( { }) ≔ { ∣ ( ) ( )} ( )

TheGGE is the state thatmaximises the vonNeumann entropywithin Q, i r( { }). From this perspective, the
ensembles introduced so far can be summarised as

Sargmax , 7TA , all CQ sW s rÎ≔ ( ) ( )( { })

H Q S, , argmax , 8i H QGGE , , ir sW s rÎ( { }) ≔ ( ) ( )( { })
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H S, argmax . 9HGibbs ,r sW s rÎ( ) ≔ ( ) ( )( { })

A relevant question in the construction ofGGEs is how the conserved quantities have to be chosen, which is
discussed in appendix A. In general, there is a certain degree of ambiguity of what constants ofmotion to pick in
order to arrive at the appropriate GGE. This discussion is not relevant for the general study pursued in this work,
however. It is the aimof this work to study the thermodynamical behaviour of theGGE in full generality, hence
wewill not have tomake any precise assumption about the conserved quantities, unless it is explicitly specified.

2.4. Example: Equilibration of a quadratic fermionicmodel
To illustrate the above considerations, let us consider a quadraticHamiltonian of fermions in a one dimensional
lattice

H a a g a a a a , 10
i

n

i i i
i

n

i i i i
0

1 1

1

1 1å å= + +
= =

-

+ +( ) ( )( ) † † †

where n is the total number of sites and ai (ai
†) are the creation (annihilation) operators at the i-site which satisfy

the fermionic anti-commutation relations

a a a a a a, , , , 0. 11i j i j i j i j,d= = ={ } { } { } ( )† † †

Wewould like to study how an initially out of equilibrium state relaxes to equilibrium and see that theGibbs
ensemble fails to describe the equilibrium state.

The initial state of the system is taken to be in thermal equilibrium, e H0 0 r = b-( ) ( )
. A quench is then

performed to a newHamiltonian H 1( ),

H H , 120 1 ( )( ) ( )

inwhich the energy of thefirst fermion ismodified, H H a a1 0
1 1= + D( ) ( ) † . After the quench, the population of

thefirst fermion evolves in time t 0> as

n t a a tTr 131 1 1r=( ) ( ( )) ( )†

with t e 0 eH t H ti i1 1r r= -( ) ( )( ) ( )
. As theHamiltonian is quadratic, it is a problem involving free fermions and can

be numerically simulated for very long times and system sizes (see appendixG.1).
Infigure 1, we plot the time evolution of the occupation of the first site n t1( ). As expected, we see that after

some relaxation time t, n t1( ) equilibrates to the value predicted by theGGE—which is relatively far from the one
given by theGibbs equilibrationmodel. The situation described in this example, a quench and the
characterisation of the equilibrium state, is extensively studied in the literature, see for a recent review [27]. In
order to study thermodynamic processes inwhichmany quenches and equilibrations are performed, it will be
necessary to promote the suitability of effective descriptions in terms ofGGE states for equilibration processes
beyond a single quench.

3. Framework for thermodynamic protocols

In the previous sectionwe have introduced the different equilibrationmodels, given by equations (7)–(9), that
describe the equilibrium state that is reachedwhen a system initially out of equilibrium in a state ρ evolves under

Figure 1.Time evolution of the occupation of the first site of the lattice n a a1 1 1= † for a quadraticHamiltonian of n fermions in a one
dimensional lattice. For the example we take n=100, 1i = , 0.15D = , 2b = , g=0.1 and time ismeasured in units of g1 10( ).
An equilibration around theGGE is observed, even for thismoderately sized quantum system.
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aHamiltonianH. Oneway to bring a systemout of equilibrium is to quench itsHamiltonian.More explicitly, a
system initially at equilibriumwith initialHamiltonian H ini( ) undergoes a quench H Hini fin( ) ( ) and starts to
evolve non-trivially under the newHamiltonian H fin( ). Themodels of equilibration introduced above can be
used to describe the new equilibrium state that is reached after a single quench and a posterior sufficiently long
time evolution under H fin( ). However, thermodynamic processes (for instance a protocol of work extraction)
often involve a series of quenches and equilibrations.We now extend our previous considerations to such
processes involving sequences of quenches and equilibrations.

3.1. Equilibration under repeated quenches
Consider a sequence of changes of theHamiltonian, as defined by a list of N 1+ Hamiltonians, H m( ), where
m N0, 1, ,= ¼ denotes the step in the protocol and H 0( ) is the initial Hamiltonian. TheseHamiltonian
transformations H Hm m1- ( ) ( ) are considered to be quenches, in the sense that they are performed sufficiently
fast such that the state of the system ρ is unchanged. Let us denote the time at which the quench H Hm m1- ( ) ( )

is performed by tmwith t tm m 1< + for allm. After a quench, the system evolves under theHamiltonian H m( ) for
a time t tm m1 -+ until a new quench H Hm m 1+( ) ( ) is performed at time tm 1+ . This time interval is taken to be
much longer than the equilibration time such that the system can be considered to be in equilibrium. The exact
state of the system tr ( )whenm quenches have taken place (t t tm m 1< < + ) is given by,

t te e , 14t t H
m

t t Hi im
m

m
mr r= - - -( ) ( ) ( )( ) ( )( ) ( )

where tmr ( ) is the state of the system at t tm= when theHamiltonian H m( ) starts to dictate the evolution. The
state tmr ( ) is given by the recursive expression

t te e , 15k
t t H

k
t t Hi

1
ik k

k
k k

k
1

1
1

1r r= - -
-

--
-

-
-( ) ( ) ( )( ) ( )( ) ( )

with t0r ( ) the initial state and k= 1,K,m.
Now, our aim is to construct an effective description of thewhole evolution of ρ, in such away that the state

after themth quench and its posterior equilibration, tr ( ), can be described by an appropriate equilibrium state.
We denote such equilibrium state that approximates the real state afterm quenches, tr ( ), as mw ( )

( ) where ( ) is
the place holder for one of the threemodels of equilibration: time-average (TA), GGEorGibbs. The effective
description of (14) is then built in a recursive way as follows,

H

H Q

H

, ,

, , ,

, . 16

m m m

m m m
i
m

m m m

TA TA TA
1

GGE GGE GGE
1

Gibbs Gibbs Gibbs
1

w w

w w

w w

= W

= W

= W

-

-

-

( )
( { })
( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

Here, t0
0w r= ( )( )

( ) is the intial state, before any quench or evolution has taken place. Note that, when

constructing theGGEdescription, the set of conserved quantities Qi
m{ }( ) changes for everyHamiltonian H m( ),

as well as the Lagrangemultipliers j
m

j
q

1l ={ }( ) , or simply the inverse temperature mb ( ) in the case of equilibration
to theGibbs ensemble.

In order to provide amotivation and interpretation of equation (16), togetherwith the implicit assumptions
that come into play, let us illustrate it with a simple example. Suppose a system initially in state 0r ( ) andwith
Hamiltonian H 0( ). At time t1, we perform afirst quench H H0 1( ) ( ) and let the system evolve under H ;1( ) at
time t2 we perform second quench H H1 2( ) ( ) and let the system evolve under H 2( ) until it equilibrates at time
t. For both evolutions, we now consider effective descriptions in terms ofGGE states. After the evolution under
H 1( ) and immediately before performing the second quench, the system is exactly described by t2r ( ) as given by
equation (15). For a set of conserved quantities Qi

1{ }( ) , the correspondingGGE equilibrium state is given by,

t H Q t, , , 17iGGE
1

GGE 1
1 1

2w r r= W ( ( ) { }) ( ) ( )( ) ( ) ( )

where the symbol ‘;’means in this context that the average value of relevant observables is well approximated
by GGE

1w( ) , that is

A t ATr Tr . 182 GGE
1r w( ( )) ( ) ( )( )

Now,when describing the equilibrium state after the second quench, one can simply apply the same recipe. That
is, the state t 1r ( )( ) is the initial state when the evolution under H 2( ) starts. Then, assuming that the new
conserved quantities Qi i

2{ }( ) are chosen appropriately and applying the same reasoning one obtains an
approximation by taking

t H Q t, , , 19iGGE 2
2 2r rW ( ( ) { }) ( ) ( )( ) ( )

with t longer than the t2 plus the subsequent equilibration time. Importantly, note that this effective description
is not efficient, in the sense that it requires keeping track of the exact state t2r ( ) to obtain the equilibrium state at
time t. If this is extended toN quenches, having to keep track of the exact evolution until the N 1-( )th quench
is as demanding as keeping track of thewhole exact evolution over the process. It is here when the effective
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description (16) becomes handy, as it can be constructed by keeping track of the value of the conserved quantities
only. First of all, coming back to the first evolution, note that by applying (16)withm=1we recover (17), i.e.,
the standard result for single quenches. Now, in order to construct theGGE state corresponding to tr ( ), we
assume that the conserved quantities Qi

2{ }( ) are within the set of physically relevant observablesA in (18). That
is, we assume that

Q t QTr Tr 20i i
2

2
2

GGE
1r w( ( )) ( ) ( )( ) ( ) ( )

for all i. In this way, in order to obtain the equilibriumGGE ensemble after the second quench, it is not necessary
to keep track of the exact state t2r ( ), but one can simply use GGE

1w( ) instead. Using (20)we then obtain,

H Q

t H Q

, ,

, , 21

i

i

GGE
2

GGE GGE
1 2 2

GGE 2
2 2

w w

r

W

W
≔ ( { })

( ( ) { }) ( )

( ) ( ) ( ) ( )

( ) ( )

t . 22r ( ) ( )

Extending the same reasoning to the case ofN quenches and othermodels of equilibration other than theGGE,
we arrive to an effective description of the form (16).

In the rest of this workwewill always use the effective description (16) for the full process consisting on a
sequence of quenches and equilibrations.We do not claim by this that thismodel will accurately describe the real
dynamics of any systemor protocol, and indeedwe explicitly leave here as an open question to identify for which
Hamiltonians and conserved quantities condition (20) is satisfied for each quench.Nonetheless, and in exactly
the sameway as equilibration to theGibbs state is assumed in the usual scenario in thermodynamics, wewill
assume that equilibration to statistical ensembles of the form (16) occurs over any protocol, so thatwe can tackle
questions about entropy production andwork extraction.

To examine the validity of ourmodel, we provide a numerical comparison in section 5.3 of the real exact
evolution and themodel of equation (16) for different initial states and protocols, given a systemof free
fermions.Wewill see for several examples that themodel predicts with great accuracy the amount of work that is
extracted in a protocol involving a sequence of quenches.

Another interesting issue is to understand how the accuracy of ourmodel decreases when perfect
equilibration is not reached, as a consequence of the time of equilibration being too short. In particular, a crucial
point is to understandwhether the error scales badlywith the number of quenches, so that themodel (16)
becomes progressively worse asN increases. In section 6.3.4, we investigate the accuracy of ourmodel for a free
fermionic system for increasingN and a constant time for thewhole process. The results suggest that the error
becomes independent on the number of quenches that are implementedwhile it decreases with the total time of
the protocol, so that themodel (16) remains a good description of free fermions forfinite equilibration times and
any number of quenches.

3.2.Work cost of quenches
Concatenations of quenches and equilibrations constitute a framework to describe thermodynamic processes—
see, e.g., [12, 17, 50].Within this framework, work is associatedwith the input energy under quenches, whereas
heat is associatedwith the exchange of energy under equilibration processes. At the level of average quantities,
thework cost of a single quench, H Hm m1- ( ) ( ), reads

W t H HTr , 23m
m

m m 1r - -≔ ( ( )( )) ( )( ) ( ) ( )

where tmr ( ) is given in (14). Themain assumption of this study is precisely that thework cost of a quench is very
well approximated by the effective description of the equilibrium state, i.e.

W H HTr , 24m m m m1 1w= -- -
( ( )) ( )( )

( )
( ) ( ) ( )

where m 1w -
( )

( ) is its effective description (16).While we focus our attention on average quantities, primarily for
simplicity of the analysis, one could also conceive a study of work extraction underGGE for otherwork
quantifiers [10, 51, 52]. As the equilibration processes happen spontaneously and have nowork cost, the total
work extracted in the entire protocol is simply given by the sumof the steps

W W . 25
m

N
m

1
å
=

≔ ( )( )

3.3. The system-bath setting beyond theweak coupling and infinite bath limits
Aparticularly relevant scenario is the system-bath setting.We call system S to the part of the total systemupon
which one has control and it is possible to quench itsHamiltonianHS. The bathB contains the degrees of
freedomupon one has no control and it is the responsible for equilibrating the system S. In order for this
equilibration to happen, the dimension of theHilbert-space of S, dim S( ), is considered to bemuch smaller
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than that of the bath,

dim dim 26S B ( ) ( ) ( )

and the totalHamiltonian to be of the form4,

H H H V , 27m
S
m

B S B = Ä + Ä + ( )( ) ( )

where the interactionV is supported on S andB and couples the two subsystems. Unlike the standard
assumptions in thermodynamics, note that we do not assume that the interactionV is weak or that bath size is
infinite. Let us bemore explicit aboutwhatwemean by that.

Usually, within thermodynamics, it is assumed that the system S equilibrates, upon contact with a bathB,
according to

H
Z

Tr
e

, 28B
m

S
m

HS
m

w = Wb b

b-
( ) ( ) ≔ ( )( ) ( )

( )

where 0b > is fixed throughout all the protocol. In contrast, in themodel that we consider, given by m
Gibbsw( ) in

(16), the inverse temperature changes along the protocol and theGibbs states describe thewhole compound SB.
Nonetheless, let us note that themodel of equilibration Wb in (28) represents a particular case of ourGibbsian
model GibbsW in the limit of weak coupling and infinite bath. In the limit of an infinite bath, the total energy of SB
in (16)will not be substantially affected by the energy pumped or subtracted in all the quenches H HSB

m
SB

m 1+( ) ( )

and the parameter mb ( ) will remain constant throughout the protocol, mb b»( ) for allm. In the limit of weak
coupling V between S andB, then H H HSB

m
S

m
B

m
m m mW » W Ä Wb b b( ) ( ) ( )( ) ( ) ( )( ) ( ) ( ) .

In sum, themodel of equilibration m
Gibbsw( ) should be regarded as a correction to the usual setup in

thermodynamics given by equation (28). This correction incorporates the fact that the bath is offinite size,
which introduces a dependence of the inverse temperature mb ( ) and also allows for strong couplings between S
andB.

4. Entropy production and reversible processes

An important quantity in thermodynamic processes is the entropy production on system and bath during the
protocol. Of course, the exact unitary dynamics on SB does not change the vonNeumann entropy in the system.
However, we are using an effective description on SB, given by (16), and in this effective description the entropy
in the system SBmight well change. Indeed, due to the fact the equilibrationmodels can all be understood as a
maximisation of the entropy given some constraints, it follows that the entropy of the states mw( ) in (16) is non-
decreasing during a protocol

S S m N1, , . 29m m 1w w " = ¼-( ) ( ) ( )( ) ( )

where S is the vonNeumann entropy defined as

S Tr log . 30r r r= -( ) ( ) ( )

Therefore, sequences of quenches followed by equilibrations are in general irreversible: if we start with the final
state of the protocol and then run the protocol backwards, wewill in general not end upwith the original initial
state.

Fromphenomenological thermodynamics wewould expect that the protocols become reversible if they are
done in a quasi-static way. In the context of our set of operations, a quasi-static process is defined by considering
N  ¥ quenches H Hm m 1+( ) ( ) such that H Hm m1 -+( ) ( ) is of order N1 , followed each by an equilibration
process as given by equation (16). In this limit of an infinite number of quenches we can simply describe the
quasi-static process by defining the continuous path ofHamiltonians as u H u ( )with u 0, 1Î [ ]. This
corresponds to theHamiltonian H H u m Nm = =( )( ) , and equivalently for the equilibrium state

u m N mw w=( ) ≔ ( ) in the limit of N  ¥ (whereω is an effective description of the equilibirum state given
byTA,GGE orGibbs). Although the limit of N  ¥ is unphysical, since it would require an infinite time, it
should be regarded as a limiting case describing the regime of large butfiniteN, which can always be performed
infinite, but possibly large time. This is similar to the situation of quasi-static processes in thermodynamics,
where the actual behaviour in time of thermalisation do not explicitly appear in the description.

Wewill be concernedwith the vonNeumann entropy of the equilibrium state along the trajectory

S u u uTr log . 31w w= -( ) ( ( ) ( )) ( )

Wenowdiscuss in detail underwhich conditions the entropy remains constant over the quasi-static process,
i.e. S S1 0=( ) ( ), for the threemodels of equilibration. Importantly, note that we are concernedwith the entropy

4
Strictly speaking, the later examples of fermionic systems do not have this tensor product structure, as they are defined on a fermionic

Fock-space. This poses no problems for our considerations, though.
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production in a given quasi-static process. Hence, as the quasi-static process requires an arbitrarily large number
of quenches and subsequent equilibrations, it is by definition an arbitrarily slow process.Wewill see that the fact
that the process is arbitrarily slow alone (by definition as it is a quasi-static process) does not guarantee that there
is no entropy production.

4.1. Entropy production for time averaged ensembles
We start by analysing the entropy production of a quasi-static process when all conserved quantities are taken
into account. In this case the equilibrium state is given by uTAw ( ). Ourfirst result shows that there is no entropy
production in a quasi-static process if the trajectory ofHamiltonians u H u ( ) is smooth.

Result 1 (Absence of entropy productionwithin the TAmodel).Consider aHamiltonian trajectory
u H u E u E u E uk k k k= å ñá ( ) ( )∣ ( ) ( )∣, and a quasi-static process along this trajectory which induces a family of
time-average states uTAw ( ). Then, if the trajectory is continuous and the eigenvectors E uk ñ∣ ( ) are differentiable,
there is no entropy production in such a quasi-static process, that is, S S0 1 0= =( ) ( ) .

The proof and discussion can be found in appendix B.Note that this result is independent of the statewhich
is evolving underH(u). In fact, for a given state, there exist quenches that are not quasi-static but preserve its
entropy, such as any quench to aHamiltonianwith the same eigenbasis as the state. This is for instance the case
of raising and lowering energy levels.

4.2. Entropy production forGGEs
Now,we consider the case of a generic GGE equilibrationwhere not all the conserved quantities are taken into
account. In this case, the equilibrationmodel (16) satisfies the relation,

Q QTr Tr , 32m
i
m m

i
m

GGE GGE
1w w= -( ) ( ) ( )( ) ( ) ( ) ( )

for all i= 1,K,q. Here the Qi
m{ }( ) correspond to the q conserved quantities of H m( ), and equation (32)

determines the corresponding Lagrangemultipliers i
ml( ) in (4). For such equilibrium states, we also identify

conditions so that there is no entropy production.More precisely, we find the following:

Result 2 (Absence of entropy productionwithin theGGEmodel).Consider a quasi-static process along a
Hamiltonian trajectory u H u ( ) described by a family of equilibrium states uGGEw ( ) . Then, the entropy of

uGGEw ( ) is preserved in such a quasi-static process, provided that the Lagrange-multipliers as determined by
(32), form in the limit N  ¥ a set of smooth functions u ujl ( ) for j= 1,K, q.

This result is shown simply by taking the continuum limit of equation (32)which yields

u

u
Q u j mTr

d

d
0, 1, , 33j

GGEw
= " = ¼⎜ ⎟⎛

⎝
⎞
⎠

( ) ( ) ( )

which can be in turn used to show that the entropy production vanishes,

S

u
u

u

u
Q u

d

d
Tr

d

d
0. 34

j

m

j j
1

GGEål
w

= =
=

⎜ ⎟⎛
⎝

⎞
⎠( ) ( ) ( ) ( )

Hence, we see that, if the conditions of result 2 are satisfied, the entropy of the effective description in terms of
GGE states is also preserved in the limit of a quasi-static process.

Let us nowdiscuss heuristically underwhich conditions the premise that u uj
q
1l{ ( )} are smooth

functions is expected to be fulfilled. This can bewell illustrated by the following example:

Example 1 (Quasi-static process with entropy productionwithinGibbs andGGE).Consider the case of a two
dimensional system for whichwe take q=1, that is, the only conserved quantity is theHamiltonian Q H1 =
itself (theGibbs equilibrationmodel). Consider initially a non-degenerateHamiltonian H E0 1 1= ñá( ) ∣ ∣and an
arbitrary initial state 0r ( )with an inverse temperature 0 0b >( ) and thus the entropy is smaller than log 2( ).
Now suppose that thefinalHamiltonian H 1 0=( ) has degenerate energy levels.We now show that:

(i) there is a quasi-static trajectory without a smooth behaviour of the Lagrange-multipliers (in this case ub ( )),

(ii) this results in a positive entropy production, and

(iii) how this implies that taking only a single conserved quantity—in this case the energy—does not provide a
good approximation of the time-averaged state.
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To see the above points, take asHamiltonian path H u E u H u1 1 1 0 1= - ñá = -( ) ( )∣ ∣ ( )( ) and an initial
Gibbs state with inverse temperature 0b ( ). Then the eigenbasis in the entire process does not change. Nownote
that the condition (32) implies that the energy is preserved in every equilibration. But sincewe are dealingwith a
two-dimensional system, as long asH(u) is non-degenerate, the state itself will remain constant u uw r=( ) ( )
for any u 0, 1Î [ ). This requires that the inverse temperature ub  ¥( ) as u 1 : Along the path, the inverse
temperature needs to fulfil u u0 1b b= -( ) ( ) ( ) to keep the state constant. Therefore, it necessarily diverges
as u 1 . To show (ii), simply note that when one reachesH(1), thefinal state is amaximallymixed statewith
entropy log 2( ), which is larger than the one of the initial state by assumption. To show (iii), observe that the time
averaged state would remain constant throughout the protocol, thus it differs from theGGE at u = 1. Similar
reasoning as for this example holds true for higher dimensional systems, where the ground state degeneracy ofH
(1) is higher than that ofH(0).

The previous example shows that in some cases the premise of result 2 is not fulfilled, however, these
pathological cases often imply that the chosenGGEdescription is not accurate. For example, in the case of
encountering a ground state degeneracy, any conserved quantity in theGGE that discerns the ground states
would be enough tofix the problem.However, we leave in general openwhether one canfind smooth
trajectories for u ujl ( ) for a given set of conserved quantities and trajectory ofHamiltonians—thismaywell
depend on the specifics of themodel and on the ambiguity of what constants ofmotion to pick in the first
place [27].

4.3. Entropy production forGibbs ensembles
As discussed above in the case of theGGE ensemble, it is in general necessary to ensure that the Lagrange
multipliers u ujl ( ) follow a smooth trajectory in order to certify that there is no entropy production in a
quasi-static process. This requires to compute the Lagrangemultipliers following themodel of (16) and keeping
track of the conserved quantities.Wewill see now that the situation simplifies substantially for the case of the
Gibbsmodel of equilibration (where the energy is the only conserved quantity).

Result 3 (Absence of entropy productionwithinGibbsmodel).Consider an initial and finalHamiltonianH(0)
andH(1) and initial state Z0 e H

Gibbs
0 0w = b-( ) ( ) ( ) withfinite 0 0b >( ) . There exist a quasi-static trajectoryH

(u) so that there is no entropy production if and only if there exist 0*b > so that

S S Z0 e 35H
Gibbs

1*w = b-( ( )) ( ) ( )( )

Note that one of the implications is trivial. Thefinal state is Ze H 11b- ( )( )
, hence if there exist no 1 *b b=( ) so

that (35) is fulfilled, then it is clearly impossible to keep the entropy constant. This can happen ifH(1) does not
admit anyGibbs state with the initial entropy. The non trivial implication of the previous result is that as long as
H(1) admits aGibbs state with the initial entropy, one can always find a quasi-static trajectory that keeps the
entropy constant. Indeed, wefind that the quasi-static trajectory achieving it does not need to befine-tuned.We
discuss in appendix C, together with the proof of result 3, that any quasi-static process where the degeneracy of
the ground state does not increase along the protocol will indeed keep the entropy constant. This condition is
expected to be satisfied for trajectories of generic localHamiltonians, which have non-degenerate ground spaces
for typical choices of theHamiltonian parameters [53].

4.4. Entropy production and reversibility
Wenow connect entropy production to reversibility of processes. First, let us note that for theGGE equilibration
model (similarly for theGibbsmodel since it is a particular case of the former), condition (33) is invariant if one
reverses the process.More specifically, givenH(u) and 0GGEw ( ) as initial state, condition (33) determines the
trajectory of states (if the premises of result 2 aremet) uGGEw ( ), with u from0 to 1.Now,we can consider the
trajectory H u( ˜)with initial state u 0GGEw =( ˜ )with u u1= -˜ . One can easily verify that

u

u
Q u j mTr

d

d
0, 1, , . 36j

GGEw
= " = ¼⎜ ⎟⎛

⎝
⎞
⎠

( ˜)
˜

( ˜) ( )

Hence, the equilibrium state for the trajectory H u( ˜) is given exactly by u u1GGEw = -( ˜ ) and thus, the protocol
is reversible. In other words, we have seen that for theGGE equilibrationmodel reversible protocols correspond
to arbitrarily slow protocols where no entropy is produced on the system and bath together, exactly as is the case
for phenomenological thermodynamics.

Awell-known feature of phenomenological thermodynamics is that reversible transformations are always
beneficial inwork-extraction protocols, a phenomenonwhich is referred to as theminimumwork principle.We
will later see that this principle naturally holds when themodel of equilibration is given byGibbs states, but its
range of applicability is considerably reducedwhen the equilibrium states are described byGGE. Indeed, wewill
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see explicitly that when the equilibrationmodel is given by aGGE ensemble of free fermions, it canwell be
beneficial to go through a given protocol quickly and thereby producing entropy.

Beforewe go on to discuss explicit work extraction protocols, let us stress that the entropy in SB, which can
only increase or remain constant, is not simply the sumof the entropies of S andB. This happens becausewe are
considering interacting quantum systems that show correlations between S andB. This is true both in the exact
and the effective description. Indeed, in general the vonNeumann entropy in SB is smaller than or equal to the
sumof local entropies

S S STr Tr , 37B Sw w w+( ) ( ( )) ( ( )) ( )

with equality if and only if Tr TrB Sw w w= Ä( ) ( ), i.e., when S andB are completely uncorrelated. Thus,
entropy-production in our set-up does not alwaysmean that entropy is locally produced in the system and the
bath. The generation of entropy is not always associatedwith the generation of correlations, as in [54], but rather
to themixing induced by equilibration processes. The global entropymay, for example, increase due to a
decrease of correlations, but entirely without changing the local states of the system.

As a final remark, note that in the so-called isothermal reversible process the entropy of the system S does not
remain constant, while the entropy of thewhole compound SB does, as we discuss in examples 1 and 2 in
appendix C).

5. Theminimumwork principle andwork extraction

In order to studywork extraction, we first focus on theminimumwork principle, which is intimately related to
work extraction and other tasks in thermodynamics such as, e.g., the erasure of information (Landauer’s
Principle).We take as the definition of theminimumwork principle that, given an initial equilibrium state and a
path ofHamiltonians, the work performed on the system isminimal for the slowest realisation of the process [55].
More precisely, we consider a trajectory ofHamiltonians u H u ( )with u 0, 1Î [ ]. Consider nowprotocols
withN quenches (each followed by an equilibration). That is, we chooseN values u u, , N1 ¼( ), so that the
protocol is determined by H H um m= ( )( ) and mw ( )

( ) as determined by (16). Theminimal work principle states

that the optimal protocolmaximisingW in (25) is the onewhere N  ¥ and u m Nm = . Note that here, as we
generically take the convention that work is extracted from the system,minimising thework cost corresponds to
maximisingW in (25).

We note that, while being themost relevant notion of theminimumwork principle for our set-up (see also
[55]), this definition differs from the one usually found in thermodynamics text-books, where the content of the
minimal work principle reads: among all the possible paths between two fixed equilibrium states, reversible
protocols are optimal. Here, wefix instead a given trajectory between an initial and finalHamiltonian and
questionwhether the quasi-static realisation is also the optimal. Note that both notions—where the initial and
final states are fixed orwhere the trajectory isfixed instead—coincide in themodel of equilibration of
equation (28), which is the standard one in text-book thermodynamics. The reason is that in themodel (28)
Hamiltonians and states are in one to one correspondence and all the quasi-static trajectories between two
Hamiltonians provide the samework.However, when othermodels of equilibration are considered (w ( ) in
(16)) the equivalence breaks down sinceHamiltonians and states are not in one-to-one correspondence: the final
state depends on the specific trajectory.

It seems then natural to askwhat justifies our definition of theminimal work principle. The answer lies in the
fact that the notion of theminimal work principle considered here can be easily connectedwith the second law of
thermodynamics, formulated as: no positive work can be extracted in a cyclic process from states initially in
thermal equilibrium (aGibbs state), ormore generally, in a passive state. In this context cyclic refers to the fact
that the initial and finalHamiltonian coincide, which does not imply that the initial and final state coincide,
unless wewould be using themodel of equilibration (28). This relationwith theminimal work principle and the
second lawwill bemade explicit in the following sections wherewe study theGibbs and the time-average
ensembles.

5.1. Theminimumwork principle andwork extraction forGibbs ensembles
Let us consider the same setup as the one laid out in section 3.1, with an initial state Gibbs

0w( ) and a protocol that

performsN quenches according to a certain trajectory u H u ( ), where H H m Nm ≔ ( )( ) . Let us stress that
herewe do not take the limit of N  ¥ andwe keep it general by considering finiteN. Let us recall from
equation (25) that the total work performed is given by the sumof the individual workW m( ) in themth step,
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W W H H

H H

H

Tr

Tr Tr

Tr , 38

m

N
m

m

N
m m m

N N

m

N
m m m

1 1
Gibbs

1 1

Gibbs
0 0

Gibbs

2
Gibbs

1
Gibbs

å å

å

w

w w

w w

= = -

= -

+ -

= =

- -

=

-

( ( ))

( ) ( )

(( ) ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

where in equation (38)wehave simply reorganised the terms and added and subtracted the quantity
HTr N N

Gibbsw( )( ) ( ) .We can nowuse ourmodel of equilibration, as given by equation (16) that we recall here for
completeness,

H
Z

,
e

39m m m
H

mGibbs Gibbs Gibbs
1

m m

w w= W =
b

-
-

( ) ( )( ) ( ) ( )
( )

( ) ( )

for all m 1 , where Z Tr em Hm m= b-( )( ) ( ) ( )
and 0mb >( ) is determined by the conservation of average energy:

H HTr Trm m m m
Gibbs

1
Gibbsw w=-( ) ( )( ) ( ) ( ) ( ) . One can easily check that energy conservation implies that the last sum in

(38) vanishes, which implies that

W H HTr Tr , 40N N
Gibbs
0 0

Gibbsw w= -( ) ( ) ( )( ) ( ) ( ) ( )

where N
Gibbsw( ) depends onN and the trajectoryH(u).

From equation (40)we see that given afixedfinalHamiltonianH(1), the protocol that costs theminimum
amount of work (andmaximises the extractedworkW) is given by the one that leaves the final state with the least
average energy. Since the average energy ismonotonic with the entropy forGibbs states of positive temperature,
we conclude that the optimal protocol is the oneminimising the entropy of the final state N

Gibbsw( ) . Furthermore,
as the entropy can only increase throughout the protocol (see section 4), a protocol creating no entropy is
optimal.

It has to be stressed that this holds true only as long as the final temperature of theGibbs state is positive,
which happens if

H
d

HTr
1

Tr , 41N N N
Gibbs w( ) ( ) ( )( ) ( )

where d is the dimension of theHilbert space. Note that the right hand side of the equation typically (e.g., for
many body systemswith short range interactions) grows linearly with the number of particles. Therefore, if the
total system is big enough, we expect condition (41) to be satisfied, and thus theminimumwork principle
to hold.

Taking together the facts that a protocol creating no entropy is optimal and the results of appendix C—
which show conditions so that the quasi-static entropy has no entropy production—one can conclude that the
minimal work principle is satisfied for any trajectory so that d H d H u d H0 1g g g ( ( )) ( ( )) ( ( )) (see result 5).
Asmentioned in section 4.3, this condition is satisfied for trajectories of genericHamiltonians, which have non-
degenerate ground spaces.

Let us now comment on the relation between theminimal work principle and the second law of
thermodynamics. First, note that if wefix a trajectoryH(u) so that H H0 1=( ) ( ), then the final state is aGibbs
state H 0

N
Wb ( ( )). The inverse temperature Nb at the end of the protocol certainly depends on the particular

trajectory and the number of quenches performed.However, it is clear by the discussion of section 4 that
S H S0 0

N
 wWb( ( ( ))) ( ( )). Hence, since thefinal state is aGibbs state with respect toH(0) andwithmore

entropy than the initial Gibbs state and the energy ismonotonic with the entropy forGibbs state, the extracted
work is negative. Note that this depends crucially on havingGibbs states as equilibrium states and it will not be
reproduced by time-average orGGEmodels of equilibration aswe discuss in the next sections.

Also, theminimumwork principle can be used to studywork-extraction protocols from non-equilibrium
states. As an example, consider as initial conditions a pair of state andHamiltonian 0r( ) and H 0( ) respectively.
The goal is to extract work from 0r( ) by performing a cyclic protocol, where H HN 0=( ) ( ). Note that here the
initial state is not in aGibbs state with respect to the initial Hamiltonian, H 0( ). Nevertheless, after the first
quench, it does thermalise to H,Gibbs

1
Gibbs

0 1w r= W ( )( ) ( ) ( ) . From thatmoment onwards, theminimumwork
principle can be used, implying that it is always optimal to come back to H 0( ) by a protocol that does not create
entropy. The only remaining question is in fact towhichHamiltonian the first quench is performed, an issue that
is discussed in appendixD.

5.2.Work extraction and theminimumwork principle for time averaged states
Wenowdiscuss theminimumwork principle for protocols of work extractionwhen themodel of equilibration
that is used is the time-average TAW . Let us assume a smooth trajectory ofHamiltoniansH(u) and some initial
equilibrium state 0TAw ( ). Since the trajectory ofHamiltonians is smoothwe know that the final state in the
quasi-static protocol 1TA

q.s.w ( ) has the same entropy as the initial state 0TAw ( ), indeed even the same eigenvalues
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as 0TAw ( ) (see appendix B). The question is, whether this also implies that the quasi-static protocol is optimal in
terms of the averagework-cost.Wewill show that this is in general only true if this final state in the quasi-static
protocol is also a passive state,meaning that it is diagonal in the energy-eigenbasis and the energy-populations
decrease with increasing energy:

H ETr 1 1 1 1 , 42
k

k kTA
q.s.

TA
q.såw w= ( ( ) ( )) ( ( )) ( ) ( )

where 1TAw ( ( )) is the vector of eigenvalues of 1TAw ( ), ordered such that 1 1k lTA TAw w ( ( )) ( ( ))
if E E1 1k l( ) ( ).

Result 4 (Passiveness of optimal protocols).Given an initial state and a smooth trajectory ofHamiltonians, if
thefinal state in the quasi-static realisation of the protocol is passive, then the the quasi-static realisation of the
protocol is optimal.

This result follows, because passive states can only increase their average energy under any unitary
transformation [56, 57]:

H HU U HTr Tr , passive w.r.t. . 43r r r( ) ( ) ( )†

In particular the final state of the quasi-static protocol 1TA
q.s.w ( ) is related to the initial state by some unitary

transformationU* since their spectra are identical. To see that the quasi-static realisation of the protocol is
optimal in this case, let us now consider any realisation of the protocol with only afinite number of quenchesN
and let us denote thefinal state in a protocol withN quenches as N

TAw . Since the time-average equilibration
model can be thought of as applying amixture of unitaries (evolving the system for some random time) in any
finite realisation includingN quenches, thefinal state N

TAw is related to the initial state by:

p U U p U U U U0 1 ,N

i
i i i

i
i i iTA TA TA* *å åw w w= =( ) ( ) ( )( )† †

where pi is some probability distributions of unitaries. But since 1TA
q.s.w ( ) is passive, we henceforth have

H HTr 1 Tr 1 1 , 44N
TA TAw w( ( ) ) ( ( ) ( )) ( )

which proves the claim.
Theminimumwork principle for cyclic unitary processes was studied in [55]where it was shown that the

minimumwork-principle holds if: (i) the initial state is passive with respect to the initial HamiltonianH(0) and
(ii) the trajectory ofHamiltonians is such that the initial and finalHamiltoniansH(0) andH(1), respectively, do
not have a level-crossing w.r.t to each other. Here, by an absence of level-crossingwemean that if E E0 0i j( ) ( ),
then also E E1 1i j( ) ( ) (note that the labelling of the energy-basis isfixed sincewe require theHamiltonian
trajectory to be smooth). It is now easy to see that under the premise that the initial state is passive, the condition
that the final state in the quasi-static realisation is also passive is indeed equivalent to the absence of such a level-
crossings. Thus, our result naturally generalises that of [55].

Finally, let us note that given twoHamiltoniansH(0) andH(1) and an initial equilibrium state, it is always
possible to construct a smooth trajectory ofHamiltonians that connects the twoHamiltonians and such that the
final state in the quasi-static protocol is passive and has the same spectrum as it had initially. This can be done
with the protocol presented in appendix F.However, note that this protocol requires global control over the
Hamiltonians. Oncewe can only control some part of theHamiltonian, all the available smooth trajectories
might lead to a non-passive final state in the quasi-static realisation, so that it can become beneficial to use a
protocol with afinite number of quenches which results in entropy-production.

As in the case of theGibbs equilibrationmodel, one can easily relate the analysis above to discuss the second
law of thermodynamics. First, note that the optimal protocol betweenH(0) andH(1) is such the final state has
the same spectrum and it is passive. Hence, if H H0 1=( ) ( )we conclude that one can extract positive work
from the initial equilibrium state 0TAw ( ) if and only if it is not passive. Of course this fact is well-known if we
consider protocols of work extraction that just apply a unitary transformation to the initial state. Here, we are
deriving a similar behaviourwith families of protocols that are instead quenches and equilibrations to the time-
average state.

In summary, we have identified conditions that ensure that the quasi-static realisation of a given protocol is
optimal. This condition generalise the ones found in [55]. Also, we have shown that any state can be brought to
its passive form—keeping the same spectrum—by applying a quasi-static protocol over a specific trajectory of
Hamiltonians. Altogether, this show that quasi-static protocols are as powerful for work extraction as they can
conceivably be.
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5.3.Work extraction and theminimumwork principle forGGE states
In this sectionwe briefly analyse notions of work extraction in the case of GGEmodels of equilibration.
Although it is difficult to provide general results for the case of theGGE, without having specified the particular
formof the conserved quantities, we do include here a general formulation of the problem at hand as an
introduction to particular example of free fermions thatwe study later. In this situation, the equilibrated states
aremaximum entropy states

H Q S, , argmax . 45m
j
m

H QGGE , ,m
j
mr sW s rÎ( { }) ≔ ( ) ( )( ) ( )

( { })( ) ( )

for a collection of constants ofmotion Qj
m{ }( ) that are relevant at a given stepm of the protocol. For a given

protocol, thework extracted is again

W W H HTr , 46
m

N
m

m

N
m m m

1 1
GGE

1 1å å w= = -
= =

- -( ( )) ( )( ) ( ) ( ) ( )

so that in order to compute the extractedwork for a given protocol, one has to keep track of the Lagrange
multipliers along that protocol. The optimal work extraction is attained as the supremumof this expression over
such protocols. In agreement with our considerations for time-averaged states, here wewill find that the
minimumwork principle is in general not satisfied formany-bodymodels that equilibrate to aGGE.Ultimately,
this result is linked to the fact that for GGEs there is in general no direct link between entropy and energy, in strong
contrast to the case of Gibbs states.We show this statement by considering specific classes ofmodels for which
theGGE is relevant, namely the class of physical systems described by free fermions, amost relevant type of
systems that are known to bewell described by theGGE. In particular wewill show an examplewhere a fast
protocol outperforms a slow protocol despite the fact that an effective description byGibbs states would suggest
the opposite.

6. Free fermionic systems

On top of showing the validity of the above result, the reason for largely focusing on quadratic fermionicmodels
is three-fold. First, they can be efficiently simulated, allowing us to test howwell the effective description of the
system approximates its real (exact) dynamics. Also, they are integrable, which implies that aGGEdescription is
in general necessary to capture their equilibration behaviour [27, 37]. Finally, they can be simulatedwith ultra-
cold atoms in optical lattices in and out of equilibrium [58–61].While the discussion presented here is focused
on non-interacting fermionic systems, it should be clear that their bosonic lattice instances [60, 62, 63] and even
bosonic continuous systems [64, 65] can be captured in an analogous frameworkwith very similar predictions.
The latter situation is specifically interesting asmodelling the physics of ultra-cold atoms on atom chips that is
expected to provide an experimental platformprobing the situation explored herewhere aGGEdescription is
relevant.

6.1.Hamiltonian, covariancematrix andGGE construction
Weconsider quadratic fermionicHamiltonians of the form

H c a a , 47
i j

n

i j i j
, 1

,å=
=

( )†

where n is the number of differentmodes and the fermionic operators satisfy the anti-commutation relations
a a,i i i j,d={ }† , a a a a, , 0i j i j= ={ } { }† † . TheHamiltonianH can be transformed into

H , 48
k

n

k k k
1

å h h=
=

( )†

where kh
(†) is the annihilation (creation) operator corresponding to the kth eigenmode of theHamiltonian.

It is well known that equilibrium states ofHamiltonians of the form (48) are notwell described byGibbs
states, but rather byGGEs, with the conserved quantities being the occupations of the energymodes Qk k kh h= † ,
k= 1,K, n [27]. Notice that the number of conserved quantities used for the construction of theGGE is the
number of distinctmodes n and, hence, is linear (and not exponential) in the system size.

We define the correlationmatrix g r( ) of a state ρ as the symmetricmatrix having entries

Tr . 49i j i j,g r h h r=( ) ( ) ( )†

If the state ρ is Gaussian, then g r( ) contains all information about ρ, and its time evolution underHamiltonians
of the type (48) keeps it Gaussian. In other words, the full densitymatrix ρ can be reconstructed from just
knowing the correlationmatrix.
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The correlationmatrix of theGGE H, , k kGGE r h hW ( { })† is found bymaximising the entropywhile

preserving all Qk k kh h= † , which simply reduces to dephasing the correlationmatrix defined in (49) to the
diagonal (see appendix G.1 for details). This provides a simplemethod for obtaining H, , k kGGEg r h hW( ( { }))† .

Note that theseGGEdescriptions are alsoGaussian states. Hence, in the followingwe can always restrict to
Gaussian states. Evenwhen the initial state is notGaussian, all the results are unchanged if the initial state is
replaced by aGaussian state that has the same correlationmatrix. Consequently, in the following, the discussion
is reduced to the level of correlationmatrices instead of the full densitymatrices. This allows us to perform
numerical simulations of the real time-evolution aswell as the effective description of large systems, since they
have dimension n×n instead of the 2 2n n´ needed to describe the full densitymatrix.

6.2.Work extraction andminimumwork principle for free fermions
First we consider optimal protocols for work extraction in a scenario where theHamiltonian can be transformed
to any quadraticHamiltonian of the form (48). The discussion is similar to that of section 5.2, but in the context
of GGE equilibrium states. As in the previous sections, the optimal protocol is the oneminimising thefinal

energy, H nTr N
k k

N
kGGE

0 0w = å( )( ) ( ) ( ) ( ), wherewe assume the process to be cyclic and n Trk
N

k k
N0 0

GGEh h w= ( )( ) ( )† ( ) ( ) .

In appendixG.2, we show that thisminimisation yields H HTr TrN
GGE

0
GGE

0*w w( ) ( )( ) ( ) ( ) , with

H dTr , 50
k

n

k kGGE
0

1

0 0* åw =
=

 ( ) ( ) ( ) ( )( ) ( ) ( )

where dk
0( ) are the eigenvalues of 0g r( )( ) and the symbols  and  indicate that the lists are ordered in increasing

and decreasing order, respectively. An explicit protocol saturating this bound is constructed in appendixG.2.
The optimal protocol is found to be reversible , so that no entropy is generated, and one needs to perform an
arbitrarily large amount of quenches to reach optimality.

In the optimal final state GGE*w , the diagonal elements of the correlationmatrix, corresponding to the
population of the energymodes, decay as the energy of themodes increases. This form is reminiscent of the
passive states previously introduced.However, in general, states of the form GGE*w do not need to be passive:
While in passive states the occupation probabilities of the energy eigenstates are decreasingwith increasing
energy, here only the occupations of the different fermionicmodes decreasewith the energy of themode. The
total energies are however obtained by combinations of differentmodes. An example of a state that is non-
passive, butwhere themode-populations are decreasing with increasingmode-energy is provided in
appendixG.2.

Regarding theminimumwork principle, one can use a similar line of reasoning as in section 5.2. For afixed
process, theminimumwork principle is guaranteed to hold true as long as the possible final states—which are
realised by implementing the process at different speeds—have the form (50), i.e., their populations decrease
with the energy of themodes. If this condition is not satisfied, theminimumwork principle does not hold in
general.

6.3. Numerical results: comparison between exact dynamics and effective descriptions
In this sectionwe compute thework extracted in different scenarios by (i) a numerical simulation of the exact
unitary evolution of the system, (ii)using the effective description in terms of Gibbs states, and (iii) in terms of
GGE states. As physical systemwe consider a chain of fermions, taking as an initial Hamiltonian,

H a a g a a a a . 51
i

n

i i i
i

n

i i i i
0

1 1

1

1 1å å= + +
= =

-

+ +( ) ( )( ) † † †

First we study the optimal protocol for the case unrestrictedHamiltonian case derived in appendix 5.3, and next
we consider the case of local changes of theHamiltonian. In all cases wefind a very good agreement between the
real dynamics and theGGE effective description.

Besides comparing the effective descriptions with the real dynamics, we also study the applicability of the
minimumwork principle.We give an explicit example of a process inwhich producing entropy is beneficial for
work extraction, hence showing that theminimumwork principle is violated in this example.

6.3.1.Work extraction with unrestrictedHamiltonians and free fermions
Here, we take as the initial state 0r( ) aGGE state whose populations 0, 1i i

0
,g r Î( ) ( )( ) in (49) are chosen i.i.d.

from aGaussian distribution. Again, note that this state is Gaussian.We then apply the protocol described in
appendixG.2 formaximal work extraction, and compare the results obtained by the exact dynamics and the
GGEmodel of equilibration. The exact dynamics are computed by, after the the i-th quench, letting the system
unitarily evolve under theHamiltonian H i( ) for a timemuch longer than the time scale of equilibration. Figure 2
shows the results obtained using both approaches. It shows a very good agreement, as long as the number of
fermions is sufficiently large (in thefigure n = 100). Yet small discrepancies are observed, which is due to the

14

New J. Phys. 18 (2016) 123035 MPerarnau-Llobet et al



fact that we implement global quenches, for which the statemay not equilibrate. Note that, when performing
local quenches and startingwith aGibbs state, as infigure 3, equilibration of local observables is expected (see
section 2) and the agreement is indeed excellent.

We can also see infigure 2 howwork increases as the process becomes slower, becomingmaximal in the
limit N  ¥, when reversibility is achieved. This is in agreementwith our considerations in section 6.2.

6.3.2.Work extraction with restricted free fermionic Hamiltonians with aGibbs initial state
Let us now assume that theHamiltonian can only be locallymodified, as discussed in section 3. TheHamiltonian
(51) is split in three components. H a aS 1 1 1= † (S is a single fermion),V g a a a a1 2 2 1= +( )† † and
H H V HB S= - - . Our capability to change theHamiltonian is thus reduced to a single parameter: the local
energy 1 . Note that the coupling between the S and theB is not assumed to beweak. The initial state takes the
form,

H
Z

e
, 52S B S

H
0

B

r r r= Ä W = Äb

b-
( ) ( )( )

Figure 2.Extractedwork in the optimal protocol with unrestrictedHamiltonians. As an initial state, we take a diagonal state in the
basis H 0( ), with the populations pk

0{ }( ) chosen at randombetween 0 and 1.We take g1, 0.8 = = andN=100. In order to simulate
the real dynamics, after every quench, we let the system evolve for a time chosen at randombetween g20 and g100 . In green, we
show the results using the actual unitary dynamics, in yellow our effective description in terms of GGE states, and in dashed lines the
analytical result leading to equation (50). The insetfigure shows the entropy generated in the effective description usingGGE states. As
the number of quenches increases (i.e., the process becomes slower), the generated entropy tends to zero and the extractedwork tends
to the upper bound.

Figure 3.Extractedworkwith only local transformations on the state of the system. The different points correspond to the exact
unitary evolution (in green), to the effective evolution in termsGGE states (in yellow), and the effective evolution usingGibbs states (in
blue). The continuous lines correspond to transformationswith N  ¥. As an initial statewe take, 1 2b = , a aTr 0.1S1 1r =( )† ,
n=100. For the initial Hamiltonian, 0.10 = , 1i = i 1" ¹ , g=0.5. As a protocol we perform afirst quench to 4.31 = , followed
by N 1- equidistant quenches back to the originalHamiltonian. As infigure 2, the exact evolution is obtained by letting system and
bath interact for a timemuch larger than the equilibration time (t g1Eq µ ).
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where Sr is initially out of thermal equilibrium; for example, infigure 3, it is set to a lower temperature than the
bath. As discussed before, we do not need to assume that the initial state Sr (and hence 0r( )) is Gaussian, but the
work extractedwill only depend on its correlationmatrix and not on the full densitymatrix, since the energy is a
sumof secondmoments of the fermionic creation and annihilation operators and all theGGE states constructed
in the process areGaussian automatically.

Figure 3 shows the extractedwork from Sr as a function of the number of quenchesN, which is computed
using the real exact unitary evolution, and the effective description in terms of bothGGE andGibbs states. The
agreement between the unitary dynamics and theGGEdescription is excellent, for any value ofN and the
parameters, but theGibbs states fail to describe the process. Even if the bath is initially in aGibbs state, see
equation (52), the posterior evolution of SB can not be correctly described by them.Although the description in
terms ofGibbs ensembles is quantitatively incorrect, it is fair to say that it describes some qualitative features of
the results. In particular, the exact dynamics satisfies theminimumwork principle, and so does the effective
descriptionwithGibbs states. This follows because condition (41) is satisfied during the process. However, as we
show in the next section, condition (41) can fail to predict the applicability of theminimumwork principle.

6.3.3.Work extraction with free fermionic restrictedHamiltonians with aGGE initial state
Equilibrium states when dealingwithHamiltonians of the type (48) arewell described byGGE states, it is
therefore natural to generalise the initial state (52) to

, 53S
B

0 GGEr r w= Ä ( )( )

where B
GGEw( ) is aGGE state with respect to the localHamiltonian ofB, H .B k

n
k
B

k
B

k
B

1  h h= å =
( ) ( ) † ( ) Let us nowpick a

very particular initial state given by

k K
k K

Tr
1 ,
0 ,

54B
k
B

k
B

GGE
w h h =
<

⎧⎨⎩( ) ( )( ) ( ) † ( )

for some K n< . That is, only theKmost energeticmodes are populated. No actual thermal state with positive
temperaturewould have such properties due to the population inversion of the fermionicmodes. It is important
to acknowledge, however, that if wewould chose an effective description as aGibbs state for such initial states,
wewould nevertheless obtain a positive effective temperature provided that condition (41) is satisfied. This will
be the case as long as the number of populated energy-levelsK is small enough. Indeed, for anyfiniteK, but large
n, the energy-density in the state ismuch lower than the critical energy-density needed for negative effective
temperatures.

Thework extracted in a particular protocol with initial state (53) is plotted infigure 4. The results clearly
showhow the extractedwork decreases with the time spent in the process. Therefore,morework is extracted
whenmore entropy is produced, and theminimumwork principle does not apply in this situation. In fact, this is
to be expected because both the initial and thefinal state of the protocol are highly non-passive, and thus the
conditions described in section 6.2 are not satisfied.However, when using an effective description in terms
Gibbs states, wewould have predicted that it is always beneficial to use a quasi-static, reversible protocol since
condition (41) is satisfied for the case described infigure 4.

Figure 4.The extractedwork achievedwith only local transformations on the state of the system. As an initial statewe take the one
specified byK=32, a aTr 0.1S1 1r =( )† , and n=150. For the initial Hamiltonian, we take 0.10 = , 1i = i 1" ¹ , g=0.5. As a
protocol we perform a first quench to 1.61 = , followed by N 1- equidistant quenches back to the originalHamiltonian. The
different points correspond to the exact unitary evolution (in green), to the effective evolution in termsGGE states (in yellow), and to
infinitesimally slowprotocol (N  ¥). As in 2, the real evolution is obtained by letting system and bath interact for a sufficiently long
time (chosen at random).
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6.3.4.Work extraction under imperfect equilibrations
To conclude, we study the accuracy of themodel (16) in protocols of work extractionwhere equilibration is not
guaranteed, because the systemdoes not evolve for a sufficiently long time after every quench. In order to study
this situation, we consider a state initially in thermal equilibriumwith aHamiltonian H 0( ), which ismodified by
a sequence of quenches until theHamiltonian H Hf N=( ) ( ) is reached. Themain difference with respect to our
previous calculations is that we let the total timeT of the process befixed, and take for the equilibration timeT/
N. Clearly, the accuracy ofmodel (16) is expected to get worse andworse asT decreases. It is less obvious,
however, how the accuracy depends on the number of quenchesN. On the one hand, aswe increaseN, the time
of equilibration of each quench reduces and hence errorsmight become larger, and can also accumulate. On the
other hand, the distance between subsequentsHamiltonians becomes shorter, so that less time is expected to be
needed to reach equilibration.

The results are presented infigure 5. They show that the error, as quantified by W WGGE-∣ ∣whereW is the
extractedwork from the real exact dynamics, remains constant for largeN, but decreases with the total timeT.
These results suggest that quasi-static processes can bewell described by themodel of equilibration (16), in the
sense that one does not require an unphysically large time to become arbitrarily close to a quasi-static evolution.

As a final remark, wewould like to stress that, whereas we have focus our attention inwork extraction, the
model of equilibration (16) is general and can be applied to other physical quantities—see figure 6 for an
example, wherewe compute the population of one fermion. It is to be expected that themodel (16)will give
better predictions for local quantities, which are expected to equilibrate inmany-body systems.

Figure 5.Accuracy of themodel forfinite times of equilibration as a function of the number of quenches and different total timesT.
We again use themodel (51), and take for H 0( ) the following parameters: n=70, 0.11 = , 1i = i 1" ¹ , g=0.5, and the same
parameters for H f( ) except for 61 = . The initial state is aGibbs state at temperature 1 2b = .

Figure 6.Accuracy of themodel for the population of thefirst fermion, n a a tTr 1 1r= ( ( ))† in (51), for finite times of equilibration as a
function of the number of quenches and different total timesT.We take the same parameters as infigure 5.
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7. Conclusions

In this work, we have brought together thefields of research on equilibration and quantumheat engines. The
main contribution of this work is to go beyond the usual paradigmof thermodynamics wherework is extracted
froma system inweak thermal contact with an infinite heat bath at a given fixed temperature. Instead, we
consider closed quantummany-body systems offinite size andwith strong coupling between its constituents.
Wemake use of recent insights into the study of states out of equilibrium: closedmany body systems do not
equilibrate, but can be effectively described as if they had equilibratedwhen looking at a restricted, although
most relevant, class of observables. The effective equilibrium state that describes the system for these observables
is, however, not necessarily given by aGibbs state; and even if so, its temperature will not remain constant under
repeated quenches. In this case the effective equilibrium state is given by the time averaged state, theGGE or the
Gibbs state, depending on the particular kind of system considered, as well as the family of observables that are
taken into account.

With this inmind, we have put forward a framework that studies work extraction of closedmany body
systems, incorporatingHamiltonian quenches as well as equilibrations according to the threemodelsmentioned
before.We do not only assume that effective equilibrium state is a good description of the state evolving after a
single quench, but also that such an equilibrium state can be taken as the initial state to describe further
evolutions under subsequent quenches. Thismodel, which is successfully tested for themodel of free fermions,
is what allows us to describe a closed system similarly to theway open systems (in contact with baths) are
described in conventional thermodynamics. Thus, we can formulate similar questions regardingwork and
entropy production and indeed recovermany of the phenomena present for open systems.

In particular, we provide stringent conditions for the absence of entropy production in quasi-static
protocols. This turns out to be intimately related to the optimal protocols for work extraction and theminimum
work principle, which roughly speaking states that thework performed on the system isminimal for the slowest
realisation of a given process.Wefind that theminimum-work principle can break down in the presence of a
large number of conserved quantities, while it remains intact if system and bath together can bewell described by
aGibbs ensemble, even in the strongly interacting regime. This is shownnumerically with the paradigmatic
example of free fermions forwhich the extractedwork decreases with the time spent in the process if we consider
theGGE as equilibrationmodel, but theminimumwork principle still applies when theGibbs description is
assumed. It is the hope that the present work stimulates further studies at the intersection of the theory of
quantum thermalmachines and quantummany-body systems.
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Note added in proof. Upon completion of this work, threemanuscripts appeared that address topics of
thermodynamics of quantum systemswithmultiple conserved quantities [66–68].While there is no actual
overlap in content of the present workwith that body of work—inwhich a resource-theoreticmindset is
advocated—and the fourmanuscripts complement each other, the flurry of interest still can be seen as a
manifestation of the excitement about studying howquantum thermodynamic have to be altered in the situation
of a number of conserved quantities being present.

AppendixA. Conserved quantities on theGGE

Herewe discuss which are the physical arguments that justify the choice of a given set of conserved quantities
that lead to aGGE. This question can be argued from two different approaches. On the one hand, one can argue
that the relevant conserved quantities are the ones that are experimentally accessible and, hence,must be given
beforehand. This was the spirit of the seminal work of Jaynes [43, 44]. The objection against this approach is that
it is subjective, in the sense that the set of experimentally accessible observables depends on the experimentalist.
On the other hand, one could take an objective perspective and think that the relevant conserved quantities are
precisely the ones thatmake theGGE as close as possible to the diagonal ensemble independently of the
capabilities of the experimentalist [69].Within this approach, the notion of physically relevant is provided by
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howmuch an observable is able to reduce the distance between theGGE and the diagonal ensemble by being
added into the set of conserved quantities that defines theGGE.More specifically, in [69] the distance between
the time averaged state and theGGE is taken by theKullback–Leibler (KL) distance (relative entropy) leading to

D H H Q S H Q S H, , , ,i iTA GGE GGE TAW W = W - W( ( ) ( { })) ( ( { })) ( ( ))

which is always positive andwherewe have omitted the initial state ρ for brevity.
In practice, given an 0e > , the conserved quantities are successively added to the set of conserved

quantities, until D H H Q, , , , iTA GGE r r eW W( ( ) ( { })) . By the Pinsker’s inequality, this guarantees the
physical indistinguishability between the two ensembles, i.e.,

BTr 2 , A1TA GGE å eW - W∣ ( ( )∣ ( )
ℓ

ℓ

for any positive operator valuedmeasureB. The addition of operators to the set of conserved quantities is done as
follows. Given a set of j conserved quantities, the new conserved quantity j 1+ is introduced such that reduces
asmuch as possible the entropy

S H Qmin , , . A2
Q

i i
j

GGE 1
1

j 1

rW =
+

+

( ( { } )) ( )

In the subsequent sections wewill studywhat are differences between the thermodynamics given theGibbs
and theGGE as equilibrationmodels.

Appendix B. Time-average equilibrationmodel—dissipation and reversibility

In this sectionwe show that it is possible to have dissipation, i.e., entropy-production, in an infinitely slow
process within the time average equilibrationmodel. Let us introduce the following example.We consider the
Hamiltonians given by

H , B1x z x x z zl l l s l s= +( ) ( )

and the continuous trajectory for u1 1 -

u u u
u u

u u
,

, 0 if 1 0,

0, if 0 1,
B2x z




l l l= =
- - <

<

⎧⎨⎩( ) ( ( ) ( )) ( )
( )

( )

starting from an eigenstate of xs .
For u1 0- < , the equilibration processes do not do anything to the state since the eigenbasis of the

Hamiltonian is the eigenbasis of xs and the system is left in its initial statewith zero entropy. But then, from
u=0 on, the system is de-phased in the eigenbasis of zs which ismutually orthogonal to the one of xs and the
entropy suddenly jumps to log 2. The reason for that is that although theHamiltonians H , 0( ) and H 0, ( ),
with 0 > arbitrarily small, are very close in theHamiltonian space, their eigenbasis are totally different.

To avoid such effects, it is sufficient that not only theHamiltonian trajectory is continuous, but also that the
eigenvectors can be chosen in a smoothmanner, i.e., so that each eigenvector E uk ñ∣ ( ) is a smooth curve
parametrised by u.More explicitly, the eigenvalues p u uk d+( ) of the densitymatrix at parameter u ud+ can
bewritten in terms of the eigenvalues of the densitymatrix uw ( ) at time u, as

p u u E u u u E u u

p u E u E u u , B3
k k k

k
k k k

TA

2å
d d d

d

+ =á + W + ñ

= á + ñ
¢

¢ ¢

( ) ( )∣ ( )∣ ( )
( )∣ ( )∣ ( ) ∣ ( )

wherewe have used that the eigenvalues of u uTA dW +( ) are simply the diagonal elements of uTAW ( ) in the basis
given by E u uk d+ ñ∣ ( ) . Let us now assume differentiability of the eigenbasis, i.e.,

E u u E u X u u O u , B4k k k
2d d d+ ñ = ñ + ñ +∣ ( ) ∣ ( ) ∣ ( ) ( ) ( )

with E u X uRe 0k ká ñ =¢ ( )∣ ( ) due to ortho-normalisation. Thenwe get

p u u p u u E u X u
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This implies that the populations of the densitymatrix of the system are constant in the slow process
limit u 0d  .

19

New J. Phys. 18 (2016) 123035 MPerarnau-Llobet et al



Anatural way to guarantee that theHamiltonian eigenbasis changes continuously along theHamiltonian
trajectory is to restrict ourselves to smooth trajectories, in the sense that the tangent vectors to the curve in the
Hamiltonian space are also continuous.

AppendixC. Physically relevant situation of quasi-static processes for theGibbs ensemble

In this appendixwe discuss the entropy production of quasi-static processes with themodel of equilibration
given by Gibbsw . In particular we show result 3 and provide other lemmas that are used in the proof and that are
interesting on its own.

Lemma2 (General condition for entropy productionwithinGibbsmodel).Consider a quasi-static process
along a trajectory of Hamiltonians H u( ) and an initial state Z0 e ;H0 0r = b-( ) ( ) ( ) if there exists any smooth
function u f u u0¹ " ( ) with f 0 0b=( ) ( ) such that

S
Z

S
e

0 C1
f u H u

r=
-⎛

⎝⎜
⎞
⎠⎟ ( ( )) ( )

( ) ( )

then the quasi-static process along u H u ( ) has no entropy production.

Proof.Defining the family of states

u
Z

e
. C2f

f u H u

W
-

( ) ≔ ( )
( ) ( )

Lemma 2 can be shownby noting that equation (C1) implies that

S

u
f u

u

u
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d

d
Tr
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d
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f fw
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W
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Taking the equality at the r.h.s., one sees that the state ufw ( ) fulfils condition (33) and hence, u uf wW =( ) ( ) and
in turn, S S u0w w=( ( )) ( ( )). In otherwords, any function f (u) that—playing the role of the inverse
temperature ub ( )—keeps the entropy constant, will also fulfil the energy conservation condition given by (33),
so that f u ub=( ) ( ). ,

Lemma 2 can be used to answerwhether there is entropy production given a quasi-static process defined by
H(u)with u0 1  and initial state 0Gibbsw ( ).We provide now two examples.

Result 5. Let us refer to the ground state degeneracy of aHamiltonianH as d Hg ( ). Consider an initial and final
HamiltonianH(0) andH(1) such that d H d H0 1g g( ( )) ( ( )) and initial state Z H0 e 0H

Gibbs
0 0w = b-( ) ( ( ))( ) ( )

with 0 0b >( ) . Then, any quasi-static trajectoryH(u) that satisfies d H d H u d H0 1g g g ( ( )) ( ( )) ( ( )) for all
u 0, 1Î [ ]will keep the entropy constant.

Proof. First, let us invoke the fact I) that for anyHamiltonianH and any entropy S d Dlog , loggÎ ( ), there is a
finite Sb such that theGibbs state of inverse temperature Sb has entropy S. Now, let us consider the premise
given above of a trajectory u H u ( ), so that the ground state degeneracy satisfies
d H d H u d H0 1g g g ( ( )) ( ( )) ( ( )) for all u 0, 1Î [ ]. This implies that can choose a function u f u ( ) such
that S u S 0f GibbswW =( ( )) ( ( ) ) for all u 0, 1Î [ ]. That this is the case can be seen at u=0 just using that

0 0b >( ) and hence, the entropy of the initial state is at least d Hlog 0g( ( ( )). Hence, it lies within the limits where
fact I) applies. For any other u 0> we just apply the same reasoning and the premise that
d H d H u d H0 1g g g ( ( )) ( ( )) ( ( )) for all u 0, 1Î [ ]. Since the path ofHamiltonians is smooth, it follows that
the function f is also smooth.

Lastly, by lemma 3 this function satisfies f u ub=( ) ( ), where ub ( ) is the inverse temperature of the quasi-
static process. Hence, such a process keeps the entropy constant. ,

Result 6 (Formal version of result 3 in themain text).Consider an initial andfinalHamiltonianH(0) andH(1)
and initial state Z0 e H

Gibbs
0 0w = b-( ) ( ) ( ) withfinite 0 0b >( ) . If there exist finite 0*b > so that

S S Z0 e H
Gibbs

1*w = b-( ( )) ( )( ) , then any quasi-static trajectoryH(u)with d H u 1g =( ( )) for all u in the open
interval u 0, 1Î ( ), is such there is no entropy production.

Proof.Using the same argument as in the proof of example 5, wefind that thermal states of non-degenerate
Hamiltonians can take any entropy between 0 and dlog . This implies that we can thenfind a smooth function
f (u) such that S S 0f u GibbswW =( ) ( ( ))( ) for all u 1< . But sincewe assume that a suitable *b exists we can
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smoothly rescale theHamiltonians along the trajectory tomake sure that f 1 *b=( ) , obtaining
S S 0f u GibbswW =( ) ( ( )( ) for all u 0, 1Î [ ]. This ensures by lemma 2 that such quasi-static processes exhibit no
entropy production. ,

AppendixD.Optimal protocols forwork extractionwithGibbs ensembles

D.1. The case of unrestrictedHamiltonians
First we consider an idealised scenariowhere one has full control over the global HamiltonianH. That is, the
Hamiltonians H i( ) at the ith step of the protocol can be chosen to be anyHamiltonian. Given thismaximal level
of control, wewould like to identify the optimal protocol for work extraction.

We have initial conditions described by a pair of state andHamiltonian 0r( ) and H 0( ) respectively. The goal is
to extract work by performing a cyclic protocol, where H HN 0=( ) ( ). Importantly, wewill no longer assume that
the initial state is in aGibbs state with respect to the initial Hamiltonian H 0( ). After the first quench, the state
thermalises to H,Gibbs

1
Gibbs

0 1w r= W ( )( ) ( ) ( ) . Hence, from thatmoment onwards, theminimumwork principle

can be applied implying that it is optimal to come back to H 0( ) by a protocol that does not create entropy.
The only remaining question concerning the optimal protocol is towhichHamiltonian H 1( ) thefirst quench

is to be performed. This can be straightforwardly answered by expressing the total work, as in (40),

W HTr , D1N0
Gibbs

0r w= -(( ) ) ( )( ) ( ) ( )

where by equation (39), we see that N
Gibbsw( ) is aGibbs state with inverse temperature Nb ( ). Arguing in the same

way as in theminimumwork principle, we obtain that the optimal protocol is the onewhich has no entropy
production.Note that a protocol creating zero entropy is only possible for initial states 0r( ) such that
S S Ze H0 N 0r = b-( ) ( )( ) ( ) ( )

for some 0Nb >( ) , as discussed in result 3. Herewe provide the steps of a protocol
that achieves zero entropy production if that condition ismet, which is, as discussed above, the protocol that
extracts themaximumamount of work. This protocol reads:

(1)Apply first a quench from H 0( ) to H k ln1 0r= ( )( ) ( ) for any k Î -.

(2) Let the system equilibrate to H,Gibbs
1

Gibbs
0 1w rW≔ ( )( ) ( ) ( ) given by (39). The condition of average energy

conservation implies that k11b = -( ) , and thus, Gibbs
1 0w r=( ) ( ).

(3)Apply a quasi-static process (a sequence of infinitesimal quenches and equilibrations) from H 1( ) to H 0( ).
Such process keeps the entropy constant S S N1r r=( ) ( )( ) ( ) , as discussed in section 4.

This protocol resembles the optimal protocol of work extraction for themodel of equilibration of
equation (28) [17, 70]; however, thefirst quench is chosen to a differentHamiltonian H 1( ).

D.2.Work extractionwith restrictedHamiltonians andGibbs ensembles
Wenow consider the restricted case where H i Î( ) and is a given set ofHamiltonians.While wewill later be
interested in the case where restriction are such that we can only change the initial Hamiltonian locally on the
subsystem S, so that

H H H H , D2S BLocal
0  = = + Ä{ ∣ } ( )( )

wewill keep the discussion completely general.
In the sameway as in the case of unrestrictedHamiltonians, amaximumamount of workwill be extracted if

weminimise the final energy, as expressed by equation (40). Since thefinal state is by assumption aGibbs state, it
is therefore optimal to end upwith aGibbs state withminimal possible positive temperature (every state with
negative temperature has higher energy than all states with positive temperature). This is clearly possible if the
initial state already has an effective positive temperature with respect to anyHamiltonian in.Wewill assume
fromnowon that this is the case.

Considering steps (1)–(3) of protocol in sectionD.1, one can easily see that step (1) cannot be applied if
k ln 0 r Ï( )( ) . Instead, wewillmake a quench H H0 1( ) ( ) with

H Sargmin , D3H H
1

Gibbs ,0= W rÎ ( ) ( )( )
( )( )

while steps (2)–(3) are notmodified by the restrictions on.
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Appendix E.Optimal protocol ofwork extraction for time average equilibration and
unrestrictedHamiltonians

Wenow construct an explicit protocol that saturates the bound

W H HTr Tr E10 0
TA

0* r w-( ) ( ) ( )( ) ( ) ( )

in the limit of N  ¥, whereN is the number of quenches performed.Here, TA*w is a state with the following
properties: (i) it has the same eigenvalues as 0r( ), (ii) it is diagonal in the basis of H 0( ), (iii) it is passive, i.e., its
eigenvalues are ordered in non-increasing order with increasing energy. Given the initial state 0r( ), let us denote
byU the unitary that diagonalises the initial state, such thatU U D0r =( ) † . Thefirst step of the protocol is to
make a quench H H0 1( ) ( ) with H U H U1 0=( ) † ( ) . Since 0r( ) is diagonal in the eigenbasis of H 1( ), it follows that
thefirst equilibration process to the time averaged state will not alter the state, that is, TA

1 0w r=( ) ( ). The second
step is to perform N 2 quenches (followed each by an equilibration process) in a given trajectory from H 1( ) back
to the initial Hamiltonian H 0( ). Note that in the limit of N  ¥ this is a quasi-static process, thus the state

N
TA

2w( ) is diagonal with respect to H 0( ) andwith the same eigenvalues asD. The next step is tofind some unitaryV
that orders the eigenvalues of N

TA
2w , in such away that we have

V V P , E2N

k
k kTA

2
TA

0 0* åw w r= ≔ ( ) ( )† ( ) ( )

where k
0r ( )( ) denotes the list of eigenvalues of 0r( ) ordered in a non-increasingmanner with increasing energy

and the Pk
0( ) are the energy-eigenprojectors of H 0( ). As in the previous step, nowfirst perform a quench to

H V H VN 2 1 0=+( ) † ( ) and return to H HN 0=( ) ( ) in a quasi-static process, so that in the limit of N  ¥we
obtain N

TA TA*w w= .

Appendix F.Work extractionwith time-average equilibration

In this sectionwe present the optimal protocol of work extraction between an initial and finalHamiltonianH(0)
andH(1) respectively, from an initial state 0TAw ( ). This protocol consists on the quasi-static realisation of the
following trajectoryH(u): let us denote the initialHamiltonian as H E E E0 0 0 0i i i i= å ñá( ) ( )∣ ( ) ( )∣and
equivalently for thefinalH(1). Let us assume no degenerate eigenspaces for simplicity (the generalisation to the
case with degenerate subspaces is straightforward) so that the initial state is simply given by

p E E0 0 0i i i iTAw = å ñá( ) ∣ ( ) ( )∣. Then, the quasi-static realisation of the following trajectory ofHamiltonian
leaves thefinal state TA

q.s.w with the same spectrum and passive with respect toH(1):

(1)Change the eigenvalues smoothly from E 0i i{ ( )} to E ui i1{ ( )} while leaving the eigenstates invariant. Note that
in this part of the protocol the state remains also invariant, so that u 0TA 1 TAw w=( ) ( ). Thefinal eigenvalues
E ui 1( ) are chosen so that uTA 1w ( ) is passive with respect to H u E u E E0 0i i i i1 1= å ñá( ) ( )∣ ( ) ( )∣and that the
spectrumof H u1( ) coincides with the one ofH(1).

(2)Given the conditions on the spectrum of H u1( ) and H(1), one can identify E E u1j i 1=( ) ( ). In this second
part of the protocol we define a smooth trajectory from u1 to u2 where only the eigenvectors are changed as
E u E u E ui i j1 2 2ñ  ñ = ñ∣ ( ) ∣ ( ) ∣ ( ) . By definition, after this second step the finalHamiltonian H u2( ) is indeed
the desired finalHamiltonian so that H u H 12 =( ) ( ). Also, this second step from u1 tou2 keeps the state
passive, so that the final state uTA 2w ( ) is passive with respect to the desiredfinalHamiltonian.

However, note that this protocol requires global control over theHamiltonians. Oncewe can only control
some part of theHamiltonian, all the available smooth trajectoriesmight lead to a non-passive final state in the
quasi-static realisation, so that it can become beneficial to use a protocol with afinite number of quencheswhich
results in entropy-production.

AppendixG. Free fermionic systems

G.1. Correlationmatrices, time evolution, and entropy
WeconsiderHamiltonians of the type

H c a a , G1
i j

i j i j
,

,å= ( )†

where the operators a a,i i
† satisfy the fermionic anti-commutation relations,

a a, , G2i j i j,d={ } ( )†
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a a a a, , 0. G3i j i j= ={ } { } ( )† †

Since thematrix c in (G1) isHermitian, it can be diagonalised by a unitary operator, c ADA= †, where AA 1=†

and D diag , , n1 = ¼{ }. TheHamiltonian then can be expressed as,

H , G4
k

k k kå h h= ( )†

with

A a , G5k
j

j k j,*åh = ( )

A a . G6k
j

j k j,åh = ( )† †

The fermionic operators ,k kh h† are usually referred to as normalmodes. The unitarity ofA ensures that the
transformation preserves the commutation relations,

A A a a, , . G7k l
i j

k i l j i j k l
,

, , ,*åh h d= ={ } { } ( )† †

wherewe used (G3).
In the following, wewill describe states within the framework of correlationmatrices. Define the entries of

the correlationmatrix g r( ) corresponding to ρ as

a aTr . G8a i j i j,g r r=( ) ( ) ( )†

Notice that the diagonal elements represent the occupation probabilities, or populations, of each physical
fermion. The correlationmatrix in the diagonal basis Tri j i j,g r h h r=h ( ) ( )† is related to ag through

A AT
a *g g=h . The diagonal elements of gh , corresponding to the populations of the normalmodes, play an

important role, andwe denote themby pk,

p Tr . G9k k kh h r= ( ) ( )†

The time evolution of g r( ) underH, t e eHt Hti ir r= -( ) , can be easily computed in theHeisenberg picture,

H Ei , i , G10k k k kh h h= = -˙ [ ] ( )

t e , G11k
E t

k
i kh h= -( ) ( )

wherewe have used ,i j i j,h h d={ }† and 0k
2h = . Therefore, on the one hand, it follows that

t e e G12tD tDi ig r g r=h h
-( ( )) ( ) ( )

with D E Ediag , , n1= ¼{ }. In the original basis it reads,

t U U G13a ag r g r=( ( )) ( ) ( )†

withU A Ae tD Ti*= . On the other, the time averaged state, which is defined as,

T
tlim

1
, G14t

T

T

0
òr rá ñ =

¥
( ) ( )

is represented simply by

t , G15t tg r g r g rá ñ = á ñ = Gh h h( ) ( ) [ ( ( ))] ( )

whereΓ corresponds to a de-phasing operation. In fact, this correlationmatrix is the same as the one of theGGE
where the conserved quantities are the normalmodes k kh h† , i.e.,

H, , . G16k k tGGEg r h h g rW = á ñ( ( { })) ( ) ( )†

Note however, that this does not imply that the full quantum state of theGGE is the same as the time-averaged
state.

A particularly important class of fermionic states is given byGaussian states. In this situation offixed particle
number, suchGaussian states are completely determined from the correlationmatrix. In particular, eigenstates
and thermal states of free fermionicHamiltonians areGaussian states, but clearly also theGGEs given above, as
they are obtained bymaximizing the entropy given the expectation values of the operators k kh h† .

If a state ρ is Gaussian, the entropy of ρ can be calculated as

S dH , G17
k

kår =( ) ( ) ( )

where dk are the eigenvalues of g r( ), and p p p p pH ln 1 ln 1= - - - -( ) ( ) ( ). This fact allows us to study
entropy-production numerically for large systems.
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G.2.Work extraction for free fermions
Herewefind a bound forwork extraction protocols, which, as discussed in themain text, is equivalent tofinding
a lower bound on thefinal energy, HTr N

GGE
0w( )( ) ( ) , with H k k k k

0 0 0 h h= å( ) ( ) † ( ). Fromour considerations in
sectionG.1, it follows that under the joint operation of a quench,

H c a a H c a a , G18i

i j
i j
i

i j
i

i j
i j
i

i j
,

,
1

,
,

1å å= =+ + ( )( ) ( ) † ( ) ( ) †

followed by an equilibration process, our effective description in terms ofGGE states takes the form

A A A A , G19a
i

i i
T

a
i

i i
T

GGE
1

1 1 GGE 1 1* *g w g w= G+
+ + + +( ) [ ( ) ] ( )( )

( ) ( )
( )

( ) ( )

whereΓ is a de-phasing operation, and c A DAi
i i

1
1 1=+

+ +
( ) † , withD a diagonalmatrix. Let dk

i 1+{ }( ) and dk
i{ }( ) be

the eigenvalues of a
i

GGE
1g w +( )( ) and a

i
GGEg w( )( ) , respectively. Under (G19), they are related through a doubly

stochasticmatrix,

d C d G20k
i

k l l
i1

,å=+ ( )( ) ( )

with C C 1k k l l k l, ,å = å = . Therefore, the eigenvalues of the final state a
N

GGEg w( )( ) can also be expressed as a
stochastic combination of the eigenvalues of a

0g r( )( ) , dk
0{ }( ) . It now follows frombasic notions of the theory of

majorisation that,

H d HTr Tr G21N

k

n

k kGGE
0

1

0 0
GGE

0* åw w=
=

 ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )

where  and  reflect lists ordered in increasing (decreasing) order. This provides the bound (50).
We now construct an explicit protocol that achieves this bound in the limit N  ¥, whereN is the number

of quenches performed. Let a
0g r( )( ) be the correlationmatrix of 0r( ) as in (G8). First,find someU that

diagonalises 0g r( )( ) ,

U U D, G220g r =( ) ( )( ) †

andmake a quench to

H U H U . G23T1 0 *= ( )( ) ( )

Since 0g r( )( ) is diagonal in the newbasis, it follows that GGE
1 0w r=( ) ( ), i.e., the state is not changed during the

equilibration process. Now, slowly rotate back to the original Hamiltonian, by performing N 2 quenches
(followed by equilibration processes)until H 0( ) is reached. At the end the state, N 2r( ) is (approximately)
diagonal with respect to the original Hamiltonian, H 0( ). Next, find someV that order the populations of

N 2g r( )( ) , so thatV VN 2g r( )( ) † satisfies (50). As before, perform a quench to

H V H V , G24T1 0 *= ( )( ) ( )

and slowly come back to the originalHamiltonian by performing N 2 quenches. This process give rise to the
desiredfinal state GGE*w in the limit of infinitesimally slow transformations, i.e., in the limit N  ¥. The
optimal protocol is therefore reversible, and it agrees with our intuition that slow processes are better for work
extraction.

Importantly, note that these results for the free fermions are completely analogue to the case of time average
equilibrium state, as detailed in section 5.1. Indeed, the optimal final state resembles a passive state, which is the
optimal final state for work extracting protocols using time-averaged states. However, it should be stressed that
theGGE equilibrationmodel considered for free fermions does not coincide in general with the time averaged
state. Indeed, this difference can be highlighted by looking at the final state obtained for the time averagemodel
in comparisonwith thefinal state of theGGE equilibration for free fermions. In the former, one ends upwith a
passive state. This implies, for n fermions, 2n energy populations decrease with the energy. On the other hand,
for theGGEmodel of equilibration considered here, the final state GGE*w is such only the n populations of the
normalmodes need to be in decreasing order. These two states are in general not the same.

For example, consider a three-fermion systemwithHamiltonian

H G251 1 1 2 2 2 3 3 3  h h h h h h= + + ( )† † †

and a state ρwith pTr i i ih h r =( )† with i 1, 2, 3= . The quantum state ρ andH can bewritten as

H

p p p p p p

p p p p p p p p p

p p p p p p p p p

diag 0, , , , , , ,

diag 1 1 1 , 1 1 ,

1 1 , 1 1 , 1 ,

1 , 1 , . G26

1 2 3 1 2 2 3 1 3 1 2 3

1 2 3 1 2 3

2 1 3 3 1 2 2 1 3

2 3 1 1 3 2 1 2 3

           
r
= + + + + +
= - - - - -

- - - - -
- -

{ }
{( )( )( ) ( )( )

( )( ) ( )( ) ( )
( ) ( ) } ( )

If we now choose 11 = , 22 = , 2.5;3 = and p1= 0.4, p2= 0.3, and p 0.1;3 = we obtain that ρ is not passive
but has the formof GGE*w .
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The origin of the difference is the set of operations inwhich every state is defined. Passive states arise as
optimal states for work extraction protocols if any unitary operation can be performed to the system, or,
equivalently, every cyclic process inwhich the system remains thermally isolated. On the other hand, states GGE*w
become optimal when the set of operations corresponds to (arbitrary) quenches to quadraticHamiltonians,
which is in generalmore constraint that the set of unitary operations.Within this constrained set of operations,
they become optimal.
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