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� Introduction � Images and Digital Images

We de	ne the concepts of an analog image
 a digital image and a movie� We discuss
some issue related to A�D
 D�A conversion� Finally we concentrate on two special
cases raster scan images and black�white images�

��� Analog Images

For our purposes
 we de	ne

� A monochromatic image is a function Imono�x� y�  IR� � ��� ���

� A color image is a function Icolor�x� y�  IR� � ��� ����

� Amovie or a sequence of images is obtained by adding a third parameter which
represents time �Imono�x� y� t�  IR� � ��� ���

By restricting ourselves to ��D functions we exclude from our discussion certain
classes of �objects� which do contain elements of ��D structure and which might
intuitively be thought of as images
 for example

� A representation of a ��D scene in a computer �such as the output of a solid
modeler in a CAD system��

� A �scene� as viewed via an optical system when we have control over the focus
of the lenses and hence can obtain ��D information�

� Any �real�world scene� as viewed by most of us � as our binocular vision gives
much ��D information on the scene�

This de	nition is
 however
 not too restrictive as most images we would like to
transmit�compress fall naturally within it� It includes photos
 images as scanned by
video and other cameras
 outputs of scanners and computer generated images �after
passing the �ray tracing stage��� Note that our images can include ��D information
�such as shading� but only implicitly via the ��D intensity values�

A further demand which we impose and which is �natural� is that an image has
	nite support �it is non zero only within a certain region in the plain�� Usually this
support is a rectangle and then the ratio between its length and its width is called
the aspect ratio of the image� Television images have an aspect ratio of �  � and
devices called high de�nition television have an aspect ration of �  ��

A monochrome image is formed by capturing the intensity of light at every point
in some sensing device and hence
 we can think of a value � as black �no light� and �
as white �full intensity�� Any value in between represents some grey level� Intuitively
a color image contains at each point also information about the waveform of the light�
One might rightfully suspect that a range of ��� ��� is insu�cient to represent this
waveform information in full� It turns out
 however
 to be su�cient for representing
our color sensation in full� This is due to the way our visual system perceives color�
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In our visual system we have essentially � independent channels which sense and
transmit visual information to the brain �� if one counts the monochromatic night�
vision system�� The color sensation we perceive comes from the respective intensities
of the pulses along these three channels� Hence the range of ��� ��� does not model
the waveform of the light but rather our trichromatic response to it� As the three
channels of the visual system have pick response at wavelengths � ����� ����� ���
nanometers and hence are known as the blue
 green and red channels respectively

it is common to use the range ��� ��� to represent the so called blue� green and red
components of the image� There are other tri�valued ways to represent color and
essentially one can transform any such representation to another and hence any such
representation can be used� �We�ll say more on the subject of color when we discuss
the human visual system��

��� Digital Images and A�D� D�A conversions

A monochromatic digital image is de	ned as a function Imono�x� y�  IN� � fi��ng
where n is some 	xed integer representing the number of bits per pixel and i runs
from � to �n� A color digital image is respectively a function Imono�x� y�  IN� �
fi��ng�� As our functions have 	nite �rectangular� support
 a digital image can be
represented as a matrix where each entry is an integer �a vector of � integers � for
color��

When we discuss digital compression schemes we usually assume a set�up as
shown in 	gure ���a and hence usually when we speak of images we shall assume we
are speaking about digital images�

However in many cases
 especially when the image is for human consumption

the more realistic set�up is as shown in 	g ���b� Hence we shall now discuss in some
detail the important issue of converting analog images to digital and vice�versa�
Basically this conversion can be though of as involving two distinctive processes

� Digitization � the process of converting a function IR� � ��� �� to a function
IN� � ��� ���

� Quantization � the process of converting a function IN� � ��� �� to a function
IN� � fi��ng�

����� An Intuitive Treatment of Digitization and Analogization

To convert an analog image to a digitized image we do a process of sampling � that
is we impose a grid G over the support of Ianalog�x� y� and set

�i� j � G  Idigitized�i� j� � Ianalog�x � i� y � j�

Typically the grid we use is rectangular or shifted rectangular �note that some shifted
rectangular grids can be regarded as rectangular if we rotate our axis by ��o�� In
some particular cases other grids are used such as
 hexagonal grids and aperiodic
grids which models the density of sensors in the human retina �	g� �����
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Prior to sampling an image one must decide on the resolution of the grid �the
distance between adjacent grid points�� Clearly if the resolution is too small we
loose information about rapid changes in image intensity and if the resolution is too
large we pay a penalty in the size of the digitized image� For di�erent tasks di�erent
speci	c compromises might be chosen as a tradeo� between the desired 	delity and
the quantity of information we can handle� There are however generally accepted
standards for �general purpose viewing� of �regular images��

Many times it is desirable that the digitized image be a square matrix� In such
a case the aspect ratio of the original image is also the aspect ratio of each pixel in
the digitized image�

Consider now an image sampled at a given resolution� If the image contains
changes that are too rapid relative to this resolution the digitized image might not
be a good representation of the original �see 	g� �����

This problem is known as pre�aliasing and can be solved by taking as the sampled
value at i� j
 instead of the value I�x� y�
 some weighted average of the values in the
neighborhood of x� y� Mathematically this is described by a convolution

�i� j � IN  Idig�i� j� �

Z i�

i��

Z j�

j��
Ianal�x� y�wpre�i� x� j � y�dxdy

with the kernel
 wpre
 being an averaging function which peaks at ��� �� and in�
tegrates over its entire support to �� A typical example is the Gaussian 	lter
Kexp��ax�� by�� cut o� to the region ���� ��� Note that in real situations it might
be di�cult to perform pre�	ltering with an exact given function
 however
 usually
we have some freedom in selecting the averaging function so that by defocusing the
optics or similar such procedures good results can be obtained�

What happens at the other end
 when we wish to display the digitized image
on an analog device� This question can be rephrased as �what values to give the
analog image in those points which are not grid points�� A trivial solution is to set
each value to that of the nearest grid point� The resulting image can be acceptable
and even good
 however only when the resolution of the digital image was high

relative to the resolving power of the human visual system� At other times arti	cial
patterns not present in the original image appear in the displayed image� This e�ect
is known as post�aliasing and can be corrected via interpolation methods

Idisplay�x� y� �
X
�i�j

Idig�i� j�wpost�x� i� y � j� ���

Here wpost is an interpolation matrix �linear interpolation being the simplest�� �Fig�
�����

����� Formal Treatment of Digitization and Analogization

For a more formal treatment of the issue of digitization
 we turn to an analysis of
images in the Fourier domain�
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It is well known that if a ��D signal is band�limited �there is a cut�o� frequency
above which the Fourier transform of the function is always zero�
 it can be sampled
without any loss of information
 if the sampling rate is above the
 so called
 Nyquist
rate
 which is twice the cut�o� frequency� This theory generalizes to any dimension
and hence applies to images and movies as well� Note
 however
 that we might need
to use di�erent sampling rates for the x
 y and t coordinates �when it is advantageous
to sample x and y at the same rate we use the maximum of the separate rates��

The main advantage of this theory is that for band�limited images it gives a good
criteria of what is the proper sampling rate �and hence the proper resolution� for
general applications� There is however the problem that our images are assumed
	nite and hence are never band�limited� This �technical� problem is circumvented
by assuming that our image is in	nite but periodic � �x� y  I�x� y� � I�x�n� y�m�
with n�m the dimensions of the actual 	nite image� This sometimes causes sharp
discontinuities at the �connection points� between successive periods� Such discon�
tinuities give rise to high frequency components which cannot be 	ltered out without
noticeably degrading the image
 but have little to do with the actual information
content of the image� This type of problem is known as the Gibbs phenomenon and
is sometimes eased by using the cosine transform instead of the Fourier transform�
�The idea is that instead of replicating the image
 we 	rst re�ect it and then replicate
the pair of image�re�ection thus giving rise to a continuous image��

An interesting side issue is that when images are periodic they can be represented
by a Fourier series �a discrete set of coe�cients in the Fourier domain�� If the image
is band�limited as well
 this set of coe�cients is 	nite and determined by the Nyquist
rate�

I�x� y� �
mX

i��m

nX
j��n

cij
�p
nm

exp��
p��

�
ix

m
�
jy

n

�

with

ci�j �

Z m

�

Z n

�

I�x� y�

�
�p
nm

exp��
p��

�
ix

m
�
jy

n

���
dxdy

with � denoting the complex conjugate� We can now think of the restoration problem
�given a digital image 	nd the analog which gave rise to it� as no more than the
problem of 	nding the n �m coe�cients cij� In principle this can be done if we are
given any m � n values of the image regardless of their locations
 provided they give
rise to linearly independent equations�

There are however two important advantages to using the regular rectangular
grid� The 	rst is that our sensitivity to small perturbations of the sampled values
�via sampling noise or quantization� reduces signi	cantly
 and the second is that for
the regular rectangular grid we can restore the image without the need to solve sets
of linear equations

It is well known that the inverse transform of the step function is the sinc
�sinc�x� � sin�x��x�� Hence we can restore an image by simply convolving the
digitized image with the appropriate sinc function �eq� � with wpost � sinc�x�a���
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How does the above theory relate to real world situations� Are real images
band�limited� Relatively simple arguments can be used to show that real images
are seldom band�limited� The theory still remains useful
 however
 as our visual
system is band�limited� Tests have shown that the human visual system can be
approximated to a large degree of accuracy as a band pass 	lter �more on this in
section ��� Speci	cally
 spatially �� cycles�degree and temporally ����� Hrz� are
representative threshold values above which we do not detect changes
 �lighting
conditions etc� may e�ect the results��

It therefore follows that images as perceived by humans contain only frequencies
up to a given cut�o� frequency�

Iperceived�x� y� �

Z �

��

Z �

��
Ianal�s� t�wpre�x� s� y � t�dsdt

with wpre being the appropriate sinc function� In general applications
 when the
image is for human consumption
 or is used in some task that replaces the human
visual system
 we are usually content with representing Iperceived and hence the
sampling theorem can be used and gives us an indication of the necessary resolution�
However that to get correct results we must sample Iperceived and not Ianal

When we sample a function in spatial space this results in replications of its image
in the frequency space �	g ���a�� If this is done for a function which is not band�
limited �or for a band�limited function but at an insu�cient rate� the result of the
replications is an overlapping of the replicas in the Fourier domain� �	g ���b�� This
is the pre�aliasing e�ect we identi	ed previously and the solution is as before �accept
that we now use sinc�x�a� � the Fourier inverse of the step function as the 	lter��
For a general �non band�limited� image this has the e�ect of transforming Ianal to
Iperceived �or the best perceived approximation under the given cut�o� frequency as
determined by the resolution��

When we restore an image
 again it is possible that we use an incorrect 	lter or
a 	lter of incorrect width
 with the result that we get an incorrect image �	g ���c�
this is the afore mentioned post aliasing e�ect�

We note that in practice much of the above gets approximated � we do not use
the in	nite support of the sinc but only part of it
 and sometimes we prefer other
functions as our 	lters� The theory does give us
 however
 an indication of the errors
we introduce by the approximation�

����� Quantization

As with digitization
 the 	rst issue of quantization is to decide on the resolution �
the number of bits used to represent a value� Typical choices are �
�
 and  bits� �
or � bits are su�cient when images are noisy or for some speci	c tasks�  bits are
usually su�cient for any general application� Of course in speci	c systems we might
be constrained or privileged to use less or more�

Given that we are going to represent a value by n bits
 deciding on a quantization
scheme is then no more that partitioning the real segment ��� �� into �n sub�segments
where a value in each range is transformed to the labeling of its segment�



 

The most natural and common such partition is the uniform one
 where the
segments are chosen to be of equal length� It is also the optimal
 if we have no a�
priori knowledge on the distribution or inportance of grey values� There are however
some cases where other quantization schemes are bene	cial� When we know that
most of the information in an image is in the high
 low or mid�range
 respectively

we might want to use a scheme which gives more resolution to the preferred range at
the expense of others� This results in over or under exposure values for the darker or
lighter regions� O�course in speci	c cases other even more complex partitions might
be bene	cial �see 	g �����

We note that while the issue of quantization is important
 it rarely comes up in
practice at the A�D or D�A stage
 but rather only later when we consider compres�
sion schemes� We typically quantize an image to an  �bit resolution via a uniform
quantizer which results in no loss of signi	cant information and then requantize if
necessary as part of a compression scheme�

��� Raster Scan Devices

The most common way of obtaining images today is via devices which perform so
called raster scan� These include television cameras
 photocopiers etc� Because of
its importance we shall describe it in some details�

A raster scan device transforms an analog image I�x� y� into a one dimensional
signal I�t� �where t is time� as follows The image is segmented into Ny adjacent
strips �called lines� and is scanned line by line from left to right and top to bottom
at a given rate� The resulting signal is a function of time� Typically it contains
some �blank� segments between successive lines to allow the scan device to move to
the beginning of the next line� Similarly when images change over time �Television�
there are also gaps between successive frames to allow the device to return to the
top left corner of the image�

To get a digital signal �or image� from this time dependent signal we perform
digitization and quantization of the ��D signal much as described above� There are
however some points to notice

Due to the nature of the process I�t� usually contains sharp discontinuities in
those point where one line ends and another begins� This causes problems at the
edges of the image�

Due to the operation of the raster scan
 pre�	ltering is not symmetrical in the
horizontal and vertical direction �it is much easier to perform in the horizontal
direction�� The result is often an insu�ciently pre�	ltered image� This can be
corrected by pre�	ltering before the raster scan �by the optics��

For the purpose of sampling
 the rate is determined by the horizontal frequency
cut�o� of the image� �The vertical direction is in a sense already digitized by the
raster scan process
 hence the number of lines and their width � should depend on
the cut�o� frequency in the vertical direction��

When we want to restore such a signal � by feeding it into a raster display device�
We have a similar asymmetry in post�	ltering� While in the horizontal direction
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post�	ltering is easy
 it is di�cult in the vertical� Hence many times no vertical
post�	ltering is performed� This is at all acceptable because our eyes perform some
form of post�	ltering as we see the image
 however sometimes this is insu�cient
and horizontal lines are visible on many CRT displays when viewed at close range�
Sometimes the problem is solved or eased by wobbling the scanning beam as it
passes along a line�

When a movie is raster scanned with a T�V� camera
 we have an additional
problem in that the scanning itself takes time� Unlike motion picture cameras where
even when raster scanned
 each frame is captured at once
 it is possible that objects
have moved during the time it takes the scanning device to complete a frame� This
e�ect can be especially noticeable if the fast moving object is large �hence spreads
on many lines�� It is very di�cult to perform proper post 	ltering over time �as the
distance between �relevant regions� in I�t� is large�
 hence usually no post 	ltering
is performed� Again this can be acceptable
 as our eyes perform some 	ltering over
time� However this 	ltering is much stronger for higher spatial frequencies than for
lower ones and this e�ect is often used to improve the perceived image by what is
known as ��to�� interlace

The moving scene is scanned in a manner that 	rst we raster scan all the even
lines of a frame and then all the odd lines of a frame� When we display this signal
�	rst showing the even lines and then the odd lines�
 we achieve an e�ect as if
the lower spatial frequencies are displayed at twice the rate of the higher ones and
hence reduce some of the problem� The price we pay is that now vertical lines
appear more noticeable
 and if objects are moving fast in the horizontal direction
their edges appear jagged�

��� Black�White Images

A special class of images which deserves special attention in the class of black and
white images �functions to the set f�� �g�� Such images arise naturally when one is
concerned with printed documents
 text
 engineering drawings
 etc� For our purpose
here we note the following important factors

�� While it would seem that B�W images should be trivially quantizable
 in
reality this is not so� Due to dirt
 �paper noise� and scanning noise the �raw�
image of a B�W document can contain shades of grey� It is of great advantage
if these can be correctly eliminated
 as besides increasing the legibility of the
document they also ease the process of compression considerably� Hence there
is a large variety of theories and ad�hoc methods to properly threshold such
documents�

�� The 	delity criteria required for such images are sometimes higher or di�er�
ent than for images
 especially considerations such as character legibility and
reading fatigue become of utmost importance�
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�� Due to the special structure of many such documents � text
 line drawing

mosaics etc� They usually can bene	t much from special purpose compression
schemes as opposed to general images� Thus there are speci	c methods for
text compression
 line drawing compression etc�

�� This does not apply to B�W pictures �so called halftone images� where an
illusion of grey level is produced by dithering black and white pixels at appro�
priate rates� While a halftoned image contains less information than a grey
level image at similar resolution
 its pixels are usually less correlated and hence
is more di�cult to compress�

� Statistical Methods

We present the statistical approach to image compression� This approach assumes
that the signal �or image� we wish to compress has some underlying probability
distribution or statistics� Given the probability distribution we can either achieve
optimal compression or show that no compression is possible� We distinguish be�
tween lossless methods where the uncompressed signal can be recovered exactly and
lossy methods where information is lost� The compression schemes we cover fall
under the broad categories of Hu�man coding� arithmetic coding� predictive coding
which are typically lossless and transformation coding which is typically lossy� Some
of the methods used to build more sophisticated coding schemes apply to all the
above basic methods� These we describe in detail only for Hu�man coding�

Since many times even if a probability distribution for the signals to be encoded
exists
 it is not known a�priori
 we also describe some approaches to obtaining or
approximating it� Speci	cally we shall describe common models for images and
universal coding and adaptive�statistic measuring which gather their statistics as
they encode the image�

We note that much of what we say applies to signal compression in general �text
compression
 audio signal compression
 etc��� In such cases we shall refer to the
image as yet another ��D signal �say obtained from the ��D matrix via raster scan
order�� The main distinction between the ��D case and images �and movies� stems
from the fact that images �and movies� are �in reality� ��D ���D� entities and hence
display certain ��D ���D� correlations which can be utilized to achieve better results�

We remark that the assumptions that a probability distribution exists and that it
is �stationary enough� for us to �capture it�
 hold only as an approximation to real
situations� Hence although the methods described are commonly used and achieve
good results
 the �real� situation is less �clean� and simple than our presentation
implies�

��� The General Set�Up

Let S�t� be a digital ���D� signal� Without loss of generality we can view it as
a sequence of binary bits or as a sequence of x�bit binary words� Typically it is
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convenient to view it as a stream of  �bit words �bytes�
 as this is a natural unit
for computers
 and as bytes can represent in images grey levels at given locations

and in text the ascii value of symbols� An encoding of S�t� �denoted by C�S�t���
is a di�erent sequence of bits which �hopefully� displays some desirable properties�
Such desirable properties fall into two categories

� Compression � making the total length of the signal smaller �or its bit�rate
lower
 if it is in	nite��

� Robustness � making the signal immune to less than perfect communication
channels� This can be either via error detection � being able to detect an error

or via error correction � being able to recover the original signal despite an
error�

We note that these two aims are somewhat contradictory � as the 	rst attempts to
remove all redundancy from the signal and the second must insert some redundancy�
However in practice
 encodings to achieve both aims are applied to the same signal�
Compression � at the image �or source� encoding stage and robustness � at the
channel encoding stage �see 	g������ If both are done properly
 the resulting signal
is both signi	cantly shorter and more immune to errors than the original� We shall
mostly ignore the issues of error detection and correction �which are known as coding
theory� and assume that our channels are perfect�

Given a source which generates signals composed of say  �bit words �all �� of
which can appear�
 one way to compress a signal is to use variable length code words�
The idea is to map the source words into code words from some set ! such that the
length of the words in ! is not 	xed�

For example
 consider the set of ��bit words f��� ��� ��� ��g� A possible signal
over this set could be the sequence �� �� �� �� ��� Consider ! � f��� ���� ���� �g
and the map

��� ��� �� � ���� ��� ���� ��� �

Under this encoding
 the above signal will be encoded to �� ��� � � �� Intuitively
one can guess that this code would compress signals for sources where Prob���� ��
Prob���� and Prob���� �� Prob�����

To make an encoding meaningful
 we must be able to decode� This implies a
restriction that ! be uniquely decipherable � ! must be such that no sequence of bits
can be parsed into two di�erent compositions of words over !�

This condition trivially holds if ! is chosen to be prefix
 that is no word is a
pre	x of another� It can be shown that for each uniquely decipherable code there
is an equivalent �with equal word lengths� pre	x code� Therefore
 we can restrict
out attention to pre	x codes� We also note that such codes have the advantage that
they can be decoded on�line with a memory of no more than the size of the largest
word in !
 whereas for non�pre	x codes
 in the worst case
 decoding can start only
after the entire message is seen�
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Our aim is to construct codes �sets ! and mappings from source words to !� such
that the length of encoded signals would be minimal� As this cannot be achieved
for every possible signal
 we would like to achieve this in the expected sense

Suppose we have a source which generates signals of size n over a set of words
" � �bit sequences in our example�� An encoding associates with each such signal
�� � "n a code sequence �	 � f�� �g� �or � !n if we encode each source word into
a code word�� The length of the encoded signal is denoted by j�	j� Suppose that
for this source
 we can associate with each signal a probability P ���� indicating how
often we can expect �� to be generated� Our aim is to 	nd an encoding scheme C

which minimizes the expected length of the encoded signal�

X
��

jC����jP ����

If our probability function is simple
 this expression can be simpli	ed� For example
 if
words in the signal are random variables independent from each other
 it is su�cient
to minimize the average word length�

X
�

jC���jP ���

Before we show how to construct codes
 we turn to a more theoretical avenue
and ask is there a bound on the expressions above� and what is it�

��� Information Theory

The aspect of information theory which concerns us is the investigation of the com�
pression problem without recourse to speci	c methods� The usefulness of this ap�
proach is mainly in demonstrating that certain assumptions on the source and the
compression method lead to certain absolute lower bounds� This is useful especially
when we have codes which achieve such bounds
 since then we know they are opti�
mal� Information theory does not
 however
 specify how to actually construct codes
achieving or approaching its bounds nor does it address the issue of the computa�
tional complexity of such codes �how to design codes where decoding and encoding
can be done e�ciently�� By necessity
 we only brie�y review this very rich 	eld�

The main quantity which information theory uses is the measure of information
in a signal or the source entropy� Let �� be a random variable describing the output
of the source� Then entropy is de	ned as

H���� � �
X
��

Prob���� log� P ����

The main result of information theory is that no lossless encoding can reduce the
expected output length below the source entropy�

�C  H���� �
X
��

jC����jP ����
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and that there are codes which approach this bound arbitrarily close� This result
comes in many variations depending on the type of encoding we use and the prob�
ability function of the source� For example
 if the source words are independent
random variables we have

H��� � �
X
�

Prob��� log� P ���

and
H��� �

X
�

jC���jP ���

This last result also holds for arbitrary sources when we use encoding schemes that
statically map each source word to a code word�

An important observation is that the entropy function is maximized when all
possible signals occur with equal probability� This has a number of interesting
consequences

� When all signals occur with equal probability
 no compression is possible�

� For an optimal encoding of a signal
 the �expected length� �length times prob�
ability� of all possible outputs is equal�

� The output of an optimal encoding scheme cannot be compressed further�

The above results have extensions to cases of compression with loss of information
and to cases of noises channels� In these cases
 to allow formal treatment
 we
introduce a distortion measure
 d���� ����
 which re�ects the cost of �seeing� ��� instead
of ��
 and assume that the average distortion

#d � E�d���� �����

is a meaningful measure of performance� We then de	ne a quantity which is called
mutual information

I���� ���� �
X
������

Prob����Prob����j���log�Prob���
�j���

Prob����

and a function called the rate distortion function

R�D� � ��n min
P ��� �j���

I���� ����

WhereD is a variable indicating the threshold of �accepted� average distortion
 and
the minimum is taken over all distributions P ���$j��� for which #d � D�

The data processing theorem then states that R�D� bounds the required channel
capacity �bits per source word� necessary to achieve a compression with #d � D�
�Higher compression is impossible and there are coding schemes which approach
this bound arbitrarily close��
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Common exercise with this approach are done with the distortion measure
 set
to the mean square error �MSE� criteria� This gives tractable expressions which
can be solved analytically� In real situations �especially where the end consumer
is the human visual system� such a measure is an approximation at best as there
is absolutely no experimental evidence for it� �A �max� norm and a �worst case�
rather then average expected distortion better capture the human reaction to loss of
information
 but using these results in expressions that are di�cult to analyze and
hence give little insight��

Information theory further extends to continuous �analog� signals as well
 with
results of similar spirit� There
 it is common
 for reasons of mathematical tractabil�
ity
 to model the source as a stationary Gaussian process� While this model has
absolutely no support in real situations
 we remark that it is nevertheless useful as
the rate distortion function in that case bounds the rate distortion function for any
other distribution
 and hence serves as a �worst case� analysis�

��� Hu	man Codes and Their Variations

Assume a source producing words which are independent random variables all with
the same known distribution� In this case optimal compression can be obtain by the
well known Hu�man coding method�

����� The basic method

To understand the method
 observe that pre	x codes with k words have a one to
one mapping with binary trees containing exactly k leaves� An optimal code then
corresponds to a minimumweight binary tree with k leaves� The algorithm is started
by ordering the source words according to their probability� At each step
 the two
lowest�probability words are added to form a single new probability which is inserted
in the order� After k steps we are left with one probability value ����� which is the
root of the tree� To get the actual code�words and mapping
 we unfold the process
as shown in 	g ����

It is easy to show that the code thus produced �called the Hu�man code� is
optimal
 in the sense that no pre	x code exist which gives a lower value to the
expected average word length�

X
�

jC���jP ���

Also it is easy to show that if the probabilities are all rationals with denominator a
power of � the Hu�man code achieves the entropy of the source and is thus optimal
in the absolute sense�

Why is this not so when the probabilities are arbitrary� The reason is that for
codes which map a source word to a code word
 we have an additional �requirement�
that each source word is mapped to an integral number of bits�
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����� Block coding

This restriction can be removed if we consider Hu�man block coding� The idea is to
assign di�erent code words not to individual source words but rather to blocks of

say
 k source words grouped together� For each of the ��k possible blocks we then
assign a code word according to the Hu�man algorithm� Note that we still retain
the independence assumption between words that is

Prob���� � Prob����Prob���� 
 
 
 P rob��k�

It can be shown that as k � the block size
 approaches in	nity
 the average coded
signal length approaches the source entropy� Hence from the information theoretic
point of view this procedure is optimal� However from the practical point of view

as k is increased the drawbacks of the approach increase until they outweigh the
increasingly marginal gain� These drawbacks include

� Increasingly longer code words�

� Exponentially increasing size of the code �i�e� the mapping �table���

� Increasing lag between input and output �as k words have to be seen before
the 	rst output bit can be produced��

In practice block coding is used but with low values of k and hence with less than
optimal compression rates�

����� Higher order distributions and conditional coding

Sometimes we can obtain higher order probability distributions for our source� That
is
 we know not just the probability of individual source words
 but rather the
probability of sequences of m words� As this gives us better
 �i�e� lower�
 estimations
of the source entropy
 such higher order probability distributions can be utilized to
construct better codes�

A natural way to do this is via the block coding method described above
 however
as noted this method has serious drawbacks� A better method often used is called
conditional Hu�man coding� The idea is that having sent the coded symbols for
�� 
 
 
 �m��
 the probability of the next symbol can be estimated both at the encoder
and the decoder as Prob��mj�� 
 
 
 �m���� If we construct a special �unblocked�
Hu�man code for this case �that �� 
 
 
 �m�� were the last symbols seen� we can get
full bene	t of our statistics while avoiding some of the problems of block coding�

The table size will still be large
 as while each code is only of size �� we must
now maintain ���m��� such codes� However the code words can be kept shorter and
the lag between input and output is at most a single source word�

We can further show thatm�conditional coding makes better use of our statistics
than m�block coding When coding blocks of size m � the i�th block does not make
use of the information provided by symbols from the i� ��th block
 unlike the case
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in conditional coding� So although block coding also in the limit approaches the
entropy bound
 conditional coding gives better results�

In practice conditional coding is usually preferred to block coding as the means
of utilizing higher order statistics� However sometimes hybrid � conditional block
codings are used as well�

A remaining problem is the large code �table� size� Two approaches can be
taken to ease this problem� The 	rst is to ignore �too higher� order probabilities�
That is to assume each symbol depends only on a small number of predecessors
 �in
the limit a single predecessor�� While this approach might seem unwise
 it is often
quite consistent with the behavior of real data �more on this is section ��� where we
discuss statistical models of images��

The second approach is through what is known as state space conditional coding�
The idea is to divide the set of ���m��� possible predecessors into J groups such that
the conditional probability of the next symbol is roughly the same for all members
of a group� Then one needs only J speci	c codes as opposed to ���m��� codes�
Again this approach is useful since real data displays behavior consistent with the
underlying assumption that many sequences of predecessors have roughly the same
conditional probabilities�

We terminate our discussion of Hu�man codes with two practical remarks The
	rst is that sometimes we would like the code to contain only �short� words� In this
case sacri	ce optimal mapping by giving �lower probability� source�words �shorter�
code words� The second is that when we decode �Hu�man codes or any other
variable length code�
 an error in even one bit of input to the decoder can result
in a signi	cant error in the resulting output image� To reduce this danger often
synchronization words are inserted into the code�

��� Arithmetic coding

A newer method than Hu�man coding
 is arithmetic coding� The main objective of
this method is to by�pass the problems associated with Hu�man block coding while
retaining the advantages of that approach� As a general purpose method arithmetic
coding is lately gaining in acceptance and is already on par with Hu�man coding�

The idea is to view signals as subsegments of the real segment ��� ��� Suppose

for example
 that a source produces ��bit words according to the distribution

Prob���� � �
� Prob���� � �
� Prob���� � �
� Prob���� � �
�

We can divide the real segment ��� �� into four subsegments according to these prob�
abilities
 such that all signals starting with the word �� correspond to subsegments
of ��� �
��
 all signals starting with �� correspond to subsegments of ��
�� �
�� etc�
Applying this idea recursively
 we get that each 	nite sequence of words corresponds
to a subsegment of ��� ��� For example
 the sequence ������ corresponds to the
segment ��
���� �
�  �� If our source is such that no signal is the pre	x of another
�signals are either in	nite
 all of 	xed length or terminate with a unique �end of
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signal� symbol�
 than this correspondence is unique and can be used as a basis for
encoding�

The encoding proceeds as follows as the encoder sees symbols of the message it
computes the �current� lower and upper bounds of the segment� As soon as both
lower and upper bounds have the same signi	cant bit
 it is transmitted and the
segment is scaled by �� This procedure is repeated until the message terminates
and then a special signal plus su�cient bits from either lower or upper bound are
sent to allow unique decoding� Decoding proceeds in the opposite direction � as
bits are received
 lower and upper bounds are updated until a unique source symbol
corresponds to the entire range� It is then produced and the segment is scaled� The
operation proceeds until the end of transmission signal is encountered �or su�cient
bits are read�� Details of this method �together with a �C� implementation� can be
found among other places in

I�H�Witten
 R�M�Neal and J�G�Cleary � �Arithmetic coding for data compression�
Communications of the ACM
 ������������
 �� ��

As with Hu�man coding
 we can utilize probability distributions of higher order
via conditional arithmetic coding
 that is at each step the probability �and hence the
subsegment� assigned to each symbol depends on those symbols already transmitted�

It can be shown that arithmetic coding has the following advantages

� It approaches �without blocking� the source entropy as close as the statistics
available allow�

� The delay between input and output is small �except for extremely unlucky
cases��

� There is no need to maintain a large table of code words�

We should note
 however
 that unlike Hu�man coding where all the �thinking� is
done �o��line� and given the code�table
 encoding can be done with very simple
hardware
 arithmetic coding requires the ability to do arithmetic
 hence it is used
only in applications where such processing is available�

��
 Predictive Coding

Predictive coding is not a method of coding
 but rather a method to enhance other
coding schemes� We list it separately because of its importance and wide use�

Suppose that we have a model of the behavior of the source
 �typically
 repre�
sented in statistical terms
 but any algorithmic model will do�� Suppose now that
we have already transmitted some words �� 
 
 
 �k� As our model is algorithmic
 we
can generate %�k� � a guess or prediction of �k�� If our model is good
 then most of
the time the di�erence &� � %�k���k� will be small� Since %�k� can be produced
both at the the encoder and the decoder
 predictive coding suggests to transmit only
an encoding of &�� �see 	g� ����
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What do we gain by this� From an information theoretic point of view � nothing

as no information is gained or lost via this scheme� From the practical side we usually
gain much
 for the following reasons

�� The statistical dependency between successive di�erentials is usually much
lower than between successive actual values �in optimal predictors the suc�
cessive di�erentials are statistically independent�� This means that for state
space conditional coding we can do with a small set of states
 and in some cases
even a single state �i�e� no conditional coding� can be used without degrading
performance�

�� The di�erentials themselves are usually small and only very rarely large� Hence
the entropy of &� is low and we can make the most bene	t from a variable
length encoding�

O�course one could argue that the second bene	t could be reaped directly via better
variable encoding
 however in practice we never have full information about the
probability of the source
 and often the statistical behavior of &� is much more
explicit than that of the absolute signal �see section �����

Examples of predictors based on a statistical model of the source are

� Maximum likelihood � Choosing for pixel i the value x which maximized the
expression P �xjx� 
 
 
 xi���� Where x� 
 
 
 xi�� are the values of all previously
transmitted pixels�

� Conditional mean or minimal mean square error

x �
X
�x

xP �xjx� 
 
 
 xi���

� Linear predictors � x �
Pi��

j�� �jxj where the ��s are chosen according to the
criteria of the model�

��� Transform Coding

Another approach which is not a method to itself
 but rather a method to enhance
other coding schemes is transform coding� Assume we have some reversible trans�
formation T such that

T���T �S�t��� � S�t�

Given a signal S�t� we can send T �S�t�� �actually C�T �S�t��� instead� As with
predictive coding
 from the information theoretic point of view nothing is gained or
lost by transform coding
 however in practice three advantages are obtained

�� A transform can decorrelate the data
 hence there is no need for block coding
or predictors with �long memory��
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�� A transform can �concentrate the energy� of an image
 that is by transmitting
only the 	rst k coe�cients of the transform we still obtain a good approxima�
tion of the image in the mean square error sense�

�� A transform can �model� the human visual system
 in a sense that we are more
sensitive to some of its coe�cients than to others� In this case we can ignore
some of the coe�cients and loose only information that for us is redundant�

The 	rst two advantages are best obtained by the Karhunen�Loeve transform
and the last by the Fourier transform� Before we detail speci	c transforms
 we note
some general aspects which are desirable�

� When using transforms the explicit ��D ���D� representation is used �as it
makes explicit the correlations in the image�

� For reasons of mathematical tractability
 up to date
 only linear transforms
have been used �i�e� T �S� � TS with T some matrix�
 and in particular
orthonormal or unitary transforms �where T�� � T���

� Normal matrix multiplication requires somewhere between O�n�� to O�n��	�
operations depending on the type of algorithm used� This complexity is often
too high for practical purposes
 hence fast transforms are preferred� Fast
transforms such as the �t � fast Fourier transform can be typically performed in
O�n� log�n�� operations� Such algorithms are possible if the transform matrix
is �sparse� in some sense�

� To do a transformation
 one must have access to the entire image before
processing can begin� If the implied storage requirements and time lags be�
tween input and output cannot be met
 a compromise can be obtained by
breaking the image into smaller �blocks�
 each of which is transformed sepa�
rately�

����� Karhunen Loeve �Hoteling� Transform

Assume that for a given source of images
 we have up to second order statistics �
that is the mean values and autocorrelation matrices� Let C be the �normalized to
zero mean� autocorrelation matrix� We can then use the eigenvectors of C �ordered
by their respective eigenvalues� as the basis for a transform� Such a transform is
known as the Karhunen Loeve �KL� or Hoteling Transform� It can be shown that
this transform is optimal in the following sense

� The coe�cients of the transformed signal are uncorrelated�

� The transform achieve maximal concentration of the energy of the image For
every number k
 restoring the image from the 	rst �of largest eigenvectors�
k coe�cients of this transform is a better approximation of the image in the
mean square error sense
 than the restoration using any k coe�cients of any
other transform�
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In general this approach can be computationally intensive
 and it might be di��
cult to �collect� the required statistics� However several simpli	cations are possible
� usually we assume that the autocorrelation matrix is stationary� Sometimes the
image is broken into blocks �say of ��	 �� pixels and the statistics are collected on
these blocks�� At other times a simple statistical model is assumed
 in which case
the transform has a �fast� version�

����� Fourier and related transforms

Other commonly used transforms are all �variations� of the well known discrete
Fourier transform� This transform is described by a matrix such that ti�j the element
in position i� j is given by

ti�j �
�p
n
exp

�
���

n

p���i� ���j � ��

�

As mentioned before the Fourier transform su�ers from the so called Gibbs phenom�
ena and hence is often replaced by the discrete cosine transform

ti�j �
�p
�n

cos
h�
n
�i� �����j � ��

i

which has the added advantage that all coe�cients are real hence the fast cosine
algorithm is faster than the �t�

Sometimes the Walsh�Hadamard transform is used� The matrix of size n	n for
this transform is de	ned recursively as

H� �

�
�
�

�
��

�
H�n �

�
Hn

Hn

Hn

�Hn

�

The advantage of this transform is that no multiplication operations are necessary�
While today such savings decrease in importance sometimes they are still signi	cant�

��� Obtaining the statistics and Universal Coding

A common requirement of all the methods we surveyed so far is that we have suf�
	cient information on the statistical behavior of the images we transmit� Naively
this is a simple task � one observes the behavior of the source over time or that of
simpler sources
 and uses the results to produce statistics � probability of grey levels

the autocorrelation matrix etc�

However if one wants good and reliable statistics this problem is extremely dif�
	cult if not impossible
 since in some sense any source is unique so what we know
about one source may not apply to another seemingly similar source
 and that
sources are rarely completely stationary �that is behavior changes over time�space�
and hence it is di�cult to estimate behavior on passed events�

However as approximations
 the assumption that our sources are stationary and
similar to others often hold to various extents
 and then the problem of obtaining
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statistics becomes a tradeo� between how much information we deduce from past
events and how wide is the 	eld of applicability of this information� As an example
consider English text� If we consider only the so called �rst order distribution �the
distribution of individual letters�� Many su�ciently long English texts could be
used to give a good approximation of the distribution for any other English text�
On the other hand when we go to higher �say � or ��th order distributions �the
probability of sequences of ��� letters�
 we get much more accurate information
 but
the applicability of the results of a speci	c text is limited only to other texts of the
�same kind� �even technical writings in related but di�erent 	elds already display
di�erent ����th order distributions��

We distinguish between o��line methods where statistics are obtained before
encoding is started and on�line methods where encoding and statistics collection are
done simultaneously�

�� O	�line Methods

A naive approach to obtaining statistics on images is to start with the assumption
that images almost always display �something� i�e� ��D representation of real world
objects� Regretfully this assumption does not provide us with any concrete statistics

but it does give us some basic rules of thumb which are quit useful As objects
are continuous
 pixels which are close to each other spatially
 belong with a high
probability to the same object and hence with high probability display the same
texture� If this texture is simple
 as is usually the case
 this statement translates
to the statement that close pixels will display close grey values� If textures are not
simple than we still have hopes of determining the �period� of the texture and thus
get good approximations� As the distance between pixels increases the correlation
is expected to drop sharply� For example
 assuming that the probability of a pixel
being and edge �on a boundary between objects� is p then the probability that pixels
of distance &x are uncorrelated is �� �� � p��x�

Under the assumption that neighboring pixels belong to the same object
 we can
develop more sophisticated estimators of a pixel�s value as a function of its �past�
neighbors� Typically only close neighbors are considered ��
 � and at most ���
 and
common models include linear approximations and various regression type methods�
A point to mention is that often the correlation displayed in the vertical direction
is higher than in the horizontal� This is usually due to the aspect ratio of the pixels
in most images which is �� hence the real distance between neighbor is less in the
vertical direction�

One such model is the Laplacian model

p�x� �
�

�
e��jxj

where x represents the di�erence of the grey level of a pixel from its predecessor in
the ��D case or from the average of its neighbors in the ��D case �typically only � or
� neighbors are taken�� This model is in good agreement with many experimental
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results
 and hence is often used for predictive coding �or predictive � transform
coding��

This model is also often used for predictive coding of transform coe�cients �if
we divide an image into �� 	 �� blocks
 and perform a transform on each block

typically the distribution of the i�th�coe�cient in the various blocks will have a
Laplacian distribution�

Also it was found that a Laplacian distribution is a good approximation of the
stationary autocorrelation matrix of images

R�x� y� x�� y�� 
 e���jx�x
�j���jy�y� j

Hence this model �which is also called a wide sense Markov process is often used for
the Karumem�Loeve transform
 with the additional advantage that in this case the
KL transform has a fast version� However it was found that under this model �and
in general any model where the correlation between pixels decreases quickly with
the distance� other commonly used transforms and speci	cally the cosine transform
are very good approximations of the KL transform�

For the purpose of predictive coding
 note that this model has a free variable in it�
To use it as a predictor
 the encoder and decoder must 	rst agree on its value� This
can be done either by setting it statically
 or as is more common
 by sending it as
part of the transmission� In this case the 	rst step in encoding would be to estimate
the � which best approximates the data� Then send this � and then proceed with
usual predictive coding� If the estimation power of the model is good
 the added
cost of sending � is more than o�set by the saving in the image itself� �Note that
an adaptive version can be used where � is updated every so many pixels��

A special case of �parameter� predictive coding is in movies or video conferencing
compression schemes In movies
 we can usually assume that much of the change
between the two consecutive frames comes from the motion of the camera
 hence we
can attempt to match the two frames in terms of this motion �usually this involves
� translation parameters
 a rotation parameter and a zoom parameter�� These
parameters are sent prior to the image
 and then the di�erences between the actual
frame and the camera�motion compensation of its predecessor is sent �it is possible
that a special parameter be used to indicate a total change � such as when a scene
is �cut� and another is started to avoid the sending of an execesive number of now
useless parameters�� Also note that for estimation the value of a pixel in the next
frame
 the pixels corresponding to its neighborhood in the previous frame should be
used �to compensate for sub�pixel di�erences and small motions�

In video conferencing a similar approach is currently being tested� There it is
not the camera that moves
 but rather the frame is segmented to �person� and
�background� and the motion of the person relative to the background is estimated�
�in sophisticated such schemes
 it is possible that the entire background is stored in
the predictor even though it is never completely seen��
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��� On�line methods� universal coding

The most well known method of �statistically� encoding a signal of unknown statistic
is the Lempel Ziv Welch universal coding scheme� This scheme keeps a table of say
�J entries� Initially �k of these entries are set to all possible strings of length k
and the rest are empty� The encoder reads bits from the input until it reads a bit
sm� such that the sequences�� 
 
 
 sm� sm� is not in the table but the subsequence
s�� 
 
 
 sm is� In this case
 the position of the entry for s�� 
 
 
 sm is transmitted and if
the table is not empty s�� 
 
 
 sm� sm� is inserted as a new entry� It can be shown that
if the signal is stationary
 by making the table large enough optimal compression
eventually results�

There is a large number of variations on this approach� The point we would like
to mention here is the problem of having the table �clogged� with entries that are
irrelevant or suboptimal� This can happen either if the table is too small or if the
source is not truly stationary but rather slowly changing with time �or space� � as is
often the case� When this occurs the proper thing to do is to discard either some �the
least used� or all of the entries in the table and start afresh� An indication of such
a situation could be that the �average compression� drops below some acceptable
level�

A simple version of this �adaptive� table resetting is a method of obtaining
statistics which we shall call adaptive statistic measuring� In this case a �window�
of say k symbols is used as the �probability space� and for the i�th symbol we
estimate any statistics we believe signi	cant
 according to the previous k symbols
we saw� In the simplest case
 which often gives very good results
 we approximate
the probability distribution of the i�th letter via the frequency of letters in the last k
symbols� Such methods have the advantage that they are simple and quickly adapt
to change� They are better than universal coding methods if we believe our source
to be either of a simple statistical behavior or to be changing over time�

� The Human Visual System

It seems almost obvious that any image compression scheme where the �end�client�
is human
 could bene	t from an understanding of the human visual system �HVS�

this either via more accurate distortion measures or by allowing us to ignore �com�
ponents� of the image which are redundant or unimportant to the HVS� Regretfully

our current understanding of this complicated �machinery�
 which we all possess
 is
such that for the most part
 it is di�cult to apply it directly to image compression�
Hence in this brief exposition we relate only rarely to image compression� Still even
this limited knowledge is useful as it improves our intuition about the HVS and
guards us against more obvious mistakes�

Our presentation starts with physiological evidence� Then we describe some
psychophysical results and then we devote a section to color perception� We end
with a description of current mathematical models used for image distortion� In this
section we rely �apart from Natraveli�s book� on
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possible�

��� Results Obtained for Physiology

����� A single nerve cell �neuron�

We start with the behavior of a single nerve cell or neuron� This is important as
neurons are the building blocks of all more complicated nerve structures
 and as
these more complicated structures often display properties already present in the
single neuron�

A neuron is composed of dendrites
 a body and an axon� In general dendrites
receive input and the axon produces the output �however there are exceptions��
The connection between two neurons is called a synapse� Intuitively one can think
of transmission between cells as chemical while transmission within a cell is either
electro�chemical or electrical in nature�

A live neuron maintains a constant voltage di�erence �called resting potential	
of apprx� ���mv between its inside and outside� External stimuli �from sensor�
cells or other neurons� can cause this potential to change� Such a change is called
hyperpolarization if the inside of the cell becomes more negative or depolarization
if the inside becomes less negative or even positive� Hyperpolarization is always
graded � that is the greater the excitory stimulus the greater the hyperpolarization�
Up to a certain threshold level of stimulus depolarization is also graded� Beyond
this it becomes a spike or an action potential � that is any stimulus beyond a given
threshold will produce the same dramatic depolarization e�ect of apprx� ���mv�
After such a spike is produced the neuron hyperpolarizes back to ���mv� and needs
some time �a few msec�� before it can transmit another spike �this is known as the
refractory period��

When stimuli are higher than the threshold for the action potential
 the fact
that a stimulus is stronger manifests itself in the frequency of the action potentials
�spikes�� Thus a stronger stimulus leads to more frequent action potentials �up to
a limit of ���� spikes�sec as determined by the refractory period�� However most
cells display �fatigue� e�ects in that the level of stimulus necessary to create an
action potential �or maintain a given frequency of action potentials� increases with
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the time the neuron has been active� It should be mentioned that even without
stimuli most neurons shoot action potentials at some �rest frequency��

For neurons which serve as communication systems �are far from sensors or e�ec�
tors� action potentials are the main means of operation� For such cells transmission
along the axon is electrical and can reach peak speeds of � 	 ��� m�sec� �As other
components of the cell are slower the average speed through such a cell is up to
���m�sec��

When an action potential reaches a synapse it causes the release of a transmitter
substance which can be detected by a neighboring cell� such substances can be
excitory or inhibitory depending on the type of synapse� Over short periods of time
one can think of the cell a performing some integration over time of the �positive
and negative� stimuli it receives�

From a computational point of view we can summarize the above as follows

� Neurons code stimuli either as �amplitude� or �frequency��

� In both �codings� a neuron can have �positive� and �negative� values�

� The e�ect of a spike from one neuron on its neighbor �via a synapse� is either
excitory or inhibitory�

� Using synapse e�ects and the time integration of inputs
 neurons can behave
as logical gates �though these gates are boolean or tri�state only in an approx�
imated sense��

� Neurons are more tuned to change than to absolute levels of stimuli� �Over
extended active periods higher levels of stimulus are necessary to maintain
constant levels of activity�� There are exceptions to this rule�

����� The Eye

The structure of the eye is given in 	gure �� Its optical part is composed of the
cornea
 the pupil
 the lens
 the vitreous humor and 	nally the retina� The cornea
serves as a 	rst lens
 the pupil as a shutter and the lens is a lens whose focal point
can be modi	ed via the ciliary muscles� The vitreous humor is there for mechanical
reasons �to maintain the shape of the eye� but does interfere in the viewing process
when it is not clear� Also with age it becomes yellow and hence color sensation
is changed with age though this is usually unnoticed by the person himself� We
mention that in signal processing theory the e�ect of the optics of the eye is modeled
by low�pass 	lter�

In the retina light signals are transformed into nerve signals� The structure of
the retina is given in 	gure �� It is composed of three layers of cells

�� photoreceptors which transform the light signal to a nerve signal� There are
two types of photoreceptors rods and cones� Rods are responsible for night
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�scotopic� vision and are of a single type� Cones are responsible for day �pho�
topic� vision and come in three types �known as blue
 green and red� which
have peak sensitivity at di�erent wavelengths�

�� The next level contains three types of cells bipolar cells
 horizontal cells and
amacrine cells� These serve as mediaters� The main function of bipolar cells is
to collect information from a number of receptors and compress it into a single
signal� The function of the other types of cells here is not clear but probably
has to do with lateral inhibition and similar e�ects �see ahead��

�� Ganglion cells these come in three types �called X�Y and W�
 each is connected
to a few bipolar cells and performs some rudimentary computations� They
transmit the visual information from the retina to the brain�

To give an impression of the quantities involved and the compression that takes
place in the bipolar cells
 there are apprx� ��� million rods and � million cones in
the human eye
 but only about � million axons in each optical nerve�

The distribution of photoreceptors and the compression of information via bipo�
lar cells is not even throughout the retina� The distribution of rods and cones is
given in 	gure �� As can be seen
 directly in front of the pupil �at visual angle ��
there is a special region called the fovea� In this region there are no rods and the
concentration of cones is highest �actually only red and green cones�� Furthermore
the structure of the retina in this region is di�erent �see 	gure �� The cones are
narrower and more elongated and the cells of the other levels are moved aside so
that they do not interfere with the incoming light� furthermore in this region each
photoreceptor is connected to a single bipolar cell�

Outside the fovea the concentration of cones quickly drops to a low constant� The
concentration of rods peaks just outside the fovea and slowly drops to the periphery�

As can be expected it can be shown that our resolving power �as well as the
ability to notice color� peaks in the fovea� We can therefore regard as a 	rst �and
rough� approximation the image on the fovea as the thing we look at and the rest of
the retina as a mechanism to draw our attention to unexpected events� This naive
model is however no more than an approximation as it is possible to attend to parts
of the image which fall outside of the fovea�

On the other hand it is commonly believed that at illumination levels that allow
cones to function
 the scotopic system is indeed ignored �or serves only to notify us
of unexpected events�� It is only at low illumination levels that it �takes over��

The behavior of photoreceptors is simple in that the intensity of the response
of a cell is directly related to the intensity of light that falls on it �plus fatigue
e�ects as mentioned above�� As we move to the ganglion cells
 behavior becomes
more complex� Both X and Y type ganglion cells have receptive 	elds which are
known as center�surround
 that is a 	eld composed of two concentric circles such
that light falling in the smaller circle cause one type of behavior and light falling on
the di�erence between the circles causes the opposite behavior� These can be on�o�

that is light on the center causes a more active response and on the surround a less
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active response or o��on� The size of the receptive 	elds di�ers for di�erent cells
and is larger for Y cells� W cells display more complex behavior
 some are center
surround but others are sensitive to certain types of movements�

Later when we shall speak about the �independent channels model� we shall
see that the di�erence in receptive 	eld size
 leads researchers to associate the X
cells with one channel �or group of high�pass channels� and the Y cells with another
�or group of low�pass channels�� Such theorizations
 while sometimes fruitful
 can
often be misleading as the di�erence in behavior is more complex � for example Y
cells respond vigorously to change while X cells maintain relatively constant levels
of response for a sustained signal�

����� Two paths to the brain

From the retina the nerve 	bers collect �via the blind spot � so called because there
are no receptors there� to form the optical nerve which transmits information to the
brain� The 	rst junction on the way is the optic chiasm where information from the
two eyes meets and gets reshu'ed so that the �left� channel has information about
the left part of the visual 	eld �and not what the left eye sees� and the right part
about the right side of the visual 	eld� From here the each path separates into two
channels one going to the lateral geniculate nucleus �LGN� and from there to areas
��
� 
�� �or V�
V�
V�� in the brain
 the other going to the Tectum and from there
to the pulvinar nucleus and the Lateral posterior nucleus and then to areas � 
�� in
the brain �see 	gures �
�
 ��

It is not clear what exactly happens in these two paths or at each junction along
each of them� However based on experience with injuries it is believed that the
LGN�area �� system is involved in 	ne perception of patterns and color and the
tecto�pulvinar system coordinates localization of objects in space
 guidance of eye
movements and gross pattern perception�

The structure of the visual path in the LGN was however studied
 and it was
found that cells there respond basically like the X or Y cells to which they are
connected� There are however two points that should be mentioned One is that the
LGN is divided into six layer each of which contains an ordered map of the entire
visual 	eld �that is each point in our visual 	eld corresponds to a point in such a
map and proximity in the visual 	eld implies physical proximity of the corresponding
cells in the map�� The second is that cells here display a high level of rest�activity�
This can serve both as a means of maintaining continuity in what we see and as a
means of allowing �negative� responses�

����	 In the brain

The part of the HVS most studied in the brain is the primary visual cortex �area
���� This research started in the early ���s in the works of Hubel and Wisel and is
still continuing to this day� In this area several types of interesting cells where found
other than the center�surround type of lower areas� The 	rst is
 so called
 simple cells
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which respond to long bars of given width and orientation� Other cells
 which where
termed complex cells
 respond to a long bar oriented in a speci	c way and moving in a
speci	c direction� These cell are also to a large extent translation independent in the
sense that a properly moving bar triggers a high response regardless of its position
within the receptive 	eld of the cell �which is typically larger than the receptive
	eld of a simple cell�� A third type of cells
 with even more complex behavior
 the
so called hypercomplex cells
 was also found� These respond only to bars of a given
width
 orientation and length�

The general topography of area �� is such that detectors are ordered into three
dimensional hyper columns according to ��D location in the visual 	eld and orien�
tation �at roughly �� deg� intervals� see 	gure ��

In concurrence with computational models for machine vision
 it was conjectured
that ganglion cells serve as point detectors
 simple cells as edge detectors or curve
detectors
 complex cells as motion detectors and hypercomplex cells where conjec�
tured to be corner detectors� However such conjectures are always dangerous and
fragile as for ganglion cells an alternative explanation is as band pass 	lters
 and
recently Dobbin
 Zucker and Cynader showed that experimental data is compatible
with hyper�complex cells serving as curvature detectors �an operator which they
reasoned must be present to allow pro	ciency in certain detection tasks��

There where some investigations into higher levels of the visual path
 but as yet
there is no conclusive and undisputed results� There are indications that pattern
recognition by sight takes place in the temporal cortex� These come from experi�
ments either with injured patients
 or from animals where part of these regions where
removed� Recently more direct evidence was found by neuron mapping techniques

where some researchers reported cells which showed peak response for �hand� or
�face� resembling patterns�

In parallel with such results
 computational models where suggested demonstrat�
ing how ever more sophisticated pattern�matching�cells could be built upon less
sophisticated detectors via the basic behavior of neurons and synapses� The trend
seems to be that as we progress up the �human or computational� visual path
 we
	nd cells responsive to shapes with a increasingly higher structure and the response
becomes independent of lower level parameters �such as translation
 orientation and
scaling�� By the time computational and physiological models have progressed to
�hand detecting� and �face detecting� cells
 both enthusiasts and cynics alike pro�
posed the existence of the mythical grandmother cell which peaks only when your
grandmother enters your visual 	eld� Needless to say that as yet no evidence for
the existence or inexistence of such high level cells was found� �On the more philo�
sophical level the argument on whether your grandmother invokes a speci	c cell or
a speci	c pattern of activity is as yet unresolved��

��� Results Obtained from Psychophysics

A complimentary approach to physiological or nerve mapping techniques is psy�
chophysics� The HVS is regarded as a black box whose behavior is to be inferred
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via its response to speci	c tightly controlled situations� As in physiology � while
the results of each experiment are clear cut
 the conclusions drawn are often open
to argument� Hence current theories are considered plausible when several di�erent
�psychophysical or physiological� experiments support the same conclusion�

A primary and relatively simple aim of psychophysics is to measure the 	delity
of the HVS� Given some parameter �say intensity�
 we can conjure some tests to
measure both absolute 	delity � what is the minimum intensity to elicit a response �
and relative 	delity � what is the minimum di�erence between intensities which can
be detected� For example
 we can show the observer increasingly weaker stimulus
until he no longer detects them
 then show him increasingly stronger stimuli until he
does detect etc� Similarly when we give him a �reference stimulus� we can perform
discrimination tests� Before we describe some speci	c results we note some general
properties�

The 	rst is the apparent inconsistency of such tests� The intensity �or level of
the test parameter� where the observer switches from detection to non�detection
�and vice versa� �uctuates quit a bit� This is true even when observers are judged
to be �honest�� There is a variety of explanations for this e�ect �observer fatigue

expectations
 observer noise etc��� On the practical side this means that we can
never expect a rigorous threshold of 	delity � but rather only some distribution
function �the probability that a user will detect a stimulus of intensity x is p�x���

The second is that when observers are asked to categorize stimuli on a linear scale
�but without giving then the ability to compare di�erent stimuli to each other�
 the
number of categories will be small ��� bit of information � �� categories� This
has a parallel in our language where on any one parameter dimension we have only
very few adjectives �say long
 short
 medium
 very long
 very short��

When the observer is allowed to compare between stimuli
 the ability to dis�
tinguish di�erences is quit high� However here it was consistently found that the
	delity is not linear
 but rather changes in a manner known as Weber
s law saying
that &I the minimal di�erence which is detected is proportional to I the absolute
intensity of the stimuli

&I � KI

WhereK is constant over a large range of I for a speci	c task� Moreover this relation
is broken only on the ends of the detectable scale �when I is close to the minimal
or maximal levels our system can handle�� �For brightness K � �
�����

This has led to Fechner
s law conjecturing that the intensity of the sensation we
feel is related to the intensity of the stimulus via a log rule

Intensity of what we feel � W log�Intensity of stimulus�

A di�erent such law which is more consistent with direct questioner testing is Steven
s
law or the Power law

Intensity of what we feel � W �Intensity of stimulus�n

With n for brightness ranging from ��� to ���� depending on target size�
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����� Intensity

When one measures the 	delity of the human visual system one 	nds that the mini�
mal intensity that can be detected is quit low� In fact it is conjectured that it could
be as low as a single photon being su�cient to elicit a reaction of a photoreceptor
�it is con	rmed that apprx� � light quanta are su�cient�� To achieve such 	delity
we must allow for a long period of adaptation to darkness �in the order of �� minute
to half an hour��

Also there are di�erent values depending on the color of the object �some colors
appear brighter than others for the same source intensity�
 on the size of the light
source �when light reaches more photoreceptors the chance of detection by the person
is increased� and on whether the light level and adaptation level is such that the
photopic or scotopic mechanism is in operation �coming into darkness from a well
lit room the minimal intensity to be detected slowly increase
 until something like
�� minutes when the scotopic system �takes over� and then there is a dramatic
improvement for some more time until the maximal 	delity of the scotopic system
is approached�

As the maximal level of intensity we can observe is also quite high �say a natural
scene in a sun lit day�� We get that the dynamic range of the HVS is several orders
of magnitude� From an engineering �or computational� point of view one realizes
that Weber�s law or the power law is a simple means of obtaining good 	delity over
such a wide range� Also this response is consistent with the re�ectance properties
of real world objects where the light they re�ect is a proportion of the light they
receive �hence to distinguish between two objects under di�erent lighting conditions
a Weber�s law type of response is su�cient�� We mention that video cameras and
VCR�s also respond according to a power law �though o�course the power parameter
is di�erent��

Other than Weber�s law
 when asking people to judge relative intensities of
patches of grey
 two nonintuitive and contradictory phenomena manifest themselves

The 	rst is known as brightness contrast �see 	gure �� and it causes an increase
in the perceived contrast and the second is known as brightness assimilation �see
	g� ��� and it causes nearby stimuli to appear of similar brightness�

A common explanation of brightness contrast
 which also has the e�ect of edge
enhancement
 is through the lateral inhibition mechanism which creates the center�
surround receptive 	elds of ganglion cells�

The explanation for brightness assimilation is through cognitive processes of at�
tention� The reasoning here is that brightness contrast occurs when we are attending
to an object and assimilation occurs otherwise� In the above assimilation example
we attend to the lines and hence the grey background is assimilated� It is argued
�and experimentally demonstrated� that when people attend to the grey background
the e�ect is reversed� To my opinion this is not entirely satisfactory�

A third e�ect which is related to brightness is brightness consistency which will
be described ahead together with other consistency e�ects�
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����� Acuity

Acuity experiments attempt to measure the maximal resolving power of the HVS�
Typical tests measure recognition acuity � that is the ability to distinguish di�erent
letters or other patterns from each other� It was found that for normal observers
acuity is up to a visual angle of � minute of arc� This is consistent with what we
know about the size and density of single receptive 	elds in the fovea� For other
tasks such as Vernier acuity � testing whether a line is straight or broken it was
found that acuity can be as high as � seconds of an arc �this is called hyper acuity�
This is somewhat surprising as this value is about �� times smaller that the receptive
	eld of a single photoreceptor
 however the phenomena can be explained using a six
channel model �see ahead��

To measure the acuity in terms of frequencies a set of experiments was performed
using synosoidal or block line gratings� The observer was asked to control the
brightness until he just detects the gratings� The results are plotted in 	g� ��
�full graph�� These results lead to the common model of the HVS as a band pass
	lter whose frequency response is given by this graph� To make the model complete
we note that by rotating the angle of the grating pattern we can measure acuity
at di�erent angles� It was found that acuity peaks in both horizontal and vertical
direction and is minimal at the ��o where it drops to apprx� ��(�

A more sophisticated variation of this model assumes that there are a few such
independent channels each acting as a band�pass 	lter and our reaction to a scene
is determined by the combination of their outputs which �make the most sense��
Typically � to � channels are proposed� The advantage of the multi channel model
over a single channel is that is allows to computationally explain a variety of phe�
nomena � such as improved edge detection �the Canny model�
 hyper acuity and
certain fatigue e�ect of the frequency response By asking the observer to attend
to a grating pattern of speci	c frequency we can fatigue a speci	c channel� When
we perform the regular grating experiments under such conditions
 typical curves
look like the doted graph of 	g� ��� It is also consistent with experiments where the
patterns where di�erent sinusoidals superimposed on each other�

We remark that the �single or multi��channel model is very appealing as it makes
many engineering decisions in image processing computationally �and even analyti�
cally� tractable� Also it gives us a natural transform coding compression technique�
On the physiological side
 there is su�cient evidence to support both models �view�
ing the X and Y ganglion cells as di�erent channels� or at least to make it plausible
�in area �� cells sensitive to bars of di�erent width where found and these two can
be used as a basis for a band�pass Fourier analyzer��

For the temporal response of the HVS similar graphs exist
 suggesting that the
HVS can be modeled as a bandpass 	lter in time as well� the typical �cut�o��
frequencies are apprx� �� Hz� in time and �� cycles�degree� In the temporal
domain � typically a single �channel� is assumed�
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����� Consistency

We end this subsection with a mention of a higher level set of e�ects knows as
consistency e�ects� For a large number of parameters in the HVS �such as size

shape
 brightness and color� it was found that the perceived stimuli is not the
actual stimuli but rather the stimuli that �should be there�� Taking brightness as
an example a paper appears white and of the same �shade� of white under completely
di�erent lighting conditions� In fact a peace of coal in sunlight appears black even
though it emits more light than a white piece of paper in a moderately dark room
which appears white� Similarly the shape of an object or its size do not change as it
rotates or moves away from us �the way its image on the retina changes�
 but rather
remains constant�

When viewing �natural scenes� this mechanism performs so perfectly that we
are rarely aware of it� It becomes apparent only in special constrained situations
when it is manifested as optical illusions
 or when one tries to make a computer
vision program �understand� what appears obvious to our eyes�

It is not clear how this mechanism actually operates
 however the heavy de�
pendence on context suggests that it is either a �high level interpretation� or a
feedback mechanism between lower levels which detect �features� and higher levels
which make sense of them �as such it may involve multi�level feedback thus explain�
ing the fact that some of the e�ects are more related to the meaning of the scene
than others��

The usefulness of such a mechanism for an organism which tries to make sense
of its environment is quite obvious� The e�ect on image compression is less clear as
current schemes rarely understand the context of a scene in any detail�

��� Color

����� Physiology and Psychophysics

As already mentioned
 our ability to detect color stems from the three di�erent types
of cones in our retina� Their sensitivity graphs �plus that of rods� is given in 	g�
��� According to their peak sensitivities the three types of cones are known as blue
�peak at ���nm�
 green ����� and red ������ Because our color perception stems from
three types of cones it is called tristimulus� One might wonder whether the di�erent
pro	le of the rods should not cause us to have a four�stimulus color vision
 however
it turns out that the scotopic �or rods� vision is �turned o�� when the light level
allows for photopic �cone� vision� Hence we always receive either ��stimulus color
vision �photopic� or ��stimulus black�white vision �scotopic�� A point to mention
about rods and color is that the rods are insensitive to those wave�lengths which we
call red� This has the interesting e�ect that red objects in the dark appear black
and that observing objects in red light does not reduce our adaptivity to darkness
�when exiting a lit room into darkness one is much better adapted if the light was
red��
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As a result of our tri�stimulus light detection
 it is not surprising that �almost�
any color can be reproduced by mixing di�erent quantities of some � primary colors�
We shall say more on this latter
 but for the moment we remark that the tri�stimulus
approach does not explain all of our color sensation� It turns out that immediately
after the receptors �probably in the ganglion level� the colors we see get encoded into
three di�erent channels which are knows as the brightness
 green�red and yellow�blue
channels� These channels are formed by connecting several receptors into one gan�
glion cell �in the same way we get the center�surround visual 	elds�� The brightness
is simply the addition of all three channels� The red�green is formed by inhibitory
and excitory synapses to red and green receptors and a blue�yellow is formed by say
excitory blue and inhibitory red and green� Fig� �� gives a graph of the probability
of a light having a given name as a function of the wavelength of that light �notice
how the yellow 	lls the gap between the red and green��

Beyond the ganglion cells color information is coded in the LGN and primary
visual cortex in a way that some of the layers �remember that each layer corresponds
to a hyper�column generating a visual map� are tuned to color while others are
color blind� This leads to the currently acceptable model that color information is
transformed to the brain via separate channels� However an alternative approach
that color is coded via the frequency of action potentials has some support in that
black over white patterns of given frequencies can elicit color sensation� Still this
phenomena might have other explanations as well�

A last point to mention about colors is that the perceived brightness is di�erent
for di�erent colors � that is light sources of the same intensity �in energy units� but
of di�erent colors will be perceived as of di�erent brightness by a human observer �
the peak is around the yellow�

����� Representing Colors

In this subsection we cover some of the more common methods to represent colors�
Suppose we are given a light source with a spectral energy distribution S���� By
the three�stimulus model
 the response of the HVS to it should be

Rs �

Z
�

S���r���d�

Gs �

Z
�

S���g���d�

Bs �

Z
�

S���b���d�

where r� g� b are the sensitivity functions of 	g� ��� As a consequence two light
sources S���� and S���� will appear the same provided

Rs �

Z
�

S����r���d� �

Z
�

S����r���d�
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Gs �

Z
�

S����g���d� �

Z
�

S����g���d�

Bs �

Z
�

S����b���d� �

Z
�

S����b���d�

This prediction is con	rmed by psychophysical experiments and allows us to repre�
sent a color as a vector of three values�

A natural approach to representing colors is then to specify the �red�
 �green�
and �blue� components� The way this is done is as follows 	rst three colors should
be chosen as our standard primaries� Such a standard was established by the CIE
to be R� � ���nm
 G� � ���
� and B� � ���
 nm �chosen so that equal amounts
of the primaries are needed to give equal energy white�� Then we �map� the color
space by performing the following experiment The observer is given a �test color� in
one display and an adjustable color in the second display
 with the adjustable color
formed by controlling the intensity of light coming from the R�G and B sources�

As the relative ratios between the R�G�B values are preserved at di�erent in�
tensities our model is con	rmed and the values of the intensities can be used as the
speci	cation of the color� �Also the values given by di�erent observers with �nor�
mal� color vision are within the variance of usual threshold�type experiments�� It
turns out that for most �test� colors it is possible to 	nd a tri�stimulus combination
which matches them �that is the observer sees the same color in both displays��
However for some colors this is impossible
 but then a match can still be obtained if
we allow for negative combinations �experimentally this is possible by adding one of
the primaries to the �test� color until a match is obtained�� Thus all visible colors
can be represented�

In some cases it is convenient to separate the intensity from the representation
of color� Then we the have three coordinate system

I � R �G�B r � R�I g � G�I

where r and g are referred to as chromaticity coordinates� �A third chromatic coor�
dinate can be de	ned as b � B�I however it is redundant as b � � � r � g��

A question can now be asked �how do our results depend on the choice of pri�
maries�� It turns out that the relationships between the di�erent values we get for
di�erent sets of primaries can be computed by a matrix multiplication
 where the
matrix is simply the tri�stimulus values of one set of primaries using the other set of
primaries a as basis� From this relation it is easy to see that given some arbitrary
three primaries � all colors which lie in the ��D triangle formed by these primaries
will be positive
 while colors which lie outside this triangle will have �some� negative
coordinates�

To avoid the problem of negative coordinates
 the CIE proposed three imaginary
primariesX�Y�Z which lie outside any visible color
 and hence using them any color
has positive coordinates� The values where chosen such that�

� R�

G�

B�

�
A � M �

�
� �
���X � �
���Y � �
���Z

�
���X � �
 ��Y � �
���Z
�
���X � �
���Y � �
���Z

�
A
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Hence for some color C

�RCGCBC�M � �XCYCZC�

Again
 one can normalize the intensity to obtain a ��D plot of all colors in the x
y
chromatic coordinates as shown in 	gure ���

Looking at this diagram we note that for each color�point which lies on the
boundary of the visible part of the vector 	eld we can associate a wave�length� For
most colors this is a positive wave�length
 however for the purples and browns ly�
ing on the straight line at the bottom
 these are negative wavelengths obtained by
passing a line from the point through a standard center point �named illuminate C��
As this center point is perceived as white
 this gives us another form of color repre�
sentation known as the brightness� saturation� hue system� Intensity �brightness� is
as before� Hue �a synonym for color� is the positive or negative wavelength of the
color� Saturation which describes how far the color is from white �grey� is obtained
by drawing a line through the color point �say S� and the center and labeling the
intersection of this line with the boundary as D� The ratio CS�CD is the saturation�
Fig� �� describes the sensitivity of the HVS to color in this coordinate system� Note
that as a scene becomes too dark or too light �over�under exposure� colors appear
less saturated�

Some practical notes on representation for cameras and screens it is convenient
to represent a color in �their� coordinates � that is using primaries that re�ect the
properties of the scanning or light emitting components� On the other hand for
transmission it is usually preferable to use a system of intensity and two chromatic�
ity coordinates� This is both for historical reasons �to be compatible with B�W
systems� and for reasons of compression
 as in this system the bandwidth necessary
for the chromatic coordinates is typically much lower than for the intensity
 a fact
we intuitively know
 as B�W systems can be used to represent most information in
a scene�

A peculiarity of cameras in this scheme is that often the absorption or detection
pro	les of the three �primaries� in the camera do not correspond to any real or
imaginary point on the color diagram �as there is no reason to assume they are
related to our cone pro	les�� In such a case it will be impossible to produce all
colors in a true form and some compromise must be made� The typical compromise
is to calibrate a transition matrix such that �critical� colors �for example human
skin� are rendered faithfully�

��� Models for the Purpose of Measuring Distortion

We end this section by brie�y describing two common computational models of the
HVS �for exact details see pg� ������� in Natraveli�� They can be thought of as a
computationally biased summary of known results about the HVS� However though
they are based on incomplete knowledge available to date
 they already emphasize
the problematicity of modeling the HVS
 in that they are gross simpli	cations of even
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what we currently know
 yet they are already too complex for many applications
where the distortion function of the HVS is desired�

The 	rst model is a space domain model �	g ���� In this model both original
image and distorted image pass through a nonlinear 	lter incorporating Weber�s law
�either a log function or a cubic root function as outlined in section ����� Then the
images are subtracted and passed through a band�pass 	lter emphasizing the mid�
range thus modeling our �one channel� response� The output is weighted according
to an �activity measure� which based on the local rate of change of the image �the
HVS is edge enhancing and tuned to change�� The result is then passed through
some summation mechanism� Typically a MSE criteria �due to its tractability
 but
notice that here it makes more sense than when raw MSE comparison is used�� Other
criteria used are the maximum error or more often a mean�max error criteria �the
image is divided into regions
 for each we select a maximal error and then calculate
the MSE over these maxima��

The second model is based on frequency domain analysis and the multi channel
hypothesis �	g ���� Here the HVS is modeled as a bank of band pass 	lters� Typ�
ically � 	lters of bandwidth �� � ��� �� � ��� �� � ��� and � � ��� �cyc�deg�� are
used for each orientation� Orientations are disceretised to ��o in the horizontal and
vertical and slightly less in the ��o direction where sensitivity is lower� Thus giving
a total bank of some ������ channels� �when color or temporal response are needed
� more appropriate channels are added��

Both original and distorted images are passed through the non�linear 	lter as
before and then the di�erence between then is passed to the bank of 	lters� The
error as detected by the k�th 	lter is computed via the functional

rk �

Z Z �
wk�x� y� � vk�x� y�

m�x� y�

��
dxdy

Where vk is the response of the �k�th� band�pass 	lter� wk weights the sensitivity
of di�erent receptors to di�erent parts of the visual 	eld and m�x� y� is a masking
function similar to the �activity measure� of the one channel model� The raising to
the ��th power is a heuristic means of emphasizing the larger errors in the integration
�thus allowing to take an average rather than a max��

Upon the values of each rk a randomized threshold decision is made �by adding
random noise and then thresholding�� The results are then �OR�ed� If the output
is � � than the error is considered as unnoticeable by the human observer
 else it is
considered noticeable� Ideally we would like our model also to predict �how notice�
able the error is�
 however the values used in the calibrations of this computational
multi�channel model are all derived from experiments in �just noticeable stimuli�
detection
 hence we cannot assess how well the model predicts the response to supera
threshold errors�
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� Common Compression Methods and Quanti�

zation Issues

We cover in some detail a few aspects of common compression methods� As most of
the methods were already presented from a theoretical viewpoint in section �� We
concentrate on the more practical side
 and speci	cally on the issue of quantization�

��� PCM � Pulse Code Modulation

The most basic of image compression techniques is Pulse Code Modulation which

in principal
 is no more than A�D conversion� The analog image is appropriately
pre	ltered and then sampled at its Nyquist rate� Each sampled value is quantized
and transmitted�

There are two �free� parameters in this method � the sampling rate and the
quantization scheme� When possible
 the sampling rate is chosen to be above the
cuto� frequency of our visual system
 else the allowed rate of transmission determines
the sampling rate� For quantization � a number of approaches are available

The simplest is uniform quantization � dividing the dynamic range of the input
�from black to white� into �n equal segments mapping each segment to the grey
value which is the mid range of that segment� Under this scheme we typically need
�� bits per pixel for moving scenes and ��� bit for still images� The reason for the
di�erence is that quantization noise is more noticeable when it is �moving� than
when it is static�

Typically
 quantization noise �using too few quantization levels� is structured

and thus manifests itself as false contours in the image� Up to a limit this problem
can be eased by dithering � that is adding high�frequency noise to the image before
quantization
 thus breaking the attention grabbing low frequency structure of the
quantization noise �compare 	gures �a
�b��

A more sophisticated quantization schemewould be to apply Weber�s law� As our
absolute 	delity decreases with increased illumination
 it makes sense to use courser
quantization levels for higher illumination levels� This leads to quantizers based on
the logarithmic or power law� However
 much of the advantage of such quantizers is
o�set
 in most systems
 by the gamma function of the CRT display� The relationship
between voltage and emmited intensity in CRT�s is also related via a power law with
 � � thus the Weber�s law e�ect is canceled
 and for CRT�S the added complexity
does not justify the marginal improvement over uniform quantizers�

To transmit color images
 we have to select both a color representation scheme
and a quantization scheme� When using an RGB system it is possible to utilize the
sensitivity of the HVS to the di�erent colors and use slightly lower bit rates for the
red and blue channels
 and also to use slightly less bits per pixel for these channels�

Better results are obtained by representation schemes which use luminance and
two chromatic coordinates� Then
 most of the information is carried by the lumi�
nance channel� The question then remains
 how to best quantize the chromatic
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channels� As in the monochrome case
 it is possible to use psychophysical results
as the basis for a quantizer optimal in perceived error rather then absolute error�
However psychophysical results indicate that the 	delity of the two chromatic coor�
dinates are never completely independent of each other �nor of the luminance�� We
therefore have to either use �worse case� 	delity �providing su�cient bits to allow
for the 	delity of each coordinate under its most favorable conditions� or use more
sophisticated quantization methods which quantizes all three coordinates simulta�
neously

This is done either by mapping the tri�stimulus values into a space which approx�
imates a uniform chromaticity space � where the distance between any two colors
which are just noticeable is the same
 and then a uniform quantizer is applied in
this space
 or else 	rst a perceptually uniform space is chosen and then a uniform
quantization of this space is inverse�mapped into the original domain� In this case
the actual quantization is done via a look�up table� We note that by proper quan�
tization
 chromatic coordinates require �����( of the bits required for luminance�

A third approach often used with synthetic objects or computer displays is color
maps� The idea is that while the variety of colors we can discern is rather large
 in
a given image or frame
 we can often make due with a limited set of colors� The
quantization scheme then includes an o��line selection of the palette of colors to be
used
 and quantization itself proceeds by mapping each colored pixel in the image to
its nearest neighbor in the palette� A typical example is common �color� �actually
pseudo�color� computer screens� There a full RGB range of ���	 ���	 ��� levels is
mapped to only ��� colors� The reason in this case is to reduce images to  bits�pixel
which allows fast communication between screen and computer� The techniques of
selecting the palette of colors �and of quickly quantizing arbitrary vectors to them�
are described ahead in subsection ����

��� Predictive Coding

Predictive coding �also called DPCM� predicts from previous transmitted values
an approximate value for the next �current� pixel
 and then transmits only the
di�erence between the actual value and the prediction� In designing a predictive
coding scheme we make three decisions

�� Selecting a predictor�

�� Selecting a quantizer for the di�erence values�

�� Assigning code words to the possible di�erence values�

Unlike PCM where a reasonable assumption is that di�erent values are equally likely

 the whole point of predictive coding is that
 hopefully
 the di�erences we transmit
will usually be small and only rarely large� Hence the simple uniform or uniform�
HVS�response quantization in step � and the constant length coding in step � no
longer make sense� Instead more sophisticated quantizers are used �see ahead� and
variable coding �Hu�man or arithmetic� is often the choice for step ��
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As to predictors
 these can be model�based
 linear �trading accuracy for simplic�
ity� etc� We shall not give exact details
 but will remark on the distinction between
adaptive and non�adaptive predictors� A non�adaptive predictor is a scheme which
remains constant throughout the image compression process
 while an adaptive pre�
dictor uses side information to select from a number of algorithms �or parameters�
it can use� For example consider the con	guration

A B C

D X

A non�adaptive linear predictor could be

X � ����D � ����C � ����B � ����A

An adaptive predictor could be

X � ARGMINi�A�B�C�DjX � ij

� the value of the neighbor closest in value to X� Since the information as to which
pixel is closest
 is not available at the decoder
 it is called side information and
should be transmitted too� Note that this adds a burden of � bits per pixel above
the number of bits necessary to encode the di�erence between the chosen pixel and
X� Still if our images always display a high directional correlation between pixels
�yet in varying directions� this adaptive predictor scheme could be overall better
than non�adaptive linear prediction�

A point to note about predictive coding schemes is that unlike PCM schemes
where transmission error in one bit e�ects one pixel
 here the e�ect of a single
transmission error may spread over the rest of the image� The ways to guard against
this are either via error correcting codes
 or synchronization pixels �where once in
n pixels a PCM value is sent� another possibility is via leaky predictors where the
predictor includes a constant component independent of transmitted data
 which
�dampens� any error e�ects�

	���� Delta Modulation

A special type of DPCM coding which will introduce us to some of the problems of
DPCM quantization is Delta Modulation �D�M	� The unique feature of this scheme
is that the di�erence between predicted and actual value is quantized to a single bit
�two levels��

Typically the predictor for delta modulation is just the value of the previous pixel
�though more sophisticated predictors can be used�
 thus D�M has the advantage of
being a very simple scheme producing outputs which are easy to handle and process�

When non�adaptive quantization is used
 we select a certain value d as the step
size� Then whenever we receive a � we set xi � xi�� � d and when we receive a �
we set xi � xi�� � d� The problem is to select an optimal value of d
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If d is too small the method becomes more lossy as we cannot �track� sharp edges
our encoding of xi can be at most xi � xi�� � d
 hence at sharp edges it might be a
few pixels before the encoded and actual xi values coincide� This problem
 known
as edge overloading
 is visually manifest as a smearing of the edges� On the other
hand
 if d is too large �tracking� of constant grey levels becomes di�cult
 and a
problem known as granularity noise become visually noticeable�

There are a two ways to attack this dilemma the 	rst is higher sampling rates�
then the inter�sample rate�of�change decreases
 thus 	ner d can be safely used� The
second
 is adaptive quantization for example we could decide that � consistent steps
���� or ���� signal edge overloading and hence the step�size is to be doubled
 while
a �uctuating sequence ��� or ��� signals granularity noise and the step size is to
be halved� We note that while the increasing sampling rate is robust
 it causes a
decrease in compression rates� On the other hand adaptive quantization retains the
compression rate
 but can never be fully satisfactory
 and in certain cases might even
be unstable in Control Theory terminology� This problem can be eased via control
theory means
 where the D�M signal is viewed as tracking the original signal
 but
we note that as our adaptive quantization scheme becomes more sophisticated
 we
loose the basic appeal of delta modulation � its simplicity�

We end the discussion of Delta modulation with a remark that while it is rarely
a good scheme for image compression
 it is successfully applied to other problems
such as speech compression�

��� Quantization for DPCM

Suppose we wish to use n levels to quantize the DPCM value of a pixel� The problem
of selecting a quantizer is then to select n representative level values flig and n� �
threshold values ftig� Quantization of a value x then proceeds by 	nding an i such
that ti�� � x � ti �t� � � and tn � �� and assigning %x � li� If there is an i
such that li � � the quantizer is called mid�tread and if there is an i such that ti � �
it is called mid�riser�

The degradations associated with DPCM quantization �when the predictor is
taken to be the value of the previous pixel� are of three types

� If step sizes are too rough
 we get false contours or granular noise �depending
on whether the quantizer is mid�tread or mid�riser� in slow changing areas�

� If step size is too 	ne we get edge overloading in fast changing areas�

� When the rate of change across an edge is gradual
 a too 	ne quantizer also
results in edge business � an e�ect where the edge appears discontinuous or
jittery�

Given a probability function p�x� on the di�erence values and a distortion func�
tion d�e� for quantization error e� The optimal quantizer problem can be phrased
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as 	nding the sets ftig� flig which minimize the expression

nX
i��

Z ti

ti��

d�x� li�p�x�dx ���

For the special case where d�e� is the MSE criteria the solution becomes the well
known Lloyd�Max quantizer which is the solution to the set of equations

ti � �li � li����

li �

R ti

ti��

xp�x�dxR ti

ti��

p�x�dx

Since these coupled equations are often analytically intractable
 iterative schemes
are used
 where in one step the ti�s are computed from the li�s and in the next the
�new� li�s are computed from the ti�s� �See also section �����

For DPCM quantization �as in other cases� MSE is a bad criteria for HVS re�
sponse and yields suboptimal quantizers� Better results are obtained by using actual
psychophysical data� Two approaches are possible Performing psychophysical tests
to determine a more appropriate distortion function
 and then optimizing eq� � for
this function
 or alternatively determining experimentally a graph of prediction er�
ror verses �luminance di�erence which is just detected�� Such a graph is then used
as a constraint �keeping quantization error to be sub�threshold� for an optimization
of either the number of quantization levels or their entropy� �Experiments indi�
cate that the resulting quantizers are usually very similar when either parameter
is optimized�� Note that optimizing for the minimal number of levels has a sim�
ple algorithmic procedure by emitting rays at ��o which intersect the graph or the
abscissa�

Typical values �for simple ��D predictors� would be ����� levels
 the lower value
being for typical head and shoulders images and the latter for resolutions charts
� which are heavily detailed images �and hence bad candidates for this type of
predictor�� Chromatic components usually require fewer levels ������

Further improvement is obtained by using adaptive quantization schemes� The
basic idea is that at di�erent levels of �edginess� or �activity� in the image
 di�erent
types of quantizers are bene	cial� In constant or slowly changing areas
 the dynamic
range of the quantizer can be small
 while information is mainly low frequency and
hence the quantizer resolution should be high� At fast changing areas
 the dynamic
range should be high
 but then information is mainly high frequency and hence the
HVS resolution is poorer and a rougher quantizer will do�

Suppose we divide the pixels in the image into L groups according to the �level
of activity� in them� We can then optimally quantize each group separately and
obtain the above bene	t� A suggested measure of the �level of activity� can be a
masking function of the type used in models of the HVS as outlined in section ����
Let i� j be the discrete coordinates of the image grid� Let

&H
i�j � �xi�j � xi���j � xi��j



��

&V
i�j � �xi�j � xi�j�� � xi�j�

Then

M�i� j� �
�X

l�m���
�
p
l�m�

	

&H
i�l�j�m



 �


&V

i�l�j�m


�

with � � �
�� a psycophysically determined factor� For this measure a plot of
subjective weighting of the distortion was obtained �	g� �a�� This plot is then broken
into L segments
 �according to the group characteristics�
 and for each a separate
optimal quantizer is designed �because 	delity within each group is less variable
even a uniform quantizer can be used�� Note that the group each pixel belongs to
is side�information that should be transmitted too
 however using variable length
coding �Hu�man�
 this added burden is small �	g� �b�
 and the total bit rate can
be reduced by as much as ��(�

Two facts should be mentions with regards to such adaptive schemes the 	rst
is that experimentally it was found that � is the optimal number of groups beyond
which improvement is marginal� The second is that for chromatic coordinates the
best measure for the �level of activity� is the masking function �M�i� j� above� of
the luminance channel
 hence it is the one usually used�

��� Vector Quantization

Vector quantization is used either as a compression scheme in its own right
 �by
grouping the tri�stimulus values of one pixel or more into vectors and quantizing
them� or as part of another scheme
 where previous stages generate vectors rather
than scalars which have to be quantized� The principals underling vector quanti�
zation are similar to those of scalar quantization and we basically try to minimize
terms of the form of eq� �
 except that the t�s now de	ne regions in space and the
x and li�s are vectors�

The major di�erence from the scalar case is that often p��x� is unavailable or
intractable� In that case we resort to the heuristic of a training set � that is we
choose a set of vectors which seem typical in their distribution and from them
we directly compute the quantizer without passing through an explicit distribution
function�

To understand how this is done we observe that given the levels �li it is relatively
easy to classify a set of vectors f�xg into groups such that

nX
i��

d��x��l�x� ���

is minimized� On the other hand
 given that a set of vectors belongs to a speci	c
group G
 to 	nd a vector �li which minimizes the expression

X
�x�G

d��x��l�x� ���



Digital Image Compression ��

Is also computationally easy
 as d��� is usually di�erentiable or di�erentiable in
parts� The algorithm
 which is known as the LBG or n�means
 algorithm is then an
iteration of

� Assign the elements of the training set into n groups�

� Find the best representative level for each group

�as a weighted mean of its members��

The algorithm is started with some initial set of f�lig levels �say n vectors from
the training set� and proceeds until changes are marginal�

It can be shown that this algorithm converges to a minimum
 however this might
not be a global one and results could be signi	cantly e�ected by the chose of initial
con	guration� Also the algorithm su�ers from a slow convergence rate�

A di�erent approach known as the nearest neighbor approach attempts of allevi�
ate these problems as follows

� Place each training set vector in a separate group�

� As long as there are more than n groups DO


 Find the groups whose representative levels are closest�


 Merge them into a single group�


 Set the representative level to the weighted mean of all members�

While this approach is fast and produces quite good results
 we remark that it
is best when applied as the initial con	guration for the n�means algorithm which
then converges faster and to even better quality results�

To improve the chance of obtaining the global minimum
 it is possible to invoke
the n�means algorithm a few times using di�erent initial con	gurations� Clearly
as we make more iterations the probability of a global minimum improves
 but the
computational penalty is high�

Once the n representative levels have been decided upon
 actual quantization is
done by replacing a vector �x with the code for the level �li which minimizes d��x� �li�
As such an on�line minimization might be time consuming
 often a special data�
structure called the Voronoi diagram of f�lig is built �o��line�� This data�structure

allows a fast allocation of a member of f�lig to an arbitrary vector �x�
We end this subsection with a remark that the problem of vector quantization

is similar to the problem of unsupervised learning in pattern recognition and simi�
lar algorithms used in both cases� Borrowing from that literature we can also set
�heuristic� criteria as to when we should add �split into� more groups or merge
groups together�
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��
 Transform Coding

Transform coding is performed by dividing an image into blocks
 performing on each
block a transformation
 and sending a quantized version of all �or some� of the trans�
form coe�cients� Other than the decorrelating e�ect of transform coding
 discussed
in section �
 compression in achieved by not sending some of the coe�cients
 or by
quantizing them into rough levels� Once the speci	c transform to be used is chosen

there are three remaining types of free parameters block size
 which parameters are
never sent and the quantization schemes for those quantizers that are sent�

Part of the compression in transform coding stems from the properties of the
HVS � it being insensitive or less sensitive to some of the coe�cients� For a speci	c
transform scheme
 these could be set once and for all� However much of the savings
lie in the content of the speci	c image �or block� transmitted or in the interaction
between it and the HVS � for example a block may be of low detail and then more
coe�cients can be ignored
 or it may be of high detail and then HVS sensitivity
decreases and rougher quantization can be used� The problem is how to obtain
these bene	ts or �adapt� the method to the image�block transmitted
 �indeed totally
non�adaptive transform codings are rarely better than DPCM and do not justify the
added complexity��

Three approaches are possible Apriori � to select a set of �representative� images
to be used as the means of optimizing the free parameters� Fixed per image �
use all the blocks of an image as the statistical ensemble on which optimization
proceeds
 in this case the �results� have to be sent as side information� Adaptive �
to modify the free parameters speci	cally for each block in the image according to its
properties� O�course this entails more �side information�� Alternatively
 adaptivity
can be somewhat compromised by predicting the properties of a given block on the
basis of information already present at the decoder �such as previous blocks or those
coe�cients within the block already transmitted��

Selecting block size �N� is always done apriori� Besides the often dominating
consideration of computational complexity and bu�er sizes
 the trade�o�
 is between
on the one hand smaller block size
 with a high chance of a block being either low
detail
 �most coe�cients can be ignored� or high detail �rough quantization can be
used�
 and on the other hand larger block size with the bene	t of better decorrelation
of coe�cients and more concentration of energy in the lower coe�cients�

Deciding which coe�cients to ignore is either an apriori or a 	xed per image
decision� However it is possible for a speci	c block to ignore more coe�cients by
adaptively encoding this information� In this case we often bene	t from the fact
that the basis vectors of the transformation have a natural �frequency� ordering such
that on real world images
 if the coe�cient of some basis vector can be ignored
 all
coe�cients of vectors representing �higher frequencies� can be ignored too� In this
case we can adaptively select the number of coe�cients sent
 simply by sending a
special end�of�block code word indicating that no further coe�cients are necessary�

In selecting the quantizers of the remaining coe�cients all three methods can
be used
 but adaptive methods are by far superior� Before we dwell in details
 we
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note that the 	rst coe�cient of all transforms is the average luminance of the block�
This coe�cient which is termed the DC component of the block
 should be treated
di�erently from all other coe�cients While most coe�cients can be modeled as
Laplace distributions
 the DC is either uniformly distributed or Gaussian distrib�
uted� Also the e�ects of quantization errors in the DC manifest themselves mainly
as false contours along block boundaries
 while most other coe�cients �depending
on block size� are manifest as either noise or loss of resolution along edges� The
DC component is hence usually quantized via a uniform quantizer with a su�cient
number of levels to make inter�block boundaries unnoticable�

For the other coe�cients
 quantization will be satisfactory if we have

jcm � %cmj � Tm

Where Tm is the sensitivity of the HVS to them�th frequency and %cm is the quantized
value� If block size is large
 then the separate frequencies are not detected by the
HVS independently
 we must then group the coe�cients into sets fSig of similar
spatial frequencies and require

X
m�Si

�cm � %cm�
� � Ti �i

Where Tm � Ti for all m in the frequency range of Si� If we further want to take
advantage of the fact that in more �active� areas HVS sensitivity to quantization
error drops
 we de	ne for the entire block an activity measure A� This can be either
as outlined in section ��� or using the �now available� frequency information

A � � � �normalizing factor�
NX

m��

c�m

Our requirement then becomes

X
m�Si

�cm � %cm��

A � Tm � � �i

or X
m�Si

�cm � %cm��

A � Tm � �� � �� �i

If we want to allow for the possibility of supra�threshold distortion� In designing a
quantizer we can now either
� for a 	xed � �distortion� minimize the average bit rate

or
� for a 	xed bit rate minimize ��

Often the actual constraint is not the bit rate for a given coe�cient
 but rather
the overall average bit rate per entire block� In this case the quantization problem



��

becomes a problem of bit allocation � that is how to allocate the available bits
between the coe�cients� For this purpose a simpli	ed distortion measure is used

D �
�

N

NX
m��

E�cm � %cm��

A � Tm �
�

N

NX
m��

�m
A � Tm

Given a statistical model for cm and a quantization scheme �say Max�Lloyd with
	xed word length or uniform with variable word length�
 the quantization MSE of
cm is a function of rm � the bit rate for this coe�cient� Thus the problems becomes
Minimize

D �
�

N

NX
m��

�m�rm�

A � Tm
Subject to

R �
�

N

NX
m��

rm

It can be shown that this problem has a solution of the form

d�m�rm�

drm

�

A � Tm � �� �m

However note that in this solution it is mathematically possible that rm � � for
some m� As this is physically impossible
 when this happens we set rm � � �that is
we do not transmit the m�th coe�cient� and re�solve for the remaining coe�cients�

For practical purposes such solutions were obtained for the case of Laplacian
statistics �except for the DC component which is uniform� and for either Max�Lloyd
with 	xed word length or uniform quantization with variable word length�

A typical Adaptive approach is to classify each block according to its spatial
activity into one of say L groups� For each group
 because the level of activity is
roughly the same
 an optimal quantizer can be designed� The actual coding of the
block then includes sending the class to which the block belongs
 followed by the
quantization �or ignoring� of the coe�cients according to the optimal quantizer of
that group�

A 	nal issue to be considered for transform coding is that of bu�ering� When
performing adaptive transform coding
 most blocks are �short� �compressed well�
however
 once in a while
 a �long� or a�typical block appears� This problem is solved
via bu�ers which store information and transmit it at a constant rate� There could
still
 however
 be a problem of possible bu�er over�ow� But for the penalty of added
memory costs
 it would seem that this can always be solved by using larger bu�ers�
However
 in applications which require real time such as video�conferencing
 the time
constraints set an upper limit on the possible bu�er size� An alternative solution

which can then be used
 is a scheme which detects the state of the bu�er and allows
higher distortion �and thus lower bit rates� when the bu�er begins to 	ll and returns
to lower distortion �and hence higher bit rates� as the bu�er becomes empty�
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��� Coding of B�W Graphics

Black and white graphics are a special family of images which can bene	t from
special types of compression schemes� In this section we brie�y mention some of
these� The 	rst is font or mosaic encoding � many special purpose images �for
example text� are compositions of only a small number of shapes� In this case
these shapes can be made available both at the encoder and decoder and then
the transmitted information can include only the �index� of each shape and its
position� When the set is small but not available in the decoder
 it can be sent as
side information before transmission begins� For example TEX text is thus sent to
laser printers � a font dictionary introduces all the symbols which appear in the text

and then the �pages� themselves are composed of locations and indexes of shapes�

We remark that while such schemes achieve superior compression
 they are easy
to implement only when the image is generated and not given as an image� Otherwise
we need a preliminary pattern recognition step to identify the font or mosaic elements
involved
 a step which in current technology is often expensive and not completely
reliable�

In more general cases
 a commonly used method is run length coding� In this
method the image is divided into lines according to raster scan and each line is
encoded separately� Note that as each line is a sequence of ���s and ���s
 it is
su�cient to transmit the 	rst bit and the locations of successive changes� Thus a
sequence

���������������������������������������������������������������

would be encoded as
��� �� ��� �� ��� �� ��

Which is then encoded for transmission via variable length codes� As real world
graphics contain large areas of black or white
 signi	cant compression results� Note
that most Black�White images can be characterized as black �elements� on white
�background� �paper�� Because of this the statistics typical of the �black� and
�white� runs are di�erent and hence two sets of Hu�man codes should be used�

A disadvantage of run length coding is that is only utilizes the horizontal cor�
relations� To take advantage of vertical correlations two methods are used � one is
predictive coding and the other is line to line run length coding� In predictive coding
the �current pixel� is predicted based on previously transmitted pixels� The di�er�
ence �or error� signal in this case is also composed of ��s and ��s �but with lower
entropy�� This sequence is then run length coded�

In line to line run length coding the transmitted information includes the di�er�
ence between a run in the current line and a corresponding run in the previous line�
As it is possible that a run in this �or the previous� line has no corresponding line in
the previous �or this line� two special messages called MERGE and NEW START
are also possible� These and the di�erence runs are then variable length coded�

Another possible method
 which perform less well
 is block coding where the
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image is divided into blocks of size n	m which are then coded via a variable length
code of all possible such blocks�

A variation of block coding is quad trees� In this method the image is divided
into � squares� If a square happens to be entirely of the same color it is transmitted

else it is further divided into � recursively until only equi�color squares exist� Again
the as real world graphics contain large areas of equi�color signi	cant compression
results� A major advantage of this method over other graphic encoding methods is
that when only part of the information is transmitted the entire image is seen but at
a poorer resolution �rather than only part of the image�� This is useful for browsing
and similar applications�

Another 	nal method to mention
 often used for edge maps
 that is images which
are all white except for one pixel thin black lines
 is chain coding� In this method
the position of one edge pixel is given and then at each step only one of � �or  �
directions are sent� These tell the decoder where to 	nd the �next� edge pixel�
Under the assumption that edge pixels are a small minority in the image signi	cant
compression results �as only ��� bits per pixel are necessary for an edge pixel and
non for a white pixel�� This method can also be used with arbitrary graphics by
transforming the graphics into an edge map
 where an edge point is a pixel in which
a change of color occurs� Again signi	cant compression results only if large regions
have the same color �and hence edge pixels will be few��


