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 Abstract 
Abstract

The revolution of the Internet and the WWW are changing traditional commercial activities such

as shopping, brokerage, negotiation and retailing. Intelligent techniques for e-commerce have

drawn increasing attention since the end of the last century. However, how to make e-commerce

intelligent and the customers more satisfied remains a big issue. Applying intelligent agents or

multiagent systems and CBR in e-commerce has been among the most rapidly growing areas of

research and development in information technology in the last few years. CBR potentially has a

large role to play in facilitating e-commerce, because it is experience-based reasoning, which

plays an important role in business. However, applying CBR in multiagent e-commerce is still in

its infancy, although there are some studies on CBR in multiagent negotiation and auction. There

are also no systematic studies on integration of CBR, MAS and e-commerce from both a

mathematical and a logical as well as an information technology viewpoint. There are few studies

on applying CBR in multiagent brokerage.

This thesis will fill this gap by examining intelligent techniques such as case-based reasoning

(CBR) and their applications in e-commerce, and providing a unified treatment of integrating

CBR, MAS and e-commerce.

The philosophy of the thesis is that just as human agents play an important role in traditional

commerce using their intelligence, intelligent agents will play the same role in e-commerce

through their possessing intelligent techniques. In order to realize this philosophy, this thesis will

make some contributions to CBR, intelligent agents and MAS, and e-commerce. Three of them

will be briefly mentioned as follows, while the rest will be mentioned in the concluding remarks

of each chapter in this thesis. The first contribution of this thesis is to provide a general theory of

CBR based on similarity-based reasoning, in which the thesis introduces a new theory of

similarity metrics, a novel process model for CBR (the  model), examines abductive CBR and

deductive CBR, and develops algorithms of rule-based and fuzzy rule-based case retrieval. It also

shows that CBR is a process reasoning, in which a traditional reasoning paradigm plays a pivotal

role in each stage of the process.

The second contribution is to develop efficient intelligent techniques and methodologies for

multiagent e-commerce, in which the thesis provides deeper insight into multiagent e-commerce
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 Abstract 
by classifying it into three categories: multiagent auction systems, multiagent mediation systems,

and multiagent brokerage systems.

The final contribution of this thesis is to develop the unified methods, models and

architectures for multiagent e-commerce, in particular for multiagent brokerage, and then

integrate CBR, multiagent systems, and e-commerce in CMB, which is a CBR system for

multiagent brokerage.

In order to make the above mentioned contributions, the thesis is undertaken at three different

levels: a theoretical level, a technological level, and an implementation level. 

Key words: e-commerce, intelligent agent, multiagent system (MAS), case-based reasoning

(CBR), brokerage, bargaining, broker, Internet, World Wide Web(WWW), auction, knowledge

based systems, e-business.
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 1. Introduction 
1 Introduction

With the dramatic development of the Internet and the World Wide Web (WWW), e-commerce

has drawn increasing attention since the end of last century. Intelligent techniques for e-commerce

have also become a significant research point in the fields such as information technology and

information systems. This thesis will examine intelligent techniques such as Case-Based

Reasoning and their applications in electronic-commerce or e-commerce. 

1.1  Foundation of Thesis

The revolution of the Internet and the WWW has been changing traditional commercial activities

such as shopping, brokerage, negotiation and retailing into e-commerce activities such as e-

shopping, e-brokerage, e-negotiation and e-retailing since the end of last century [294]. 

E-commerce is a virtual market, where secure electronic transactions take place. Therefore,

service/resource consumers and service/resource providers meet in this virtual space and do

business activities. These service/resource consumers and providers can be end users, ordinary

software programs, or intelligent agents. Customers can purchase a large selection of merchandise

items from an ever-increasing number of Internet stores [179]. 

E-commerce has become more and more important in industrial applications and research.

Basically speaking, there are two forms of e-commerce applications [53]: ones that simply put

existing products and means of selling online, and others that create new ways of selling online

using intelligent techniques. The first category is a natural mapping from traditional commerce,

while the latter can be considered as an intelligent transformation from traditional commerce to

intelligent e-commerce, which involves the birth of new business processes made possible by the

Internet and new technology to make it successful [294]. Applying intelligent techniques, most of

them from Artificial Intelligence (AI), in e-commerce belongs to the latter category [292]. The

intense competition among Internet-based businesses to acquire new customers and retain the

existing ones has made intelligent techniques an indispensable part of e-commerce [294]. 

There are many intelligent techniques that have been applied in e-commerce. These include

expert systems (ESs) or knowledge-based systems (KBSs), case-based reasoning (CBR),

intelligent agents and multiagent systems (MASs), data mining and knowledge discovery, as well

as fuzzy logic, to name a few [294]. Much research and development has successfully been done
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 1. Introduction 
to apply them to e-commerce such as customer service systems and virtual personalities [292].

This thesis will investigate the techniques (mainly) from AI that can be used in e-commerce

projects, for example, CBR, KBSs, Intelligent Agents and MASs. Among them the thesis

emphasizes the application of CBR and MASs to e-commerce. Why does this research bring CBR

and e-commerce together? The idea is to make the present and future e-commerce more user-

friendly, secure, and efficient. 

CBR is an intelligent systems method that enables information managers to increase

efficiency and reduce cost by substantially automating processes such as diagnosis, scheduling,

and design. A case-based reasoner works by matching new problems to “cases” from a historical

case base and then adapting successful solutions from the past to current situations. For example,

CBR systems (CBRSs) have achieved significant practical success in customer support and help

desk operations [292]. More recently, product search, recommendation, configuration, and

negotiation have been the target of research and commercial activity for applying CBR in e-

commerce. However, it seems that these applications and activities are still discrete or isolated.

New challenges for the theoretically oriented research as well as for applications of CBR to e-

commerce projects require new retrieval, reuse, and adaptation techniques as well as hybrid

reasoning. Therefore, one of the goals of this thesis is to examine CBR and its applications in e-

commerce.

Agent technologies have recently been applied to e-commerce to improve search effectiveness

and reduce transaction costs. Many research studies or commercial projects on multiagent-based

e-commerce1 have been undertaken such as AuctionBot, BargainFinder, and Market Maker

[32][104][188][209]. Intelligent agents are rapidly gaining popularity in e-commerce [332], in

which agents have been playing the roles of buyers, sellers, intermediaries, and information

providers [183]. Therefore, another of the goals of this thesis is to examine MASs and its

applications in e-commerce.

Automation of negotiation, which corresponds to negotiation-based e-commerce, has received

a great deal of attention from the MAS community, because such endeavours have the important

potential for significantly reducing negotiation time and removing some of the reticence of

1.  For brevity, “multiagent” stands for “multiagent-based” 
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humans to engage in negotiation and then facilitating the intelligent negotiation agents that are

able to perform negotiation on behalf of users [183]. Auction, mediation, and brokerage can be

considered as three concrete forms of negotiation [292]. These attempts correspond to the

following three different kinds of e-commerce: auction-based e-commerce, mediation-based e-

commerce, and brokerage-based e-commerce [292]. There are a number of studies on multiagent-

based auction [352], brokerage [286], negotiation, mediation [105] and the bargaining process

[85], although there are few studies that examine their interrelations. For example, Maes et al.

have done considerable research on mediation-based e-commerce using MASs [188], which has

also been drawn increasing interest in European countries [66][67]. Therefore, the final goal of

this thesis is to examine multiagent-based negotiation, auction, mediation, brokerage and their

applications in e-commerce.

1.2  Philosophy of PhD Thesis

The Internet and the WWW have been changing our teaching and research, our social life, and

also our traditional commerce. E-commerce (doing business and commerce on-line) has been

drawing increasing attention since the middle of the 1990s. This thesis will look into intelligent

techniques, in particular CBR and MASs in e-commerce. The philosophy of the thesis is that: 

Just as human agents play an important role in traditional commerce using their intelligence,

intelligent agents will play the same role in e-commerce through their possessing intelligent

techniques.

This philosophy is illustrated in Fig. 1.1 In order to realize this philosophy in the thesis, there

are a few objectives, which also refine the goals in the previous section, that the thesis attempts to

make. 

The first objective is to improve the understanding of CBR by providing a general theory of

CBR based on similarity-based reasoning, in which the thesis introduces a new theory of

similarity metrics, a novel process model for CBR (the  model), taking into account case base

building, integration of abductive CBR and deductive CBR, and algorithms of rule-based case

retrieval. 

The second objective is to integrate CBR and e-commerce through intelligent agents or

MASs, in which the thesis provides a deeper insight into multiagent e-commerce by classifying it

R5
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into three categories: multiagent auction systems, multiagent mediation systems, and multiagent

brokerage systems, and examining multiagent techniques for e-commerce. The thesis emphasises

the important role of  (cooperation, coordination, communication, and negotiation) in a

MAS. This is one of the most significant differences from an expert system (ES), which will be

examined in Chapter 4. 

The final objective of this thesis is to develop a general theory of multiagent-based electronic

bargaining processes based on an agent chain, and treat CBR, MAS and e-commerce in a logical

way. It then integrates them under one roof, CMB, which is a CBR system for multiagent

brokerage.

Based on this consideration, the thesis will mainly contribute 

• To improve the understanding of intelligent techniques for e-commerce and intelligent e-com-

merce such as multiagent e-commerce 

• To develop formal methods of CBR which will move CBR towards a theoretical foundation

such as case base building with similarity relations, new models for the CBR cycle, similarity-

based case-based recommendation, and case-based adaptation

• To develop efficient intelligent techniques and methodology for multiagent e-commerce; and 

• To propose the unified methods, models and architectures for multiagent e-commerce in par-

ticular for multiagent brokerage

• Based on these, an architecture for CMB, which is an e-brokerage system integrating CBR and

MASs will then be developed to efficiently perform brokerage online.

C3N

Fig. 1.1 Philosophy of the PhD thesis
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1.3  Methodology of the Thesis

In order to realize the above mentioned philosophy and objectives, the thesis will be undertaken at

three different levels: a theoretical level, a technological level, and an implementation level.

The first level means that some aspects such as CBR, compromise, and bargaining in this

thesis will be treated from a mathematical and logical viewpoint. 

The second level means that some other aspects such as MASs, architecture of bargaining, and

brokerage will be treated using the logical tools of information technology such as flowcharts and

knowledge-based techniques. 

The third level means that some aspects such as CMB in the thesis will be implemented using

J++ or Visual Basic (VB). 

It should be noted that it is obvious that this research differs in flavour from the majority of

scientific papers. It presents no new theorems in some chapters, has no experimental results in

other chapters, and does not describe a novel application in still other chapters. Rather, it

represents a rational or qualitative analysis and logical investigation of an important and fast

growing area of information technology such as intelligent techniques in e-commerce, like

Jennings did in [140]. This analysis and investigation are based on the above-mentioned three

different levels, and will try to treat every point at each of these mentioned three levels as much as

possible.

1.4  Outline of the Thesis

The general structure of this thesis is following the Boolean algebra. In such a way, the thesis will

first examine CBR, e-commerce, and MASs as independent chapters (or as atoms in the Boolean

algebra). Then it examines their interrelations, and finally integrates them all under one roof.

Based on the above idea, this thesis is divided into three parts including 7 chapters, besides this

chapter and other two chapters, as shown in Fig. 1.2: 

• Part I. Fundamentals of the thesis, which includes three chapters that are at the second level in

Fig. 1.2: case-based reasoning (Chapter 2), e-commerce (Chapter 3), intelligent agents and

multiagent systems (Chapter 4)
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• Part II. Interrelations of above mentioned three chapters, which includes three chapters that are

at the third level in Fig. 1.2: the relationship between CBR and e-commerce (Chapter 6), the

relationship between CBR and MASs (Chapter 7), and the relationship between MASs and e-

commerce (Chapter 8) 

• Part III. Integration of three mentioned aspects under one roof; that is, Chapter 9, which is at

fourth level.

The exceptions to the Boolean structure of the thesis are Chapter 5 and Chapter 10 as shown in

Fig. 1.2. Chapter 5 develops a general theory of CBR and moves CBR towards a firm theoretical

foundation. Chapter 10 is concluding remarks. In what follows, some more details will be

provided for each of these three parts, which constitutes the basic contents in each of chapters. 

1.4.1  Fundamentals: Part I

Chapter 2, 3, and 4 cover the fundamentals of the thesis. Chapter 2 begins with knowledge and

experience for CBR. This chapter will review the fundamentals of CBR, such as case

representation, case retrieval, and case adaptation. It examines the relationship of rule-based ESs

(RBESs) and CBRSs. It also investigates the relationship of CBR, traditional reasoning, and

fuzzy reasoning. It shows that CBR is a process reasoning, in which a traditional reasoning

paradigm plays a pivotal role in each stage of the process. Finally it proposes a theoretical

foundation for case adaptation and a cyclic case adaptation model, which is a kind of similarity-

based reasoning. 

Chapter 3 examines e-commerce. This chapter first explores the evolution from traditional

commerce to e-commerce. Then it examines three important chains for both traditional commerce

 1. Introduction

2. CBR  3. EC 4. MAS

6. CBR + EC 7. CBR + MAS 8. MAS + EC

9. CBR + IA + EC

Fig. 1.2 Basic structure of PhD-thesis

10. Conclusions

5. GT of CBR

Boolean structure
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 1. Introduction 
and e-commerce; that is, the value chain, supply chain, and agent chain as well as their

relationships. This chapter also discusses transaction-based e-commerce; that is, business-to-

business (B2B) e-commerce, business-to-consumer (B2C) e-commerce, and consumer-to-

consumer (C2C) e-commerce with models and examples. Like blood flowing in our own body,

rich information flows in any commerce and plays an even more important role in e-commerce.

How to obtain the right knowledge in the right place at the right time is also a big issue of e-

commerce with the more and more heavy information overload in the Internet. Therefore, this

chapter finally explores information overload, search, and brokerage. 

Chapter 4 investigates intelligent agents and multiagent systems (MASs). This chapter will

briefly examine basic features and architectures of intelligent agents, intelligent brokers, and

MASs. It also examines the relationship between intelligent agents and ESs as well as MASs, in

which knowledge-based models of integrating ESs into MAS are proposed. Then it proposes a

multiagent-based architecture for information brokering as an example of architecture of MAS,

which can help the customers to access the information on the Internet.

Chapter 5 will provide a general theory of CBR, which is based on similarity or similarity-

based reasoning. Similarity is at the heart in CBR, just as relations are at the heart of relational

database [308]. The motivation of which is that CBR lacks theoretical foundation or formal

methods. To this end, this chapter will first extend the concept of similarity given by Zadeh and

examine similarity relations, fuzzy similarity relations, and similarity metrics. Then it proposes a

theoretical formalization for building case bases with three novel algorithms. It also proposes a

 model for case based reasoning. Furthermore, it examines abductive CBR and deductive CBR

and proposes a knowledge-based model for integrating abductive CBR and deductive CBR.

Finally it proposes rule-based models for case retrieval based on similarity relations, fuzzy

similarity relations, and similarity metrics, and fuzzy rule-based case retrieval based on composite

rule of inference of Zadeh [355]. 

1.4.2  Interrelations: Part II

Chapter 6 through Chapter 8 in the thesis cover interrelations of CBR, e-commerce, and MASs.

Chapter 6 will propose a unified architecture for a CBR-based e-commerce system, which covers

almost all research and development activities in CBR applications in e-commerce such as

R5
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intelligent support for e-commerce, product recommendation, product configuration, and product

negotiation. It also gives new insight into the traditional CBR cycle through decomposing case

adaptation into problem adaptation and solution adaptation and providing three different cycles

for the extended CBR systems, which not only improves the understanding of case adaptation in

traditional CBR, but also facilitates the refinement of activity of CBR in e-commerce and

intelligent support for e-commerce. Then it investigates CBR in intelligent support for e-

commerce, product recommendation, product configuration, and product negotiation respectively. 

Chapter 7 examines the integration of CBR and multiagent systems (MASs). More

specifically, it first examines the relationship between case-based reasoning (CBR) systems and

multiagent systems (MASs), and proposes knowledge-based models of multiagent CBR systems

from both logical and knowledge-based viewpoints, which is an important generalization of

almost all attempts that apply CBR in MASs at a high level. Then this chapter investigates the

case base and case retrieval in a distributed setting and examines the integration of case-based

reasoning capabilities in a BDI architecture. This chapter also discusses CBR for agent team

cooperation. Finall this chapter proposes an agent architecture using CBR to model an agent

negotiation strategy.

Chapter 8 first reviews intelligent agents in e-commerce; that is, agent-based e-commerce.

Then it examines multiagent negotiation, which is the core of multiagent negotiation-based e-

commerce. Further it classifies multiagent-based e-commerce into multiagent-based auction,

multiagent-based mediation, and multiagent-based brokerage, and gives a brief survey of related

works in each. Then it investigates multiagent brokerage and examines the principles of

bargaining and compromise in brokerage, and argues that bargaining and compromise play an

important role in negotiation, in particular in brokerage.

Based on the characteristics of buyer agents, seller agents, and brokers, this chapter also

proposes an architecture of a multiagent-based intelligent broker for the bargaining process, and

argues that such an architecture is an abstraction of human agents and brokers working in

bargaining processes of brokerage. 
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1.4.3  Integration: Part III

Applying CBR and MASs in e-commerce has drawn increasing attention in the CBR community.

Chapter 9 focuses on the integration of CBR, MASs, and e-commerce. This chapter first

examines parsimony principles of intelligence and artificial redundancy in MASs, which are

practical strategies for implementing any MAS as well as intelligent system. Then it presents a

framework of CMB, which is a multiagent system integrating case-based reasoning and electronic

brokerage. The key ideas behind it are that some agents have CBR ability while other agents have

not, based on parsimony of intelligence in MAS. Further it investigates the analysis and design for

implementing the proposed CMB. 

The last chapter of the thesis, Chapter 10, summarizes the thesis and makes some concluding

remarks, in which it gives an overview of key research challenges and also attempts to extrapolate

to future work.
- 9 -
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Part - I: Fundamentals

Part I is Fundamentals of the thesis, which includes three chapters that are at the second level in

the Boolean structure: Chapter 2: case-based reasoning, Chapter 3: e-commerce, Chapter 4:

intelligent agents and multiagent systems, and the first exception to the Boolean structure of the

thesis: Chapter 5: a general theory of case-based reasoning, as shown in the shaded area of Fig. I 

 1. Introduction

2. CBR  3. EC 4. MAS

6. CBR + EC 7. CBR + MAS 8. MAS + EC

9. CBR + IA + EC

 Fig. I. Part I in the Boolean structure of PhD-thesis

10. Conclusions

5. GT of CBR

Boolean structure
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 2. Case-based Reasoning 
2 Case-based Reasoning

This chapter is the first chapter in the Part I of the thesis. It is also the basis for Chapter 5, 6, and

7, as shown in the shaded area of Fig. 2.1. This chapter will review the fundamentals of case-

based reasoning (CBR) from a different viewpoint compared to the traditional studies of CBR,

and examine the relationship of expert systems (ESs) and CBR systems. Then it reviews process

models of CBR, and argues CBR as a process reasoning. It also investigates the relationship of

CBR, traditional reasoning, analogical reasoning, and fuzzy reasoning. Finally, it proposes a

theoretical foundation for case adaptation and a cyclic case adaptation model. 

2.1  Introduction

CBR is an approach to problem solving based on the retrieval and adaptation of cases, CBR

systems are a particular type of analogical reasoning systems which nowadays have an increasing

number of applications in different fields and specialized software products over the two decades

[1][72][192][260][261][317]. CBR research has focused on issues such as process models [1], the

case-based planning [109], the organisation of case bases [202], the efficient algorithms for case

retrieval [13], the assessment of the similarity of cases, and the adaptation of post solutions to the

current problem [124]. However, few attempts have been made at moving CBR towards a

theoretical foundation, although attempts have been made to develop methodologies for CBR

based on soft computing for the last few years [223] (p 241). Moreover, little work has been done

yet at providing the existing process models of CBR with theoretical foundation, although they

are essentially descriptive. This chapter and Chapter 5 (see later) will attempt to resolve these

issues by providing a unified theory of CBR based on similarity-based reasoning. More

specifically, this chapter will review and examine the fundamentals of CBR from a different

 1. Introduction

2. CBR  3. EC 4. MAS

6. CBR + EC 7. CBR + MAS 8. MAS + EC

9. CBR + IA + EC

Fig. 2.1  Chapter 2 in the Boolean structure of PhD-thesis

10. Conclusions

5. GT of CBR

Boolean structure
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viewpoint compared to the traditional studies of CBR. First of all, it discusses the relationship of

knowledge and experience, and examines the relationship of expert systems (ESs) and CBR

systems. Then it reviews process models of CBR, and argues CBR as a process reasoning, in

which similarity-based reasoning plays an important role in each process phrase. It also

investigates the relationship of CBR, traditional reasoning, analogical reasoning, and fuzzy

reasoning. Finally, it proposes a theoretical foundation for case adaptation and a cyclic case

adaptation model, which is a kind of similarity-based reasoning.

The rest of this chapter is organised as follows: Section 2.1 examines the relationship between

knowledge and experience, which are the fundamentals of intelligent systems. Section 2.2 offers a

comparative study on expert systems and CBR systems. Section 2.3 reviews process models of

CBR. Section 2.4 shows that CBR is a process reasoning paradigm. Section 2.5 and 2.6

investigate case representation, case indexing, and case retrieval. Section 2.7 examines the logical

basis of case adaptation and proposes a cyclic case adaptation model. The last section ends this

chapter with some concluding remarks. 

2.2  Knowledge and Experience 

This section examines knowledge and experience, and considers case as a form of representation

for experience. 

2.2.1  Knowledge

There is no consensus on what knowledge is1. Over the millennia, the dominant philosophies of

each age have added their own definition of knowledge to the list. Basically speaking, knowledge

as a construct or an atom is defined as understanding the cognitive or intelligent system possesses

that is used to take effective action to its system goal [329]. 

• The knowledge is specific to the intelligent or cognitive system that created it, while data is

specific to the database system 

• The often used definition of knowledge as information made actionable refers to the observa-

ble output of knowledge, not knowledge itself. Encyclopedias, handbooks, manuals, other ref-

erence material, speeches, lectures, conversations contain only information, not knowledge 

1. Wenig, R.G. http://members.aol.com/rgwenig/defknow.htm. 
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• Understanding written and oral material requires a cognitive system (i.e. a human) to transform

the information contained in that material into knowledge. 

Knowledge became an important construct in AI in the 1970s. At that time, AI researchers

believed that more powerful intelligent systems required much more built-in knowledge about the

domain of application [214] (p 10). With expert systems (ESs) becoming an important application

of AI in the 1980s, knowledge seems to be a necessary part for any expert system, in which the

knowledge base and inference engine are main parts [115]. 

2.2.2  Experience

It is not easy to define what experience1 is, just as it is hard to define what knowledge is.

Generally speaking, however, experience can be taken as previous knowledge or skill one

obtained in everyday life. For example, Peter avoided a traffic tragedy on Gold Coast highway

yesterday, because he drove carefully and focused on the drive. This is a typical experience for

driving. In other words, experience is previous knowledge which consists of problems one has

met and the successful solution to the problems. Therefore, experience can be taken as a

specialization of knowledge.

In his theory of recollection, Plato believed more than 2000 years ago that when you think that

you are discovering or learning something, you are really just recalling what you already knew in

a previous existence [212] (p 301). In other words, experience is an important part for intelligent

activities.

In CBR terminology, a case usually denotes a problem situation [1]. A previous experienced

situation, which has been captured and learned in a way that it can be reused in the solving of

future problems, is referred to as a past case, previous case, stored case, or retained case.

Correspondingly, a new case or unsolved case is the description of a new problem to be solved.

According to Kolodner [152], a case is a contextualized piece of knowledge representing an

experience that teaches a lesson fundamental to achieving the goal of the reasoner. Following this

1. In Chinese, experience is divided into categories: one is “Jingyan”, another is “Jiaoxun”. The first is previ-

ously successful experience, while the latter is previously unsuccessful experience. Sometimes, Jiaoxun is 

more important for development of one’s intelligence. Jiaoxun has been studied in the context of learning 

from failure. 
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direction, a case can be considered as an experience, which is not only a summary of a solution to

a previously encountered problem, but also can be reused in the solving of similar problems in the

future. In other words, the solved problem in the case is a representative of a class of similar

problems, while its solution to this problem is also the representative of a class of similar

solutions.

Based on the above discussion, it can be asserted that a case represents specific knowledge

tied to a context. It records knowledge at an operational level. Thus, CBR systems (CBRSs) are a

kind of knowledge-based system. Further, a case records experiences that are different from what

is expected. Thus, a case is an operational definition of experience. Therefore, CBR is a special

form of experience-based reasoning, and CBRSs are intelligent systems simulating experience-

based reasoning. 

It should be noted that cases are not the only type of knowledge that intelligent systems need

in order to function. If one builds a full cognitive model, one should include in it both cases and

abstractions of those cases. The organisation of abstractions and cases in a case base changes

dynamically over time and with experience. 

Generally speaking, case-based systems1 have new experiences each time they are used.

Those new experiences can be recorded in their case base so that the case-based systems can

evolve into better reasoners over time [152] (p 11). But if one puts every experience in that is

different in any small way from those that are already in the case base, it could easily become

overwhelmed with all the cases. Thus, from a viewpoint of the cognitive model, it is difficult to

predict exactly which cases should be recorded, when, and for what intentions [152] (pp 12-13).

According to Kolodner, it is thus necessary to consider whether every experience in which a

difference is encountered is worthy of recording in a case base. Our intuition tells us probably not.

So, how can one distinguish which experiences with differences are worthy of being remembered

as separate cases? The answer to this question is very difficult to formulate. None has tried to do

it from a theoretical viewpoint, although Kolodner has given an empirical explanation of it.

1. This research prefers to use CBR system(s) rather than case-based systems, in order to avoid the confusion of 

CBR and case-based systems in the CBR community.
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However, this thesis will examine this problem in more detail in Section 5.3, in which it will

propose models for similarity-based case base building. 

2.3  From Expert Systems to Case-based Reasoning Systems

This section will examine the relationship between expert systems (ESs) and case based reasoning

systems (CBRSs). 

2.3.1  Expert Systems

As previously mentioned, expert systems (ESs) used to be one of the success stories of Artificial

Intelligence (AI) research in the 1980s-1990s. In what follows, the section will focus on rule-

based expert systems (RBESs), which are an important part of ESs. An ES1 mainly consists of a

knowledge base and an inference engine. The knowledge base contains the knowledge used by

human experts, in contrast to knowledge gathered from textbooks or nonexperts. The inference

engine consists of all the processes that manipulate the knowledge base to reduce information

requested by the user- forward or backward chaining, for example [214] (p 282) shown as in Fig.

2.2. Thus, an ES can be formalized as:

ES = Knowledge base + Inference engine (1)

In RBESs, knowledge is represented as facts about the world (i.e. relationships between

entities) and rules for manipulating the facts [317] (p 7). Each rule has a simple form:

IF P Then Q (2)

1. Any program that functions as an expert can be called an expert system [214] (p 281)

User 
interface

Explanation
subsystem

Inference 
engine

Knowledge 
base 

Knowledge 
acquisition
subsystem

Knowledge engineer

Expert User

Fig. 2.2 Basic structure of an expert system followed [214]
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where P and Q are compound propositions. The mathematical foundation for RBES is

mathematical logic: propositional logic and predicate logic, because the reasoning (forward

chaining) in RBES is following modus ponens: 

(3)

where  is a logical form of production rule: IF P Then Q. (3) means that if  and 

both are (logically) true, one can logically infer that Q is true applying modus ponens [282]. 

While computerizing experience is still the most important task for research and development

of CBR, computerization of knowledge is the most significant contribution of ESs to computer

science, which leads to Knowledge Engineering and Knowledge-based Systems [290]. The latter

is still a very broad subfield in AI. 

The understanding of software has evolved significantly in the past forty years. Before 1968,

software was a program [290]. Then the researchers believed that documentation during software

development was a necessary part for a successful software development so that software can be

formalized: 

Software = program + documentation (4)

In the 1970s’ researchers believed that [337]

Programs =  data structures + algorithms (5)

This idea had an important influence on software development as well as teaching in computer

science. In the 1980s, researchers found that the interfaces of the programs played an important

role in making the customers satisfied. Thus programs can be formalized as: 

Programs = interfaces + data structures + algorithms (6)

Since the 1990s, ESs have been embedded in much popular software, at the same time,

knowledge and information have become an important topic for research and development of

Information Technology; for example, knowledge engineering, and so on. Therefore, software

can be formalized as:

Software = program + ES (7)

where the ES is a help assistant or wizard, which is a new form of existing (rule-based) ESs. 

P
P Q→

Q∴
----------------

P Q→ P P Q→
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However, despite the undoubted success of ESs such as RBESs in many sectors, developers of

these systems have met several problems [315]:

• Knowledge acquisition is still a difficult process

• Implementing an expert system is a difficult process requiring special experience and skills

and often taking many years

• Once implemented model-based KBS are often slow and are unable to access or manage large

volumes of information. 

Finally, there is the problem at the heart of RBESs, namely, the knowledge itself [317] (p 10).

The rule-based approach assumes that there is a generally accepted body of explicit knowledge

that most practitioners in the domain can agree upon. This is often difficult to achieve. Over the

last decade, case-based reasoning (CBR) that seems to address the problems identified above has

attracted increasing attention [272][273][311][317][331]. The next section will turn to CBR. 

2.3.2  Case-based Reasoning: A Brief Introduction

The memory of experience plays an important role in problem solving [260]. For example, an

expert encountering a new problem is usually reminded of similar cases experienced in the past,

remembering the results of those cases and perhaps the reasoning behind those results [244]. New

problems are solved by analogy with old ones and the explanations are often couched in terms of

prior experiences. For example, medical expertise and legal education is also case-oriented. 

CBR is a reasoning paradigm based on previous experiences or cases; that is, a case-based

reasoner solves new problems by adapting solutions that were used to solve old problems [317] (p

15). Therefore, CBR can be considered as a form of reasoning combining deduction and

experience-based reasoning, briefly [292]:

CBR = Deduction + Experience-based reasoning (8)

Further, similarity-based reasoning is a special form of experience-based reasoning, because

there is an experience principle in business activities, for example, “Two cars with similar quality

features have similar prices”. Therefore, Eq.8 can be specialized as reasoning combining

deduction and similarity-based reasoning; that is:

CBR = Deduction + Similarity-based reasoning. (9)
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Based on Eq.9, Eq.8 is extended to the following reasoning model, which can be called

generalized modus ponens: 

(10)

where , , , and  represent compound propositions,  means that  and  are

similar.  and  are also similar. This is a logical model of any similarity-based reasoning. This

is also a logical foundation for existing CBR systems, in particular for case retrieval.

The CBR approach is based on two tenets about the nature of the world [167] (pp 3-4). The

first tenet is that the world is regular: similar problems have similar solutions. Consequently,

solutions for similar prior problems are a useful starting point for new problem solving. The

second tenet is that the types of problems an agent encounters tend to recur. Consequently, future

problems are likely to be similar to current problems. When the two tenets hold, CBR is an

effective reasoning strategy. 

CBR tasks are often divided into two classes: interpretation and problem-solving. Interpretive

CBR uses prior cases as reference points for classifying or characterizing new situations;

problem-solving CBR uses prior cases to suggest solutions that might apply to new circumstances

[167] (p 7). This thesis basically focuses on the problem- solving CBR. 

A CBR system draws its power from a large case base. In order to be successful, CBR systems

must answer the following questions:

1. How are cases organized in a case base1 ?

2. How are relevant cases retrieved from a case base?

3. How can previous cases be adapted to new problems?

4. How are cases originally acquired?

In what follows, each case of these questions will be discussed in some detail. 

To 1. To use a case base effectively, it is necessary to have a rich indexing mechanism. Some

features are only important in certain contexts. Because important features vary from domain to

domain, a CBR system must learn a proper set of indices from experience. Both the inductive and

1. Throughout of this thesis, case base is used instead of memory or library, although the latter also appears in 

some literature.

P' P' P P,∼ Q→,
Q'∴

--------------------------------------------------

P P' Q Q' P' P∼ P P'

Q Q'
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explanation-based learning techniques have been used for this task. This problem will be

examined further in Section 2.7. 

To 2 and 3. The result of the retrieval process is usually one case or a set of cases. The next

step is to take the best case and adapt it to the current situation (matching). One method for

choosing the best case is the use of preference heuristics [152]. Here are some examples:

• Goal-directed preference- prefer cases that involve the same goal as the current situation

• Salient-feature preference- prefer cases that match the most important features, or those that

match the largest number of important features

• Specificity preference- prefer cases that match features exactly over those that match features

generally

• Frequency preference- prefer frequently matched cases

• Ease of adaptation preference- prefer cases with features that are easily adapted the new situa-

tions. 

Since even the best case may not match the current situation exactly, it will usually have to be

adapted. At the simplest level, this involves mapping new cases onto old ones. When old cases

represent entire problem-solving episodes, adaptation can be quite complex. This question will be

discussed further in Section 2.8. 

To 4. In fact, most CBR systems draw on a small case base that is entered by hand. The large

bodies of on-line texts, such as legal cases, can eventually be transformed into large case bases.

Another approach is to bootstrap gradually from rule-based search into CBR. The idea is to start

solving problems with a heuristic search engine. Each time a problem is solved, it is automatically

stored in a case base. As the case base grows, it becomes possible to solve some new problems by

performing CBR. This idea is very similar to some of the learning techniques. This also brings up

the issue of whether it is better to store whole cases in the case base or to store smaller bits of

control knowledge instead. There are a number of trade-offs involved. Central to CBR is the idea

that stored cases can be adapted and modified. 

2.3.3  A Comparison of RBESs and CBR Systems

As is known, a RBES breaks a problem down into a set of individual rules that each solves part of

the problem [317]. Rules are combined together to solve a whole problem. However, to create
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these rules by hand, one has to know how to solve the problem, and this task can be extremely

complex and time consuming. CBR systems differ basically in that to use them, one does not need

to know how to solve a problem, only to recognise if a similar problem was solved in the past. If

so, the CBR system can be used instead of a RBES to easily solve this problem. However, if the

similar problem was not solved in the past, one has to use a RBES instead of CBR system to try to

solve this problem. 

Further, although some consider CBR as rule-based reasoning (RBR) with very big rules

[167][195][317], there are real differences between CBR systems and RBESs in that: 

• Partial matching: in the CBR system many cases can not be matched exactly in all details. Pat-

terns may be used to recognise and store generalizations about cases, but they are not them-

selves considered to be cases

• Adaptation: If the customer believes that the solution has not completely met his requirements,

they may require some features of the solution adjusted. In this case, one has to decide which

details to throw away, which to replace, and which to keep in case adaptation. Further, partial

matching implies adaptation. If the current cases can’t be matched exactly, case adaptation will

be required to resolve discrepancies

• CBR does not require an explicit domain model and so elicitation becomes a task of gathering

case histories

• Implementation is reduced to identifying significant features that describe a case, an easier task

than creating an explicit model

• By applying database techniques large volumes of information can be managed, and CBR sys-

tems can learn by acquiring new knowledge as cases making maintenance easier. 

From a viewpoint of system development, the goal of ESs and that of CBR systems are also

different. While the goal of ESs is to create a software counterpart of a human expert, although

this goal has not been realized, the goal of CBR systems is basically to simulate experiences of

human experts. In this sense, a CBR system can be considered as a subsystem of a KBS

(including ESs). In fact, a CBR system is also a KBS, because experience is special knowledge or,

experience can be represented by knowledge. Therefore, CBR systems and RBESs can be

combined in many ways [167] (pp 22-23). Cases may guide interpretation of rules; cases may be

used to focus rule-based reasoning (RBR); or the CBR system may be one component in a RBES.
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Furthermore, the CBR system can provide an alternative to RBESs, and is especially appropriate

when the number of rules needed to capture an expert’s knowledge is unmanageable or when the

domain theory is too weak or incomplete [28].

Furthermore, traditional RBESs and CBR systems share the common theoretical foundation:

mathematical logic; that is, propositional logic and predicate logic, because RBESs and CBR

systems basically perform deductive reasoning. More specifically, RBESs perform reasoning

based on modus ponens, while CBR systems perform reasoning based on generalized modus

ponens (see Eq.10). Because generalized modus ponens is an extended form of modus ponens,

CBR systems can be considered as a general form of RBES. 

It should be noted that CBR also has a close relation with memory-based reasoning (MBR)

[277] and analogical reasoning (AR), because MBR is often considered a subtype of CBR which

can be viewed as fundamentally analogical [167]. MBR systems solve problems by retrieving

stored cases (precedents) as a starting point for new problem-solving [167] (p 13). However, its

primary focus is on the retrieval process, and in particular on the use of parallel retrieval schemes

to enable retrieval without conventional index selection. Parallel models can lead to very fast

retrieval, but also raise new questions to address about the criteria for knowledge access. 

CBR might be viewed as a particular form of analogical reasoning (AR) [73]. The latter has

been investigated for a long time in AI and the interest in this research has been considerably

renewed by the development of CBR [74]. Further, while CBR solves new problems and

interprets new situations by applying analogous prior episodes [167] (p 13), research on analogy

was originally more concerned with abstract knowledge and structural similarity, while research

on CBR is more concerned with forming correspondences between specific episodes based on

pragmatic considerations about the usefulness of the result.

However, from the theoretical viewpoint, MBR and AR share the same reasoning paradigm:

that is, generalized modus ponens, or similarity-based reasoning, although they stem from

different real world scenarios. Therefore, the relationship of CBR, MBR, AR, and RBES can be

summarized and shown in Fig. 2.3, in which deduction provides the foundation for RBES and

similarity-based reasoning, while similarity-based reasoning is the basis for MBR, CBR, and AR

as well as fuzzy reasoning (see later). This is also the answer to why similarity and similarity
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assessment are pivotal in the mentioned fields, in particular in CBR. The thesis will turn back to

this issue later. 

2.3.4  Summary

This section examined the relationship between RBESs and CBR systems from both a logical and

knowledge-based viewpoint. It argued that CBR can be considered as an experience-based

reasoning, which is thus a similarity-based reasoning. Because experience is a special expression

form of knowledge, CBR is still a form of knowledge-based reasoning. In this sense, CBR

systems are also a kind of knowledge-based systems. Further, as knowledge plays an important

role in RBES, experience is pivotal in CBR. Computerizing experience is the most important task

for research and development of CBR. 

2.4  Process Models of Case Based Reasoning

A process model is defined in terms of processes, methods, products, goals, and resources [172].

In the last twenty years, there have been a few process models of CBR proposed that attempt to

provide better understanding of CBR [88]. This section will review some representatives of these. 

2.4.1  Allen’s Process Model

Allen [5] has paid attention to the fact that CBR may be considered as a process, because he

considers CBR as five-step problem solving process: 

• Presentation: A description of the current problem is input to the system

• Retrieval: The system retrieves the closest-matching cases stored in a case base 

• Adaptation: The system uses the current problem and closest-matching cases to generate a

solution to the current problem1 

• Validation: The solution is validated through feedback from the user or the environment

Similarity-based 
reasoning

M
BR AR

CBR

Deduction RBES

Fig. 2.3 Basic relations of CBR, MBR, AR, and RBES
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• Update: If appropriate, the validated solution is added to the case base for use in future prob-

lem solving.

However, Allen [5] has not paid much attention to the important role that similarity based

reasoning plays in the main stages of this process. 

2.4.2  Aamodt-Plaza Model- -Model of CBR

At the highest level of generality, Aamodt and Plaza [1] introduced a process model of the CBR

cycle. This model is commonly called the  model [89][315], because the process involved in

this model can be represented by a schematic cycle comprising the four Rs, shown in Fig. 2.4. 

1. Retrieve the most similar cases

2. Reuse the cases to attempt to solve the problem

3. Revise the proposed solution if necessary; and

4. Retain the new solution as a part of a new case.

A new problem is matched against cases in the case base and one or more similar cases are

retrieved. A solution suggested by the matching cases is then reused and tested for success.

Unless the retrieved case is a close match the solution will probably have to be revised producing

a new case that can be retained. Therefore, a CBR problem-solving cycle consists of case

1. Note that the differences in adaptation power depend on how well the domain is understood [314].

R4

R4

Fig. 2.4 Aamodt’s process model after [1]
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retrieval, adaptation, and case updating [220]. Case retrieval is a process of finding and retrieving

a case or a set of cases in the case base that is considered to be similar to the current problem.

Case adaptation is a process where the solutions of previous similar cases with successful

outcomes are modified to suit the current case, keeping in mind the lessons from previous similar

cases with unsuccessful solution. Case updating is a process of revising cases in the case base or

insertion of new cases in the case base. 

2.4.3  Leake’s Model

Leake illustrates the basic solution generation process of case-based problem solving in Fig. 2.5.

This is called Leake’s model. In this model, when the CBR system gets a new problem from the

user interface, it normalizes it into a problem description, , and then retrieves the case base and

searches for a prior problem description which is most similar to the current problem description,

, that is, . The solution of the retrieved problem description, , is used as the starting

point for generating a solution to the new problem . 

Based on the above mentioned models such as the Aamodt-Plaza model, the whole CBR

process includes the following path: - - - , in which, the transformation from a new

problem to  is case representation, the transformation process from  to  is case retrieval,

transformation from  to  is case base building1, and the transformation process from  to 

p0

p1 p1 p0≈ s1

s0

Problem space

Solution space

description of new problem
to be solved
descriptions of solved
problem
solved solutions
new solution resulting
from adaptation of stored
solution

retrieval searches for the case with the most
similar problem description 

adaptation transforms the solution of the
most similar problem into one that fits new
circumstances

Fig. 2.5 Leake’s Model of CBR based on [167]

p0

p1

s0
s1

transformation from the problem space to 
the solution space

p0 p1 s1 s0

p0 p0 p1

p1 s1 s1 s0
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is case adaptation. In other words, the whole CBR process mainly consists of case representation,

case base building, case retrieval, and case adaptation, which will be examined respectively in

more detail later. 

2.4.4  Further Remarks on the Existing Process Models of CBR

So far, three process models of CBR have been introduced. All mentioned models basically

describe the major process stages for performing CBR; that is, case retrieval, case update, and

case adaptation. Further, the Aamodt-Plaza model [1] stresses the cyclic feature of CBR in the

process model, while Leake’s model emphasizes the solution obtained based on two different

types of similarity in the problem space and solution space. In comparison to other mentioned

models, the  model provides a better understanding of CBR, because it not only covers the

essential process description of the CBR cycle, but also provides a nested task decomposition

(subprocess description) and related problem solving method descriptions. 

However, all mentioned process models of CBR can only be regarded as descriptive process

models; that is, every model has covered CBR at a very high or general level. The advantage of

descriptive process models (i.e. Allen’s model) is that nonprofessionals can understand CBR

easily. The disadvantage of it is that the professionals can’t easily formulate CBR from a

theoretical viewpoint based on the mentioned model. The next section will try to improve the

mentioned process model in order to build a firm bridge from a descriptive process model to a

theoretical model of CBR.

2.5  Case-based Reasoning: A Process Reasoning

This section shows that CBR is a process reasoning, which differs from not only traditional

mathematical reasoning but also fuzzy reasoning or similarity-based reasoning. Furthermore, it

proposes a formal approach for CBR as process reasoning based on fuzzy similarity metrics, and

treats case adaptation as similarity-based reasoning. Finally, it argues that the proposed model is a

more reasonable formalization of CBR than the existing modelling for CBR not only from an

implementation-oriented viewpoint but also from a theoretical viewpoint. 

1. In an existing CBR system,  and  are stored in the case base as a case. However, from a viewpoint of 

system development, finding the solution  to the problem  belongs to case base building. 

p1 s1

s1 p1

R4
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2.5.1  Introduction

As is known, theoretical and empirical studies on CBR have focused on viewing CBR as a

traditional logical reasoning or fuzzy reasoning as well as a descriptive process model [1][315],

which ignore, in essence, the difference of CBR and traditional logical reasoning [72][231]. In

other words, they have not gone beyond either fuzzy reasoning or simple logical reasoning. CBR

in their studies is only a scenario for development of their general idea, since their work is still

based on one-step reasoning. Furthermore, as previously mentioned in Section 2.4, the proposed

process models are basically descriptive. It is difficult for these mentioned models to evolve into a

unified theoretical treatment. This section will fill this gap, and it is organized as follows: first of

all it discusses the relationship between CBR and other reasoning paradigms, and then examines

CBR as a process reasoning, where case adaptation is also considered as a similarity-based

reasoning, although it is based on a different similarity assessment; then it proposes a formal

approach to CBR as a process reasoning and finally ends this section with a few remarks. 

2.5.2  CBR, Traditional Reasoning, and Fuzzy Reasoning

Generally speaking, reasoning is a fundamental task in mathematics and philosophy. Reasoning is

also an important method in Artificial Intelligence (AI), in which it is mainly based on the

reasoning in mathematical logic such as propositional logic and predicate logic [279]1. The

popular application of reasoning in AI is in expert systems (ESs), in particular rule-based expert

systems (RBESs), because RBESs mainly consist of reasoning and knowledge [283][287] as

mentioned in Section 2.3. In what follows, the section will examine reasoning in propositional

logic, fuzzy logic, CBR, and their characteristics.

In propositional logic, reasoning is performed by a number of inference rules [252][282], in

which the most commonly used is modus ponens (m.p.):

(11)

where  and  represent compound propositions. One of the most important features of this

reasoning is that it satisfies the transitive law, and then this reasoning can be performed as many

1. There is no intention of discussing nonmonotonic reasoning in AI in this research. 

P Q→
P

Q∴
----------------

P Q
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times or steps as required with the preservation of validity of the result of the inference. This

means that the reasoning in traditional logic is a multistep reasoning. 

As mentioned in Section 2.3, the reasoning of RBESs is based on (11) [287]. From a logical

viewpoint, a RBES is a logical system, which consists of a knowledge base and an inference

engine corresponding to the language (knowledge) and inference rule(s) in a traditional logical

system [214]. However, the essential difference between a RBES and a traditional logical system

lies in that the former possesses much more knowledge than the latter, while the latter is richer in

inference rules and can perform a multistep process of reasoning. 

Fuzzy reasoning in fuzzy logic is basically generalized from traditional logic with the

exception of its computational process [154][182][295][342]. Its reasoning is based on the

following generalized modus ponens [280][355]:

(12)

where  and  represent fuzzy propositions,  is approximate to ; that is, . (12) is also

commonly represented in the following form in fuzzy logic [355]:

(13)

For instance,

(14)

In fact, many other reasoning methods also follow, in some sense, the model (12), for example,

CBR [231], analogical reasoning (AR) [167], and similarity based reasoning [72][355], as

mentioned in Section 2.3, although they have different interpretations and operational algorithms

for performing their own reasoning based on different real world scenarios.

However, fuzzy reasoning does not satisfy the traditional transitivity law (see Section 5.2.3),

although it is quasi-transitive (or  transitive [72]). Thus the multiple/sequential use of fuzzy

reasoning will lead to fuzzy degeneration [87]. Therefore, fuzzy reasoning is basically one-step-

P Q→
P'

Q'∴
----------------

P Q P' P P' P∼

If x is P  Then  y is Q
x is P '

y is Q'∴
-----------------------------------------------------

IF a tomato is red THEN the tomato is ripe
This tomato is very red
Conclusion: This tomato is very ripe

⊗
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reasoning in order to avoid such fuzzy degeneration [87]. Successful applications of fuzzy

reasoning do not come from its multistep process of reasoning based on its quasi-transitivity, but

from its linguistic computation and more precise understanding of the fuzzy characteristics of

certain domain knowledge. Reasoning in CBR does not belong to either form of the above

mentioned reasoning paradigms. It can be considered as a new kind of reasoning; that is, a process

reasoning. A process reasoning is a reasoning paradigm that infers information about a domain

using process or multistage methods, and there exists a traditional reasoning paradigm which

plays a vital role in every main stage of the process. In what follows, the section will argue that

CBR is a process reasoning in more detail.

2.5.3  CBR as Process Reasoning

As mentioned in Section 2.4, a typical reasoning in CBR mainly consists of (case) Retrieve,

Reuse, Revise, and Retain. Each of these four components is a complex process. For example,

case retrieval is a complex operation in the case base [1]. Furthermore, case retrieval and case

adaptation are two main stages in the CBR, in which similarity-based reasoning plays an

important role. For instance, case retrieval is based on similarity-based reasoning [72] (also see

Section 5.6), case adaptation is also based on it, but maybe on a different similarity-based

reasoning (see later). In fact, case base building is also based on similarity-based reasoning (see

Section 5.3 and [293]). Thus, CBR is a process reasoning, in which similarity-based reasoning

dominates each of main stages; that is, case base building, case retrieval, and case adaptation, as

shown in Fig. 2.6. 

The rest of this section will examine similarity-based case adaptation in some detail. To this

end, an e-sales process is used as a scenario. 

During a possible adaptation of the retrieved products (synonymous to product configuration),

the retrieved products are tailored based on similarity-based reasoning to best fit the customers’

demands, if necessary [335] (p 103). The reason for performing similarity-based reasoning is that

the sales agent usually looks at the difference between the retrieved products and the demands of

the customer, and then examines what prior case adaptation experience is useful to this difference.

Then s/he will deal with this case adaptation based on this found similar experience case in the

past; that is, based on similarity-based reasoning. However, the similarity-based reasoning is
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different from that used in case retrieval, because the similarity here is defined on the case

adaptation base, in which the meta-knowledge and strategies are from treating case adaptation in

the past sale business, while the similarity metric used in case retrieval is relevant only to the case

base. Therefore, case adaptation is another process with similarity-based reasoning. 

It should be noted that similarity-based reasoning shares the common essence with fuzzy

reasoning, as mentioned above. Thus it can only be a one-step-reasoning if it is considered in a

fuzzy setting. This means that CBR is also not a multistep reasoning in the terms of process

reasoning. 

2.5.4  Summary

This section examined fuzzy reasoning, case-based reasoning, analogical reasoning and their

relationships. It argued that CBR is a process reasoning, different from those other mentioned

reasoning paradigms and the process models mentioned in Section 2.4. The feature of CBR as a

process reasoning is that case base building, case retrieval, and case adaptation are all based on

similarity-based reasoning. 

2.6  Case Representation

The most important element in a CBR system is the case base itself [126][205][354]. This is a

repository of past problem solutions and is the basis for the whole reasoning process. As such, the

way in which a case is represented is critically important for CBR, just as knowledge

representation is in KBSs [41]. For example, a good case representation will allow the important

features of the problem to be identified and reasoned about. It will also promote the effective and

efficient search of the case base. 
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Fig. 2.6 Overall inference of CBR as a process reasoning 
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The case representation process is one of the most fundamental phases in designing a CBR

system [112][258]. The case representation should contain all information that describes a

situation that has a direct impact on the outcome or the solution of that situation [194]. Depending

on the complexity of the situation, cases can be represented in a flat form or a complex or

hierarchical form or in other structured manners. What is at issue are methodologies of

representing cases in a manner that allows for efficient retrieval, easy maintenance, and that

provides for transmission over a network [112]. There are a variety of ways of representing the

information in the computer using a wide range of representational formalism including frames,

semantic nets, rules, and relational database techniques or a combination of different knowledge

representations [226]. This section will examine some models of these case representations.

2.6.1  Tuple-based Case Representation

The case in the case base contains the past experience that is the content of the case and the

context in which the experience can be used [72][317]. Typically a case comprises a problem

description and solution description. The problem description describes the state of the world

when the case occurred while the solution description states the derived solution to that problem,

and/or the state of the world after the case occurred. 

Cases are often represented using flat or structured or nested attribute-value vectors [172] (p

3) or can be given as n-tuples of completely, incompletely or fuzzily described attribute values,

this set of attributes being divided in two non-empty disjoint subsets: the subset of problem

description attributes and the subset of solution (or outcome) description attributes, denoted by 

and 1 respectively [72]. Therefore, a case will be denoted as:

(15)

where , , is a k-tuple standing for a concrete problem description and

,  is a n-k-tuple which represents the corresponding solution

description. Assume that a finite set  of known cases is given, called the case base. Thus,  can

be denoted as . A current problem description, denoted by , for which the precise

1. Q denotes solution instead of S in [72], because S will stand for similarity.

P

Q

c u1 … uk v1 … vn k–, , , , ,( )=

p u1 … uk, ,( )= p P∈

s v1 … vn k–, ,( )= s Q∈

C C

C P Q,( )= p0
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values of all attributes belonging to  are given. Then CBR aims at estimating the values  of

the attributes in , for the current problem.

The tuple-based case representation is also called attribute-value representation, according to

[172] (p 2). From a theoretical viewpoint, the tuple-based case representation is essentially the

same as the relational data model [251][308] (p 85). Therefore the case base can be implemented

using relational database technology. 

2.6.2  Rule-based Case Representation 

According to AI [244], a rule is said to be a structure consisting of some conditions and a

conclusion, a numerical weight is, in some cases, associated with a conclusion or rule itself. A

rule is usually denoted as IF  THEN  or . 

Rules can be considered as one of the best choices as an appropriate or even necessary form

for expressing various kinds of knowledge. At least the following reasons support the use of rules

[278]:

• Rules are the most common form of knowledge representation

• Rules are precise but its generalized form, fuzzy rules, allow incorporation of certainty assess-

ment, uncertain knowledge, and plausible inference schemes using fuzzy logic [355]

• Rules ensure modularity in representation, making the representation easy to construct and

manipulate, and making it easy to incorporate new knowledge and change existing ones 

• Representation with rules facilitates explanation and improves human comprehensibility in

many other ways

• Rules share the same form of inference rule in logic, which can make one easily believe that

the aim of rule representation is knowledge reasoning. In other words, it has become common

sense that rules and reasoning are twins in KBSs or in AI

• Other knowledge representation schemes can be transformed into rule-based schemes.

For example, one can transfer relation schemes as well as tuple-based case representation

schemes into rules. Let (see Eq.15) be the tuple-based case representation of a case 

in the previous section, then the case  is represented as a rule ; that is: 

IF  THEN . (16)

P s0

S

A B A B→

c p s,( )= c

c p s→

u1 … uk, , v1 … vn k–, ,
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Because rule-based case representation can also be regarded as an alternative of tuple-based case

representation, it can thus be implemented using relational database technology, although there

are different explanations of cases. 

2.6.3  Object-oriented Case Representation

There is an increasing interest in object-oriented case representations [22][24][64][131], because

some current state-of-the-art CBR systems are object-oriented, and allow structural domain

knowledge to be represented [172] (p 341). For example, Bergmann et al. integrated rule-based

general knowledge in CBR with an object-oriented case representation. Such representations are

motivated by object-oriented technology [308] (p 27), in which the world to be modelled is

thought of as composed of objects. Object-oriented case representations have proven to be

flexible and efficient and can be applied to domains in which cases have complex structures [22]. 

In object-oriented case representations, cases are represented as a collection of objects, each of

which is described by a set of attribute-value pairs. The structure of an object is described by an

object class1 that defines the set of attributes (also called slots) together with a type for each

attribute. Thus, a case class can have a number of case objects with similar properties. For

example, a car class and one of its objects are shown in Fig. 2.7. 

It should be noted that “similar properties” of the objects in a class are in two different ways

[308] (p 27): 

• The real-world concepts represented by the objects of a class should be similar. For example,

all customers of a bank can be grouped into one class, and all accounts at the bank into another

class

1. Strictly speaking, a class consists of a type and possibly one or more methods that can be executed on objects 

of that class [308] (p 15). 

Fig. 2.7 A class representing car
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• The properties of objects in a class must be same. 

Classes are arranged in a class hierarchy diagram, which is a tree in which sub-classes inherit

attributes as well as their definition from their parent class. For example, a travel agency basically

arranges for customers’ vacation; that is to provide a satisfactory supply to meet the requirement

of transportation and accommodation of customers [22]. One can illustrate vacation,

transportation, and accommodation using a class hierarchy diagram, shown in Fig. 2.8. In this

diagram, class transportation and class accommodation are subclasses of the class vacation.

2.6.4  Summary

This section mainly discussed three kinds of case representations: tuple-based case representation,

rule-based case representation, and object-oriented case representation. The first is motivated

from relational database technology [308], the second stemmed from rule-based (expert) systems,

and the last is motivated from object-oriented technology and can be used to represent complex

knowledge or experience as case. All these are the fundamentals for building a case base in CBR. 

2.7  Case Indexing and Case Retrieval

This section will examine case indexing and case retrieval, which are important aspects in CBR,

and then propose a rule-based model for case retrieval. 

2.7.1  Case Indexing

Using indexes to speed up the retrieval of data is one key technique in most database systems

[317] (p 20). CBR also uses indexes to speed up retrieval in case base. 

Information within a case in the case base is of two types:

• Indexed information that is used for retrieval

vacation

transportation accommodation
duration
kind
price

has part

duration
kind
price

Fig. 2.8 A class hierarchy diagram 
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• Unindexed information that may provide contextual information of value to the user but not to

be used directly in retrieval. 

The process of case indexing is one of assigning labels to the case when entered in the case

base to ensure its retrieval at the appropriate moment [194].

There are many different techniques available to index cases; such as, choosing indexes using

similarity- and explanation-based methods and indexing vocabularies as well as using features

and dimensions of cases [194][317]. It also includes techniques like index elaboration,

abstraction, mutation, and index transformation or generation so as to provide a different view of

the case base, leading the reasoner to previously inaccessible cases. 

2.7.2  Case Retrieval 

Case retrieval is of primary importance to the overall effectiveness of any CBR system, because

[28][221]:

• Retrieving the case ensures the best solution within the system’s capability

• Retrieving cases must include some computation of the similarities and difference between the

input problem and the retrieved cases. All subsequent case modification uses this computation

as a basis. 

Case retrieval starts with a (partial) problem description, and ends when a best matching

previous case, in which the problem description is most similar to the current problem

description, has been found [1]. Its subtasks are referred to as identify features, initially match,

search, and select, executed in that order. The identification task basically comes up with a set of

relevant problem descriptors, the goal of the matching task is to return a set of cases, in which the

problem descriptions are sufficiently or most similar to the current problem description- given a

similarity threshold of some kind, and the selection task works on this set of cases and chooses the

best match. 

Given a description of a problem, the retrieval algorithm, using the indexes, should retrieve

the cases with the most similar problem(s) to the current problem description [194][317] (p 239).

The retrieval algorithm relies heavily on the indexes and the structure and organisation of the case

base to direct search to appropriate cases. Heuristic search and matching techniques may be used

to retrieve an ordered set of useful cases from the case base. Several retrieval algorithms are now
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available for case retrieval such as concept refinement and parallel search techniques. The issue

of choosing and ranking a best matching case has been addressed using several approaches such

as analogy, similarity metrics, combinations of analytical, and qualitative or multi-attribute

similarity [172], Case Retrieval Nets [172] (p 79), validated retrieval [223] (p 11), inductive

retrieval as well as nearest-neighbour retrieval (NNR), in which the last two are used in

commercial CBR tools [317].

Nearest-neighbour retrieval (NNR) is a simple technique that provides an assessment of how

similar the problem description attached a case in the case base is to the current problem

description, based on the following evaluation function [98][152] (p 355):

(17)

where  is the importance of dimension (slot) , and .  is the similarity function

for primitives.  and  are the value for feature  in the input and retrieved cases, respectively. 

Several CBR systems implement versions of the NNR algorithm such as MEDIATOR [152].

In fact, the NNR algorithm is perhaps the most widely used technology in CBR since it is

provided by the majority of CBR tools [318]. 

However, at least the similarity function in the NNR algorithm is still problematic because

nobody has thoroughly studied it, although Richter has paid a lot of attention to this issue (see

[223]). Further, the NNR has another major weakness, namely, retrieval speed. To find the best

matching case, the current problem must be compared to the problem description of each case in

the case base [317] (p 32). Moreover, a similarity comparison must be calculated for every

indexed attribute. Thus, if there were 100 source cases with a single indexed feature, 100

similarity calculations would be required. If the cases had 10 index features, then 1000 similarity

calculations would be required. This means that this algorithm can become inefficient as either

the size of a case-base increases or the number of indexed attributes increases.

Validated retrieval, proposed by Simoudis [270], consists of two phases. Firstly, the retrieval

of all cases that appear to be relevant to a problem is based on the main features of the query case.

The second phase involves deriving more discriminating features from the group of retrieved
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cases to determine whether they (the cases) are valid in the current situation. The advantage of

this method is that inexpensive methods can be used to make the initial retrieval from the case

base, while more expensive methods can be used to make the second phase as they are applied to

only a subset of this case base [223] (p 11). 

2.7.3  Summary

This section examined case indexing and case retrieval, which have been drawn a lot interest not

only from CBR but also from database and information retrieval, because they basically share the

retrieval techniques. However, almost all retrieval algorithms have a common disadvantage; that

is, they confuse similarity and distance. The concept of distance in Euclidean space is precise,

while the concept of similarity in the mentioned fields is still confusing. For more detail see

Section 5.2. 

2.8  Case Adaptation and Case Evaluation

This section reviews case adaptation, and examines case adaptation using similarity- based

reasoning. It then proposes a theoretical foundation for case adaptation and a cyclic case

adaptation model. It also argues that case adaptation is a process of search and retrieval in the

case adaptation base. 

2.8.1  Overview of Case Adaptation

Generally speaking, “adaptation” denotes all changes of a system so that it becomes suitable for a

given situation [106]. Adaptation is also applied to those self-modifications that enable systems to

survive in a changed environment. This meaning, however, is too broad to be of value in some

cases. It is better to discuss case adaptation in a domain dependent setting. 

According to Voss [314], without case adaptation, CBR systems are restricted both in scope

and application (also see [147]). To reuse cases effectively in new situations they must be adapted

to account for differences between retrieved cases and some new problems. Research in this field

has produced a diversity of adaptation techniques to cope with a wide range of tasks, domains,

and knowledge sources. 

From Section 2.4.3, the case adaptation begins once a matching case is retrieved, as shown in

Fig. 2.9. If the retrieved solution is ideal for solving the current problem, then the process of case

adaptation needs not start. Otherwise, case adaptation will really start. At this stage, a CBR
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system should adapt the solution stored in the retrieved case to the current problem [317] (p 34).

Adaptation looks for prominent differences between the retrieved problems and the current

problem, and then applies formulae or rules that take those differences into account when

suggesting a solution. 

In general, there are two kinds of adaptation in CBR [317]: Structural adaptation and

derivational adaptation. The former applies adaptation rules or formulas directly to the solution

stored in the case base, while the latter reuses adaptation rules or formulas that generated the

original solution to produce a new solution to the current problem.

Central questions for case adaptation are which aspects of a situation to adapt, which changes

are reasonable for adapting them, and how to control the adaptation process [167] (p 23).

Answering these questions may require considerable domain knowledge or empirical experience.

Many CBR systems depend on that knowledge being encoded a prior into rule-based production

system. Consequently, correct case adaptation requires that those rules capture both a theory of

case adaptation, and the needed aspects of the domain theory to carry out changes. However, in

many cases a reliable domain theory is lacking for using CBR. As a result, developers defining

adaptation rules must re-confront the knowledge acquisition problem for rule-based systems,

which is also a bottleneck and CBR was aimed at avoiding. 

2.8.2  A Logical Basis of Case Adaptation

From a theoretical viewpoint, case adaptation stemmed from the similarity-based reasoning in

CBR, because the latter can be formalized as the following general model:

Fig. 2.9  Case adaptation

Retrieved (case) solution

Case 
adaptation

ideal solution?

AcceptedRejected

Stop

Adapted solution

No
Yes
- 37 -



 2. Case-based Reasoning 
(18)

where,  is the problem description of the customer,  means that  and  are most

similar,  is the case retrieved from the case base  based on similarity-based retrieval

mechanism.  means that  and  are most similar, and  is the most satisfactory

solution to the requirement of the customer. It should be noted that in practice  is only the

retrieved solution, which is the previously successful solution to problem . It is uncertain that

 can be the solution to the current problem of the customer . If it can, case adaptation is not

required. Otherwise, the CBR system has to perform case adaptation to find the most similar

solution  to meet the requirement of the customer . Therefore, the process of finding  such

that  and  is the most satisfactory solution to the requirement of the customer, , is a

theoretical foundation of case adaptation. 

2.8.3  A Cyclic Case Adaptation Model

The adapted products1 are offered to the customer and, at the same time, the difference of the

offers and demands is explained to the customers. The customer evaluates these offers during the

case adaptation phase, which results in a set of evaluated products. The customer can state that he

accepts certain products or parts of the products or he may state that something is not appropriate.

If the adapted products have been accepted by the customer, the case adaptation ends. 

This also means that the adaptation process consists of, at least, search and evaluation, where

the case adaptation case is retrieved and the meta-knowledge or strategy will be given to perform

the new case adaptation. For example, in the sale process of the traditional shop, if a customer

visits an auto dealer, and asks the sales person, if he could buy a car with property X, the sales

person will first retrieve all available cars in the dealership, and try to meet the customer’s

requirements. If not, the sales person uses his available resources (e.g. chain partners) to search

for the required car. If a chain partner has a suitable car, he will have a satisfied customer. This

step does not occur in the traditional CBR cycle, nor in the model of [335].

1. This research uses the e-sales process as a scenario.

p0 p0, p1∼ p1, s1→ s, 1 s0∼

s0
------------------------------------------------------------------

p0 p0 p1∼ p0 p1

p1 s1→ C

s1 s0∼ s0 s1 s0

s1

p1

s1 p0

s0 p0 s0

s1 s0∼ s0 p0
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In another case, a new step called refinement is introduced. This step does not occur in the

traditional CBR cycle. By refinement the customer will tune his requirements. Therefore,

refinement is, in essence, a kind of adaptation and based on the evaluation (see later) given by the

customer. Therefore, the case adaptation can be considered a cyclic process. The successive

refinement of customer’s requirements may lead to a cyclic sales process, as shown in Fig. 2.10.

In general, this cycle is applicable in all situations where an iterative retrieval in a decision

support situation takes place.

2.8.4  Summary

This section reviewed case adaptation, and proposed a logical foundation of case adaptation, and

a cyclic case adaptation model. 

2.9  Concluding Remarks

This chapter reviewed the fundamentals of CBR, such as case representation, case retrieval, and

case adaptation. It examined the relationship of RBESs and CBR systems. It also investigated the

relationship of CBR, traditional reasoning, and fuzzy reasoning. It showed that CBR is a process

reasoning, in which a traditional reasoning paradigm plays a pivotal role in each stage of the

process. Finally it proposed a logical foundation for case adaptation and a cyclic case adaptation

model, which are based on similarity-based reasoning.

It should be noted that what is discussed in this chapter can only be considered as descriptive

CBR or empirical CBR [248]. In the last few years, theoretical CBR has attracted increasing

Fig. 2.10 A cyclic case adaptation
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interest. This is an important direction, because further research and development of CBR will

confront potential difficulties without a firm theoretical foundation. In this direction, Plaza et al.

[231][232] apply model logic and Dubois et al. [72] apply fuzzy logic to CBR. Richter and

Bergmann discuss similarity in CBR [223]. Furthermore, soft computing might support CBR

towards a firm theoretical foundation [223][342]. However, there are still some important issues

about CBR. For example, what is the theoretical foundation of CBR? Can theoretical CBR be

treated in a unified way? These issues will be resolved in Chapter 5.
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3 E-Commerce 

This chapter is the second chapter in the Part I of the thesis. It is also the basis for Chapter 6 and 7,

as shown in the shaded area of Fig. 3.1. This chapter first explores the evolution from traditional

commerce to e-commerce. Then it examines three important chains for both traditional commerce

and e-commerce; that is, value chains, supply chains, and agent chains as well as their

relationships. This chapter also discusses transaction-based e-commerce; that is, business-to-

business (B2B) e-commerce, business-to-consumer (B2C) e-commerce, and consumer-to-

consumer (C2C) e-commerce with models and examples. Like blood flows in our own body, rich

information flows in any commerce and plays an even more important role in e-commerce.

Finally, this chapter explores information overload, search, and brokerage with models. 

3.1  Introduction

The last decade has seen an explosion in the growth and use of the Internet. Rapidly evolving

network and computer technology, coupled with the exponential growth of services and

information available on the Internet, is heralding a new era of commerce; that is, e-commerce

[155][210][224]. Hundreds of millions of people will soon have pervasive access to a huge

amount of information available on the Internet, which leads to important opportunities for e-

commerce. 

In fact, e-commerce has been around in various forms since the late 1960s [303]. In sectors

such as retail and automotive, electronic data interchange (EDI) for application-to-application

interaction is being used regularly [300]. For defence and heavy manufacturing, e-commerce

lifecycle management concepts have been developed that aim to integrate information across

larger parts of the value chain, from design to maintenance, such as computer-assisted lifecycle

 1. Introduction

2. CBR  3. EC 4. MAS

6. CBR + EC 7. CBR + MAS 8. MAS + EC

9. CBR + IA + EC

Fig. 3.1  Chapter 3 in the Boolean structure of PhD-thesis
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- 41 -



 3. E-Commerce 
support. It should be noted that these kinds of e-commerce have been very limited until now.

Recently, however, with the increasing popularity of the WWW and explosive growth of the

Internet, e-commerce has become an area of growing importance. The Internet not only supports

application-to-application e-commerce similar to that already known from EDI, but also person-

to-person and person-to-application forms of e-commerce [300] (pp 3-4). E-commerce based on

the Internet is set to become a very important way of doing business. More and more

organisations are facing the challenge of this new technology [294][344]. However, e-commerce

can be considered as a further evolution from traditional commerce, although such an evolution is

a little revolutionary. Therefore, this chapter first explores the evolution from traditional

commerce to e-commerce. Then it examines value chains, supply chains, and agent chains as well

as their relationships. Transactions play an important role in any commerce. Thus, this chapter

discusses transaction-based e-commerce; that is, B2B e-commerce, B2C e-commerce and C2C e-

commerce with models and examples. How to obtain the right knowledge in the right place at the

right time is also a big issue of e-commerce with the increasing heavy information overload in the

Internet. Therefore, this chapter finally explores information overload, search, and brokerage with

models. 

The rest of this chapter is organised as follows: Section 3.2 discusses the relationship between

traditional commerce and e-commerce. Section 3.3 examines e-market and its characteristics.

Section 3.4 investigates three important chains in e-commerce; that is, value chain, supply chain,

and agent chain. Section 3.5 discusses transaction-based e-commerce with models and examples.

Section 3.6 investigates information overload and search. Section 3.7 examines information

brokerage and proposes a model for information flow in information brokerage. Finally this

chapter is ended with a few concluding remarks.

3.2  Traditional Commerce vs E-Commerce 

This section mainly investigates the main players of traditional commerce and trade types and

then looks at how these elements are transformed into e-commerce.

3.2.1  Traditional Commerce

The origins of traditional commerce occurred before recorded history when our ancestors first

decided to specialize their everyday activities such as hunting and farming [263] (p 4). Instead of
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each family unit having to hunt for meat, grow crops, and make tools, families developed skills in

one of these areas and traded some of their products for other needs. For example, the tool-

making family would exchange tools for grain from the crop-growing family, which leads to a

kind of trade type; that is bartering, which still exists in some underdeveloped places in the world.

Services were brought and sold in these primitive economies, too. Later, bartering basically gave

way to the use of currency, making transactions easier to settle. The inception of currency makes

the trade type more complex and diverse such as brokering, which facilitated the development of

modern commerce. However, the basic mechanics of trade is essentially the same; that is, one

member of society creates something of value that another member of society desires. At a higher

level, the main players in commerce are still buyers, sellers, and brokers [86].

The first player is the buyer. Buyers are customers who purchase certain products or services1

[178]. A buyer begins by identifying a need [263]. Once buyers have identified their specific

needs, they must find products that will meet those needs. Buyers may consult sellers to gather

information about specific features and capabilities of products they are considering. After

selecting a product, the buyer must select a seller2 that can supply that product [263]. When the

buyer is satisfied that the purchased product or service has met the terms and conditions agreed to

by both the buyer and the seller, the buyer will pay for the purchase [263]. After the sale is

complete, the buyer may have further contact with the seller regarding warranty claims, upgrades,

and regular maintenance.

The second player is the seller. A seller is a product provider [178]. Sellers often undertake

market research to identify potential customers needs [263]. Even businesses that have been

selling the same product for many years always look for ways to improve and expand their

offerings. It is important for sellers to make potential buyers aware that a new product exists and

acquire the new buyers [323]. Once customers needs have been identified, sellers will provide the

products to the customer, if available. Otherwise, the seller will search for the products that he

feels will meet those needs. This search activity includes visiting the production companies. It

1. In fact, a service is also a product, for example, the service of a bank is its main product. Thus, in this 

research product stands for both product and service, if it does not lead to any misunderstanding. 

2. For brevity, seller stands also for vendor. 
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should be noted that in the history of commerce, the seller used to also be a producer (see Section

3.4.3). The separation between sellers and producers is an important stage of commerce

development.

The last and most important player for traditional commerce is the broker. Brokers are

intermediaries who help the buyers and sellers to complete a transaction [178][289]. Further, the

importance of brokers lies in that they provide a buffer against the interest conflict between the

buyer and the seller; that is, the broker can help the buyer and the seller to resolve their conflict. In

current terms, the broker can be considered an agent of both a buyer and a seller [85]. However,

the broker only exists in certain conditions, for instance, a real estate agent is a broker [84]. One

does not find a broker in the supermarket. 

These players’ activities in traditional commerce form different trade types. Each type has a

set of activities to be performed. There are six different trade types [178]: barter, bargaining,

bidding, auction, clearing, and contract1.

1. Barter 

Barter is a trade type in which both sides offer their products for an exchange rather than for

money [178]. A deal is reached if both sides have a higher preference on what the other is offering

than those of their own goods. It should be noted that barter is an early trade style in the history of

commerce, although it still exists in current commerce. 

2. Direct trade

Direct trade is also a simple trade type in which the buyer negotiates terms with the seller directly

until an acceptable deal is reached [178]. Usually, the buyer finds a seller, examines product price

or other terms, and negotiates to obtain a better deal. If the deal fails, the buyer finds another

seller to negotiate again. Direct trade is also a simple trade style in the history of commerce. This

trade style usually occurs in retail shops for end customers.

3. Bidding

Bidding is a trade type that involves a buyer and many potential sellers [178]. The buyer

compares the received bids and chooses the best. Bidding is one of most important type for

investing in international projects. Further, bidding is also an e-trade type in e-commerce. 

1. [178] has a different classification, although the rest in this subsection is basically the update of [178].
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4. Contract

Contract is a trade type in which both the buyer and the seller are governed by a set of mutually

agreed rules [178]. If there is no contract, then both sides need to negotiate for an agreement. If a

contract already exists, then ensuring accurate implementation of individual orders under the

regulation of the contract becomes the key.

5. Auction

Auction is a trade type that involves a seller (agent), many potential buyers (or buyer agents)

[143], and the seller agent who governs the auction. The seller basically doesn’t participate in

trading or auctioning publicly, and tells the seller agent what the reserved price is, which is a

reference price for the bottom (start) price of the product during auctioning. The buyers bid

sequentially to compete for the product to be sold.

Auction is still a common trade type in modern commerce. It is usually performed for some

special kind of goods such as ancient art works. In e-commerce there is also considerable

attention to auction since a lot of e-auction Websites (e.g. eBay) are available in the Internet.

Auction in e-commerce will be investigated in Chapter 8. 

6. Brokering

Brokering is a trade type involving multiple buyers, multiple sellers, and a broker. A typical

example is the real estate agent. Both buyers and sellers submit their requests. The broker tries to

match the requests. The main issue in brokering is bargaining [292]. Brokering is attracting more

and more attention in information technology and e-commerce world [84]. Brokering in e-

commerce will be investigated in Chapter 8.

Several of these may be combined in order to reach a deal. For example, the seller agent and

the buyer agent are also involved in direct trade. The above classification in terms of the different

players in the trade or transaction can be summarized as follows, where nb and ms stand for n

buyers and m sellers, c for condition.

Type 1: barter, 1b to 1s, that is, one buyer exchanges (rather than money) his goods with a

seller.

Type 2: direct trade, 1b to 1s

Type 3: bidding, 1b to ms
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Type 4: contract, 1b to 1s (c)

Type 5: auction, nb to 1s (c)

Type 6: brokering, nb to ms (c)

For this research, barter, direct trade, and contract will not be discussed any more. The rest of

the mentioned trade types share some activities such as bargaining, negotiation, and brokering.

All these will be discussed in more detail in Chapter 8. 

3.2.2  Definition of E -Commerce 

Because e-commerce is attracting more and more people with different backgrounds and needs to

share the chance and challenge of e-commerce, there have been many different ways to define e-

commerce. For example, Han [110] defines e-commerce as the process of sharing business

information, maintaining business relationships, and conducting business transactions by means

of telecommunication networks. In this research, e-commerce is defined as the exchange of

information, goods, or services within business through the use of Internet technology [263] (p 5),

while the new way of doing business via the Internet is defined as e-business (for “electronic”

business). The main activities of e-commerce can be formed in a five-layer-structure activity

[211], as shown in Fig. 3.2. 

EFT and other payment systems are the transactional foundation upon which a great deal of e-

commerce follows. There are already a great number of transactions in economy that occur at this

level. Key activities at this level include use of Automatic Teller Machines (ATMs), as well as

credit card payments, electronic payrolls and may more.

E-commerce infrastructure includes network service providers, hardware, software and

enabling services.

EFT, credit card payments and the
payments system

C2C

B2C

B2B

E-commerce infrastructure

Fig. 3.2  Layers of e-commerce activity after [211]
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B2B e-commerce represents the major proportion of e-commerce activity. 

B2C e-commerce can involve electronic transactions in marketing, ordering and paying, after

sales service and, in the case of intangible or virtual goods and services, even delivery.

C2C consists primarily of Websites where consumers deal directly with one another, such as

on-line communities and free personal classified pages.

3.2.3  Advantages and Disadvantages of E-commerce

E-commerce is not simply the Web-based automation of existing activities in traditional

commerce, but involves the birth of new business processes made possible by the Internet and

new technology to make it successful [303]; that is, e-commerce is transforming the way that

products, services, and even information are bought, sold, and exchanged. E-commerce also

changes the way that organisations interact with customers and business partners. All these lead to

that e-commerce has substantial advantages over traditional commerce. However, different

players (buyers, sellers, and brokers) in traditional commerce have different viewpoints about

advantages over traditional commerce. Sellers believe that e-commerce can increase sales,

decrease costs and make customers more satisfied and then can help increase profits. Buyers

(customers) think that e-commerce provides them with an increasing bargaining power on the e-

market because of rich information available on the Internet. Further, both buyers and sellers

share that e-commerce increases the speed and accuracy with which businesses can reduce costs

on both sides of transactions. Brokers believe that e-commerce can improve negotiating price and

delivery terms, because the Web can provide competitive bid information very effectively, but e-

commerce may lead to dis-intermediation.

However, no matter how their relative power changes, players in traditional commerce still

exist in e-commerce, but may perform functions differently and in a different role. For example,

the players in traditional commerce will be replaced by the intelligent agents in e-commerce; that

is, intelligent buyer agents, intelligent seller agents, and intelligent broker agents, which will be

discussed in next chapters.

Although e-commerce is attractive and important for future business; its transaction process is

often complicated. Involved parties may need to collect and analyse information, negotiate

contracts, execute transactions safely, and provide follow-up services over the Internet. Further,
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some business processes may not lend themselves to e-commerce because of lacking the available

technology [263] (p 11). Finally, some consumers are still somewhat fearful of sending their

credit card numbers over the Internet [303]. The legal environment in which e-commerce is

conducted is full of unclear and conflicting laws. Most of the disadvantages of e-commerce today,

however, stem from the newness and rapidly developing pace of the underlying technology. These

disadvantages will disappear as e-commerce matures and becomes more available to and accepted

by the general population. 

3.2.4  Evolution of E-Commerce

Although e-commerce has only developed for about 10 years with the development of the

Internet, it has evolved in the following stages1:

1. Creating Websites and announcing the information of products 

2. Interactive questioning and answering on the Internet

3. Information technology based industrialized e-commerce.

At the first stage, many companies believed that e-commerce is information retrieval on the

Internet. At the second stage they believe that interaction between the company and its customers

is more important. At the third stage, they have to believe that e-commerce consists of

information flow, capital flow, material flow and agent flow2. The optimized configuration of

these four flows is the necessary condition for successful e-commerce, which will be discussed

later in this chapter. 

3.3  E-Market and its Characteristics

An e-market is the place for doing e-commerce. The widespread deployment of the Internet has

opened up a worldwide market for both sellers and buyers [157]. Buyers can now compare many

more suppliers worldwide. Similarly any sellers can now offer goods and services to customers

worldwide.

The concept of an e-marketplace extends beyond the Internet, Intranets, and extranets. It

denotes an all-encompassing marketplace or network which will be the vehicle for sending,

1. http://www.people.com.cn/GB/it/51/20010507/458683.html

2. Flow can be replaced with chain. 
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receiving, and using all kinds of digital data, information, and services [119]. Basically speaking,

an e-marketplace consists of the host computer and the definition of allowable interactions and

communication techniques [332]. The host must provide a set of interaction scenarios, constraints

within which the agents must operate, communication language, and a hosting procedure. The e-

marketplace may be provided by a retailer or financial institution, an Internet mall, an auction

site, or a site provided for buyer and seller agents to meet and negotiate deals, For example,

Market Maker is an e-marketplace that provides customers for selling and buying in the Internet

[104]. 

According to Sarker, Butler, and Steinfield [259], there are at least four characteristics in the e-

market: 

1. The number of organizations involved in a complete seller-buyer exchange will be greater 

than in a comparable exchange in a traditional market

2. Channel functions related to attracting a community of potential customers will more likely be 

performed by cybermediaries1

3. Customers will interact with a greater number of cybermediaries than similar customers in tra-

ditional markets. Furthermore, the number of information channels will be greater in an e-

market than in comparable traditional markets

4. The number of sellers using cybermediaries to perform a particular channel service will 

decline at a slower rate than the number of sellers in a comparable traditional market.

These characteristics of e-markets cause new challenges and criteria for an e-marketplace. The

following criteria are essential for an e-marketplace, based on the lessons from many early

unsuccessful attempts at e-markets [145] (p 272):

• Critical mass of buyers and sellers. The e-marketplace should be the first place customers go

to find the products and services they need

• Opportunity for independent evaluations and for customer dialogue and discussion. In an e-

marketplace, not only do users buy and sell products or services, they also compare notes on

who has the best products and whose prices are outrageous. The ability to openly evaluate the

wares offered is a fundamental principle of an e-marketplace

1. Cybermediaries are organizations that operate in e-markets to facilitate exchanges between producers and 

consumers [259]. For example, intelligent agents are cybermediaries.
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• Negotiation and bargaining. No marketplace is complete if it does not support negotiation.

Buyers and sellers need to be able to bargain over conditions of mutual satisfaction, including

money, terms and conditions, delivery dates, and evaluation criteria

• New products and services. In an e-marketplace, consumers can make requests for products

and services not currently offered and have reasonable expectation that someone will turn up

with a proposed offering to meet that request 

• Seamless interface. The biggest barrier to e-trade is having all the pieces work together so that

information can flow seamlessly from one source to another 

• Recourse for disgruntled buyers. An e-marketplace must have a recognized mechanism for

resolving disputes among buyers and sellers. Markets typically include a provision for resolv-

ing disagreements by returning the product or through arbitrage in other cases.

Finally, it should be noted that e-commerce brings new challenges. For example, in a physical

marketplace such as a retail store, a salesperson can use clues such as the customer’s questions,

dress style, and body language to better assess interests [99] (p 224). However, in an e-

marketplace no one sees the customer, and the goal is to let the customer do as much shopping as

possible for himself or herself. E-store owners have to do an interesting piece of detective work;

that is, based on customer browsing behaviour and purchase history, one should construct a model

of who the shopper is, which requires sophisticated data analysis capability.

3.4  Three Chains for E-Commerce

Any business or commerce activity at least includes the dynamic change or management of three

chains: a supply chain, a value chain, and an agent chain, as shown in Fig. 3.3. The agent chain

can be called a customer chain if everyone can be considered as a customer in business. These

three chains are made up of a complex structure in both traditional commerce and e-commerce,

and influence the consequence of any business activity in an interdependent way. Further,

information flow in these three chains plays a pivotal role for a successful commerce system, just

as blood does for a healthy person. This section will discuss these three chains in some depth. 

3.4.1  Value Chain 

In a market society, any business activities basically aim at the most profit. These business

activities can be taken as a sequence of activities that create value for the company. This sequence
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of activities is essentially viewed as a value chain. Strictly speaking, a value chain is a way of

organising the activities that each strategic business unit undertakes to design, produce, promote,

market, deliver, and support the products or services it sell, as well as human resources

management and purchasing [263] (p 24). The value chain breaks these activities down to

strategically relevant categories in order to understand the behaviour of cost and the existing and

potential sources of differentiation and then ascertain a company’s competitive advantage [56] (p

62). Two strategic categories of the value chain are primary and support activities. Primary

activities constitute the physical production of the product, the sale and transfer to the buyer, and

post-sales service, etc. [56] (p 62). Supporting activities constitute human resource management,

purchasing, etc. in order to help the primary activities. 

According to this definition, a model for the value chain is shown in Fig. 3.4. The essence of a

value chain is that one stresses that the value dynamically flows up and down in the value chain,

and neglects the other kind of flows such as material or information. Further, the linear structure

of the value chain from $design to $service is only illustrated as an example. In practice, the

structure of a value chain for a company is much more complex. However, according to graph

theory, given the number of nodes in the value chain, for example, n, then the most complex

variant of the value chain is a n-complete graph-based structure [282]. A concrete value chain for

a company is a subgraph of a n-complete graph-formed structure1, as shown in Fig. 3.5. 

Fig. 3.3  Three important chains in commerce
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Fig. 3.4  A model of a value chain
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3.4.2  Supply Chain (SC)

A supply chain is essentially a business process that links manufacturers, retailers, customers, and

suppliers in the form of a “chain” to develop and deliver products as one “virtual” organisation of

pooled skills and resources [146] (p 285). The goal is to obtain benefits by streamlining the

movement of manufactured goods from the production line into the customer’s hands, by

providing early notice of demand fluctuations and coordination of business processes across a

number of cooperating organisations. 

The supply chain can be broken into three parts: an upstream part, internal part and

downstream part [305]. The upstream part encompasses all the activities involved in material and

service inputs from suppliers, the internal part involving in the manufacturing and packaging of

products, and the downstream part involved in the distribution and sale of goods to distributors

and customers. A general model of a supply chain is shown in Fig. 3.6. 

Before the inception of the Internet, many of the processes in the supply chain, especially in

upstream and downstream activities, had been managed with paper transactions [305]. Now these

transactions are being done digitally using the Internet, because digital information flow makes it

possible for a company to create a boundaryless organisation [99] (p 217). The old phrase supply

1. Strictly speaking, it is a weighted complete graph, where weights stand for the value in value chain. 
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Fig. 3.5  A model of a complete graph-based value chain

Fig. 3.6  A model of a supply chain 
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chain implies links in a linear form, looking back from the retailer to distribution to transportation

to manufacturing. Today’s supply chain is replaced by a “supply network”, a web of partnerships

enabled by digital information flow. Everyone who touches the product must add value, and

communications go both forward as well as back. Companies in the supply network aren’t

restricted to their places in line by heavy chains of processes but can interact and do business with

multiple vendors as they need to. In this way, the supply network integrates the value chain and

the supply chain, and extends them into a complete graph-formed value-supply network.

It is noted that e-commerce can be used to link all the members in the supply chain for a

seamless flow of goods, services, and information about purchases, payments, delivery schedules,

and so on [303] (p 34). SCM (supply chain management) has been a hot buzzword for the past

years, but linking many business partners manually has been extremely difficult. Everyone from

the raw material supplier to the ultimate seller in the chain must be able to get accurate

information quickly and easily about orders, shipping, and customer responses to products and

services. Business partners must decide together which areas they will try to link first. Each

partner then focuses on key internal groups that have the most to gain by adopting e-commerce.

3.4.3  Agent Chain

Value chains and supply chains have been discussed so far. However, human agents have been an

active and decisive factor in traditional commerce. Therefore, only taking into account value

chains and supply chains is not sufficient for e-commerce. Agent chains are also important for e-

commerce [44]. In some cases, agent chains might decide the dynamic development of value

chains and supply chains. 

Agents1 are everywhere in human society. It could be said that one occupation corresponds to

one kind of agent [84]. People daily encounter travel agents, seller agents, buyer agents, tax

agents, and so on. In business activities there is a special kind of agent, i.e. brokers or merchants.

It is these agents who specialize the commerce activity and facilitate the development of modern

commerce. With the development of this kind of specialization and information technology, part

of or the whole function of some human agents is replaced by intelligent agents (which will be

discussed in Chapter 4). However, the history of agents goes back thousands of years [85][125].

1. Agents and brokers mentioned in this section are human agents and human brokers respectively. 
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At that time, the seller separated from the producer, and the buyer and merchant appeared as a

special job i.e.

producer seller buyer (1)

The seller (merchant) could be considered as the agent of the producer from a producer

viewpoint. If a seller wished to sell the goods of the producer to a buyer, he1 must be also

regarded as the agent of the buyer from the viewpoint of the buyer, because the buyer thought that

the seller assisted him to buy the goods. So the seller in (1) worked as an agent, an intermediary or

advisor, of both producer and buyer in the bargaining process. In other words, the relationship of

the agent and broker is

producer agent  broker  buyer agent (2)

Further separation or refinement or specialization in business activities continued with social

development in human history. The seller sells his goods either directly or via a seller agent. The

seller agent asks a broker for help to find an appropriate buyer to finish selling the goods. The

buyer might also buy the goods not directly but via a buyer agent. In that case, the broker usually

stands between seller agent and buyer agent. Therefore, the relationship of agent and broker

evolves into 

seller seller agent  sell-buy broker buyer agent buyer (3)

In fact, in modern business activities, there are many different agents on behalf of sellers.

There are also many agents on behalf of buyers. Some of them can function as a broker on some

occasions. Therefore, there is an agent chain or broker chain that links the (initial) seller and the

(end) buyer: 

(4)

(4) can be considered in another way; that is, one can view that the  is always the buyer

of the  and the seller of the . Based on this idea, for each ,

,  and  constitute a subchain of seller-broker-buyer, which is the

fundamental part of any commerce. For brevity, let  be the initial seller, and  the

1. For brevity, he, his or him stands for he/she, his/her, or him/her respectively in this research.

→ →

≡ ≡

→ → → →

seller agent1 agent2 … broker … agentn 1– agentn buyer→ → → → → → → →

agenti

agenti 1– agenti 1+ i 2 … n, , 1–=

agenti 1– agenti agenti 1+

agent1 agentn
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end-buyer, then the agent chain becomes a sequence of subchains of seller-broker-buyer. The

transfer of the goods from  to  changes into a sequential and cyclic movement of

such a subchain of seller-broker-buyer, as shown in Fig. 3.7. 

In this way, some agents in the agent-chain sometimes play a tri-role; that is,  will work

as either a seller-agent, or a broker, or a buyer agent. Such a tri-role of an agent in the agent chain

might facilitate the healthy and effective development of commerce, although business activities

have been specialized in the current time. 

As mentioned previously, a chain is essentially a linear structure. It is only useful for research

or abstraction of the practical case. It is not a real simulation of the real world agent structure

actively working in the traditional commerce. The real abstraction is an integration of a linear

structure; that is, an agent chain, and a local cyclic linear structure; that is, a seller agent, a broker

agent, and a buyer agent. If one also takes into account the complete graph in an agent chain, then

the agent chain becomes a more complex structure, called an agent network, as does the

generalized structure of value chains and supply chains. However, with the fast development of e-

commerce, one has to take into account the generalized structure from a research viewpoint.

In current business activities, how to manage the agent chain and how to optimize the agent

chain are always a big issue for business management. This is not a new problem in commerce,

because customer relations and human factors are always a big issue for real commerce. However,

the agent chain or agent network is a new viewpoint, which will lead to a new challenge for

commerce, in particular for automating commerce; that is, agent chain management (ACM) might

be an important topic, just as SCM is. Further, based on above discussion, it can be argued that

multiagent systems (MASs) are better than a single agent in simulating real business activities

with the agent chain or agent network, which will be discussed in Chapter 4. But there are still no

available multiagent systems to implement such a model. 

agent1 agentn

agent1 agent2 agent3… broker … agentn 1– agentn→ → → → → →

Fig. 3.7  Subchains of seller-broker-buyer in a agent chain

agenti
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It is worth noting that in commerce, a buyer or buyer agent is always taken as a customer.

Thus, an agent chain can sometimes be viewed as a customer chain. How to manage the customer

chain and how to improve the relationship of customers in the customer chain then become a big

issue of customer relationship management (CRM). 

So far, this section examined three kinds of chains. The dynamic change of these three chains

might lead to the evolution of traditional commerce to e-commerce. The first two have been

drawn increasing interest in e-commerce which are fallen in the categories of value chain

management (VCM) and supply chain management (SCM). The agent chain can be considered in

the ACM, which is an important part in intelligent agents or MASs with further development of

MASs in e-commerce. MASs will be discussed in next chapter.

3.5  Transaction-based E-Commerce

Enterprises are increasingly deploying the e-commerce framework in three classes of applications

based on the transaction mode: business to business (B2B), business to Consumer (B2C), and

Consumer to Consumer (C2C)1, as mentioned in Section 3.2. The first two of them have been

attracted a lot attention in these days and become the primary forms of e-commerce, comparing to

the last one. In what follows, these three kinds of transaction-based e-commerce will be discussed

with models and examples. 

3.5.1  Business to Business (B2B) E-commerce 

As its name implies, B2B e-commerce is all about two businesses conducting transactions on the

Web [6][299]. For example, Company A purchases product P of Company B using the Web.

Company A will negotiate with Company B about this product using the Web. Both companies

might use their own agents/intelligent agents during the negotiation. After careful bargaining,

they agree on the sale. Then lawyers will draw up electronic contracts which are digitally signed.

Finally Company A transfers funds from his account to B’s account and the deal is reached, as

shown in Fig. 3.8. 

B2B e-commerce essentially involves industrial markets, which are defined as individuals or

groups that purchase a specific type of product for resale, for use in making other products, or for

use in daily operations [300] (p 139).

1. http://www.indiawebdevelopers.com/services/ecommerce.asp
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Many experts believe the next wave of Internet use will be driven by B2B e-commerce [56] (p

270). Thus, B2B e-commerce is one of the principal forms of e-commerce [303] (p 9). B2B e-

commerce is used by businesses perhaps most commonly to improve communication within the

organisation and to cut the cost and increase the efficiency of business processes. Some B2B e-

commerce systems such as eBay (http://www.ebay.com) are very impressive. However, these

sites are not seller-centred but buyer-centred. The key idea behind these is that if the buyers are

there, the sellers will come1. 

3.5.2  Business to Consumer (B2C) E-Commerce 

Another principal form of e-commerce is B2C e-commerce [303] (p 9)[56] (p 270), which is one

that has been most completely developed in e-commerce. B2C e-commerce2 is applications that

provide an interface from businesses directly to their consumers. The most common example of a

B2C application is a retail Website featuring the business's products or services that can be

directly purchased by the consumer such as www.amazon.com. The basic model of B2C e-

commerce is shown in Fig. 3.9. 

1. See http://www.cnn.com/2001/TecH/internet/09/24/web.auctions.idg/index.html

2. See http://www.peterindia.com/E-businessOverview.html.

Company A wants to purchase 
product P of company B

Contracts are digitally signed and 
funds are transferred from A’s account 
to B’s account. The sale is complete

Both companies agree on the 
sale. Lawyers draw up e-
contracts

Company A negotiates with 
company B about the 
purchase on the Web

Fig. 3.8  B2B e-commerce model after [299]

Buyer search and browse e-
commerce site

Seller delivers goods to buyer 

Buyer selects goods and 
gives credit card information

Seller sends confirmation to 
buyer

Seller checks buyer’s credit 
card information 

Fig. 3.9  A model of B2C e-commerce after [299] (p 265)
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B2C e-commerce can involve electronic transactions in marketing, ordering, and paying, after

sales service and, in the case of intangible or virtual goods and services, even delivery (as

mentioned in Section 3.2.2). B2C e-commerce is used by customers for the convenience of

purchasing products or services over the Web. Businesses use B2C e-commerce to attract new

customers, to reach new markets, and promote products and services.

B2C e-commerce is also called consumer-oriented e-commerce [110]. In consumer-oriented e-

commerce, companies deploy virtual storefronts to sell their goods and services directly to the

customer. 

B2B e-commerce and B2C e-commerce share at least two major goals. One of these major

goals is to complete the transaction on time [299]. For example, in the case of B2C e-commerce,

the seller has to minimize the time between the time of purchase and the time the buyer gets his

goods. Another of the major goals is to complete the transaction without taking into account

distance and time to provide even more satisfaction for customers. But there are also differences

between these two kinds of e-commerce. The major difference is how a business is carried out.

This is similar to the real world. In B2B transaction, people can give credit cards, cash or checks

to make a purchase. In the Web world, credit cards are used most often. In B2C transactions,

corporations have company accounts that are maintained and the accounts are billed at certain

times. This is still valid in e-commerce. 

3.5.3  Consumer to Consumer (C2C) E-commerce 

C2C e-commerce consists primarily of Websites where consumers deal directly with one another,

such as online communities, free personal classified pages, auction houses. This obviously means

that the company facilitating the transaction must find some non-traditional revenue stream. This

could be a small cut of the transaction, a service fee, advertising, or some combination of these.

The basic model of C2C is shown in Fig. 3.10. 

E-bay (www.ebay.com) is an example of a C2C e-commerce application that is popular with

consumers. Every one can open his own store and display and sell all of his items in the e-bay

world. Every one can also search and buy books, toys etc. in the e-bay stores. 

The current e-commerce is mainly supported by the various kinds of companies, small and

giant ones. C2C e-commerce is thus relatively negligible. However, C2C e-commerce is an
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interesting and relatively new piece of the e-commerce world1. The development of the Internet

and the WWW makes the traditional distance zero and the communication free. Then the

development of C2C e-commerce will become an important complementary part for facilitating

B2B e-commerce and B2C e-commerce. 

3.5.4  Summary

In this section three kinds of transaction-based e-commerce were explored with models and

examples. Using Web technology, these three kinds of transaction-based e-commerce will

facilitate the buying and selling of goods and services and the transfer of funds. They also

embrace such intercompany and intracompany processes as procurement, order handling,

production, marketing, sales, and distribution.

3.6  Information Overload and Search

This section will examine how to lessen information overload and obtain the right information in

the Internet at a right time. Although the scenario is information for investors, it is still valid for a

more general setting. 

3.6.1  Information Overload

With the explosive growth in the Internet, there is an unprecedented abundance of digital

information available on the Web and the Internet. The magnitude of information available on the

Web is so great that it is more and more difficult for a person to collect, filter, evaluate, and use

information available in the Internet for problem solving [227]. For example, investment

information overload from the explosive growth of the World Wide Web is making it difficult to

search on-line in order to find an investment which really meets one’s needs [286]. Despite

enormous efforts in categorising information, linking information, and search and retrieval as

well as many well-known search engines available on-line, this overload has not yet been tamed.

1. See http://www.peterindia.com/E-businessOverview.html

Fig. 3.10  A model of C2C e-commerce
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Another example is that while writing this section the author used “investment information” as

search key words. Google, a popular and comprehensive search engine, found about 2,760,000

Web items, and found 3,010,000 Web items for “e-commerce”. However, the most

comprehensive search engine covers no more than 16 percent of the available Internet [204],

although Google can search 2,469,940,685 Web pages1. Therefore, information overload is a

critical issue facing the information society. Under these conditions, information providers (e.g.

Commonwealth Securities) face the problem of creating and building the most effective new-

media channels to get their information to the appropriate information customers. The

information customers face the problem of how to get the appropriate required information using

as little searching time as possible. Individuals recognize that timely and relevant information is

critical to business success, and that information truly is power. Few information customers such

as investors have enough time to perform costly and ineffective on-line searches. They often lose

patience facing such an information overload. 

3.6.2  Search Engines

As information in the Internet grows exponentially, new ways of finding the right information and

resolving information overload are needed. At the moment, search engines are still a very popular

means of finding information and resolving information overload [119], because the first attempt

to deal with the information overload on the Web was the search engine [21]. Modern, powerful

search engines such as Openfind2, Yahoo, and Google provide an example of how digital

technology can be used to retrieve information. The most important feature of any search engine

is ease of use and accuracy, the search speed, for example, of Google, is so satisfactory that it

becomes of secondary importance [303] (p 135).

Search engines such as Yahoo generally only provide key word input and then search

according to the input of the user [21]. If the user requires further limited search requirements,

Yahoo uses another page to let the user select retrieval methods and search domain and simple

time limitation. It doesn’t deal with the semantic refinement of the key words, but searches its

1. This data was recorded on 11.09.02

2. http://www.openfind.com
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information database and finds the related information and sends it to the user, which includes

much information of no value. 

Search engines work most effectively when information is indexed, graded and categorized as

they are posted [21]. Since most searchable documents are now on the Web, and the Web didn’t

grow out of this philosophy, there is a definite practical limit to the performance one may expect

of future search engines no matter how finely tuned. Search engines work with these constraints.

While some additional effectiveness may be expected in such areas as indexing behaviour (e.g.

more sophisticated parsing and integration of <meta> and <title> tags with the index of the

document body), it is unlikely that even the best groomed search engine can satisfy all of our

long-term needs. It appears as if the Internet will continue to be over-indexed for the foreseeable

future. A partial solution is to develop personal software agents to help information search which

will be discussed in next chapter. 

3.6.3  Summary

This section discussed information overload and information search. In fact, how to resolve

information overload and get the right information in the Internet at right time becomes a big

issue not only for e-commerce but also for all kind of e-activities. However, it should be noted

that on the one side, the information overload brings a big burden; on the other side, one has to

face the fact that information overload is a natural phenomenon during the fast growing Internet

and the WWW. Nobody can change this situation thoroughly with the still extraordinary growth

of the WWW. Therefore one should change the traditional way of thinking about information

overload, and admit that it is such information overload in the Internet that make us have a good

understanding about our intelligence and artificial intelligence, because information overload in

the Internet will lead to new intelligent techniques. 

3.7  Information Brokerage

As a result of information overload, the problem of locating information sources, accessing,

filtering and integrating information and coordinating information retrieval and problem solving

efforts of information sources have become very critical. This requires new methods of searching,

filtering, and organising information that are appropriate for the decision support task in e-

commerce [8]. If the first step of reducing information overload in the Internet is to use search
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engines, then the second step for reducing information overload is to delegate some activities to

intelligent agents [178]. Apparently, the delegation of tasks is an important response to the above

problem, because through delegation the desktop, server, and the middle-ware can assume more

of the end user’s work. Information brokering is one of the most important forms of delegation

and also an important form of e-commerce.

Information brokering is the business of buying and selling information as a commodity. It has

been around us for a long time and is very popular on the Internet [173]. Information brokering is

mainly involved in three components: information customers, information providers, and

information brokers. A general architecture of information brokering is shown in Fig. 3.11. For

example, investment information customers are mainly investors such as personal investors for e-

investment. They can consult the investment information base (repository) through investment

information brokers [127]. They can also get the requested investment information from the

investment information brokers, which might be fee-oriented [286].

Investment information providers are mainly stockbrokers, listed investment companies,

research organisations for investment, and any others, e.g. Reuters. They supply investment

information for information brokers. They also provide other financial services on-line such as

chart analysis and portfolio tools in order to make themselves more popular in the information-

rich environment of the Internet. The comprehensive search engines available on the Internet such

as Yahoo can also be considered information providers, because they provide information about

the stocks, funds, or other investment services.

An investment information broker is an individual or organisation who on demand seeks to

answer questions using all sources available and is in business for a profit. In open cyberspace,

investment information brokers (a more general term is agents) are paid and have to pay for any

investment services they provide to their customers. 

Fig. 3.11  A general architecture of information brokering
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A good information broker will not just take a customer’s question and answer it as early as

possible [286]. The information broker should be concerned with several aspects of the

investment and probe the customer for as much information about the investment as possible.

Further, the information broker should accept information from all available information

providers. He should also retrieve, select, gather, organise, store, analyse and evaluate, filter,

adapt, and disseminate information or return recommendations to requesting information agents

in various ways [286], in order to meet the information customer’s needs with high quality

information, as shown in Fig. 3.12. In fact, intelligent information agents and intelligent

information brokers for information brokering co-operate with one another, and can take away

much of the information burden an information customer is confronted with in e-commerce [286].

In the next chapter a model for an intelligent information broker based multiagent system will be

proposed and discussed in detail. 

3.8  Concluding Remarks

This chapter discussed the evolution from traditional commerce to e-commerce, and examined

three kinds of chains in e-commerce: value chains, supply chains, and agent chain. It showed that

the linear structure of the traditional value chain, supply chain, and agent chain can be replaced by

the most complex structure; that is, a complete graph-based structure, because the dramatic

development of the Internet and WWW makes communication free of the time constraints and

distance essentially zero. This chapter also discussed transaction-based e-commerce: B2B e-

Fig. 3.12  Information flow in information brokering

Search information

Gather information

Classify information

Filter information

Adapt information

Match information

Requested 
information

Required 
information
- 63 -



 3. E-Commerce 
commerce, B2C e-commerce, and C2C e-commerce with models and examples and argued that

C2C e-commerce is also an important supplement to the major forms of e-commerce: B2B e-

commerce and B2C e-commerce. How to obtain the right knowledge in the right place at the right

time is also a big issue for e-commerce with the increasing information overload in the Internet.

Therefore this chapter finally examined information overload and information brokerage with

models. 

It should be noted that e-commerce applications are just about to leave their infancy [224].

New technologies and techniques are still required to enable users to do business on-line with

confidence and without taking into account time, distance, and make e-commerce more

intelligent, more effective, and more personalized. One solution to these problems is to use CBR

through intelligent agent technology, which will be discussed in the following chapters in detail.

First of all, the next chapter will provide fundamental treatment of intelligent agents and

multiagent systems (MASs).
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4 Intelligent Agents and Multiagent Systems

This chapter is the third chapter in the Part I of the thesis. It is also the basis for Chapter 7 and 8,

as shown in the shaded area of Fig. 4.1. This chapter will briefly investigate basic features and

architectures of intelligent agents, intelligent brokers, and multiagent systems (MASs). It also

examines the relationship between intelligent agents and expert systems (ESs) as well as MASs,

in which a knowledge-based model of integrating ESs in MAS is proposed. Then it proposes a

multiagent-based architecture for information brokering as an example of the architecture of

MAS, which can help customers to access information on the Internet. 

4.1  Introduction 

With the rapid development of the WWW, intelligent agents and MASs are among the most rap-

idly growing areas of research and development in computer science [32][125][180]. They help

private and business users in their search for information and performance of tasks in a net-

worked, digital world and improve the decision making in their ordinary business activities

[52][84][201]. Many experts believe that they provide a new category of software that will gain

greatly in importance in the coming years [31] [32][139].

Agent research crosses many disciplines and has been influenced by areas such as artificial

intelligence (AI), distributed computing, software engineering, sociology, economics, object-

oriented systems, artificial life, and game theory [86].

This chapter will investigate basic features and architectures of intelligent agents, intelligent

brokers, and MASs. It also examines the relationship between intelligent agents and intelligent

brokers, the relation between expert systems (ESs) or knowledge-based systems (KBSs) and

MASs. The main idea stressed here is that the intelligence level of the MAS can be improved

 1. Introduction

2. CBR  3. EC 4. MAS

6. CBR + EC 7. CBR + MAS 8. MAS + EC
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through coordination, cooperation, communication, and negotiation among the agents within the

MAS, although each of them may be less intelligent than an ES. Then it proposes a multiagent-

based architecture for information brokering, which can help the customers to access information

on the Internet. The key idea behind the architecture is that the task of a human information

broker should be done by a few cooperative intelligent information agents within a MAS. 

The remainder of the chapter is structured as follows. Section 4.2 discusses the essence of

intelligent agents. Section 4.3 and Section 4.4 examine two special intelligent agents: mobile

agents and intelligent brokers. Section 4.5 discusses the fundamentals and features of MASs, and

examines the relationship of coordination, cooperation, and communication. Section 4.6 argues

the relationship between ESs and MASs. Section 4.7 highlights the architectures of MASs and

proposes a multiagent architecture for an information broker. Finally this chapter is ended with a

few concluding remarks. 

4.2  Intelligent Agents 

In these days, one only uses a click of a web browser to retrieve information with a search engine.

Let’s go one step further from search engines and meet intelligent agents, which make you a click

on a browser and you can get all the information and services you could possibly want. Intelligent

agent1 technology has become important in both AI and mainstream computer science. It is now

making the transition from universities and research labs to industrial and commercial applica-

tions, such as information retrieval and e-commerce [86]. This section will examine fundamental

features of agents.

4.2.1  What is an Intelligent Agent?

Researchers in the agent world have offered a variety of definitions, each hoping to explicate his

or her use of the word “agent”. These definitions range from the simple to the lengthy and

demanding. They are used in different concepts and contexts from cognitive modelling of human

behaviours to information agents of the Internet. Generally speaking, the concept agent is used in

the subject matter of two contexts [227]. The first is a software engineering context where an

agent is a “softagent” interacting only with software entities in a computer software world. Some

1. Hereafter, “agent” means an abbreviation for “intelligent agent,” for brevity. 
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of the examples are information agents, Internet agents, and database management agents. The

second context of the term agent is a cognitive and engineering attempt to the explanation, model-

ling, and simulation of human mental functions. An intelligent agent is considered as some

abstraction from human persons to the specification of various professional, social, and psycho-

logical roles. For example, seller agents and buyer agents in the e-market belong to this category

[227]. 

However, there is not a universally accepted definition of agenthood in the literature

[139][227] owing to the aforementioned two different contexts of the term of agents. There are,

however, several widely accepted concepts which characterise agent systems. Further, almost

every definition of the agent is a specification of the definition from the Webster's dictionary; that

is, an agent is: “an entity which acts for or in the place of another by authority from him, either as

a representative or as an instrument by which a guiding intelligence achieves a result.” The

following definitions are among them:

• Individual problem solving entities are called agents in distributed artificial intelligence (DAI)

systems [137] 

• Agents can be as simple as subroutines, or each of the system components might be considered

as agents. As such they represent some cognitive speciality. Typically they are larger entities

with some sort of persistent control (e.g. distinct control threads within a single address space,

distinct processes on a single machine, or separate processes on different machines)[100] 

• By the term agent, Wellman refers to a module that acts within the mechanism according to its

own knowledge and interests [330]

• An agent is anything that can be viewed as perceiving its environment through sensors and act-

ing upon that environment through effectors [96] 

• An agent is a self-contained program capable of controlling its own decision making and act-

ing, based on its perception of its environment, in pursuit of one or more objectives [207]

• An agent is a software program designed for performing a specific task based on its own

knowledge and the message it received [178]

• A software agent is a computer program that functions as a cooperating personal assistant to

the user by performing tasks autonomously or semi-autonomously as delegated by the user

with a common understanding agent more than a task perception and execution program [227]
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• An entity is a software agent if and only if it communicates correctly in an agent communica-

tion language like ACL [100]. This means that the entity must be able to read and write ACL

messages, and it means that the entity must abide by the behavioural constraints implicit in the

meanings of those messages.

In order to differentiate an agent from an ordinary program, Franklin [96] analysed 11

different definitions of agents available at that time and examined the requirements constitute the

essence of being an agent, and then he formalized them into the following definition:

“An autonomous agent is a system situated within and a part of the environment that senses

that environment and acts on it, over time, in pursuit of its own agenda and to effect what it senses

in the future. The environment here can be computer operating systems, a computer screen or its

memory, databases, networks or the Internet, etc. The agents live in all these artificial

environments.” 

This definition yields a large and varied class of agents as was to be expected of one requiring

only the essence. No doubt it's too general to be useful as is. Adding additional requirements for

different purposes will produce useful subclasses of agents, which will be discussed in next

section. But first, there are a couple of basic points to clarify.

Autonomous agents are situated in some environment. If the environment is changed then one

may no longer have an agent. A robot with only visual sensors in an environment without light is

not an agent. Systems are agents or not with respect to some environment. Some agents discussed

above require that an agent “can be viewed” as sensing and acting in an environment; that is, there

must exist an environment in which an agent lives.

What are about ordinary programs? A payroll program in a real world environment could be

said to sense the world via its input and act on it via its output, but is not an agent because its

output would not normally effect what it senses later [209]. A payroll program also fails the “over

time” test of temporal continuity. It runs once and then goes into a coma, waiting to be called

again. Most ordinary programs are ruled out by one or both of these conditions, regardless of how

one stretches to define a suitable environment. Therefore, all agents are programs, but not all

programs are agents based on the above definitions. Furthermore, agents differ from ’traditional’

software/program in that they are personalized, semi-autonomous, proactive, adaptive, and so on.
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These qualities make agents particularly useful for the information-rich and process-rich

environment of e-commerce.

In this research, intelligent agents are considered as autonomous and adaptive computer

programs operating within software environments such as databases or the Internet [86]. They are

the software counterpart of human agents existing in the society and business. Typical tasks

performed by intelligent agents could include collecting, filtering, and processing information,

scheduling appointments, locating information, alerting to commerce opportunities and making

travel arrangements, etc. For example, information agents filter and coherently organize unrelated

and scattered data; and autonomous agents are able to accomplish unsupervised actions.

Individuals are capable of handling these routine tasks and have been doing so for years. But

intelligent agent technology holds the promise of easing the burdens on users by automating such

tasks [32][125][250].

4.2.2  Features of Intelligent Agents

Intelligent agent technology combines AI (reasoning, planning, natural language processing, etc.)

and system development techniques (object-oriented programming, scripting languages, human-

machine interface, distributed processing, etc.) to produce a new generation of software that can,

based on user preferences, perform tasks for users [250][125]. In fact, because the varieties of

agent definitions, there are many features or attributes of agents that have been discussed in agent

technology. The main fundamental features of agents (also see [143]), which are shared in the cur-

rent research and differ from traditional software, are listed in Table 4.1. 

In practice, some features are often associated with the notion of an intelligent agent in

literature [34][32][94][95][250] such as adaptability, autonomy, cooperativity, mobility,

proactivity, and reasoning capability. It is necessary to examine them in some more detail.

• Adaptive behaviour is the ability to learn and improve with experience. This means that learn-

ing behaviour is the necessary condition of adaptive behaviour. For example, learning agents

could learn the user’s habits and preferences over time and either respond to requests or act on

the user’s behalf based on what they learned 

• Autonomy is the ability of agents to handle human user-defined tasks independently of the user

and often without the user’s guidance or presence. The user does not become directly involved

in executing the task. Once he has specified how and when a task should be performed, the
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intelligent agent is delegated to perform it when the right conditions are met. Autonomy seems

to be more useful in distinguishing agents from other kinds of software, as opposed to the gen-

eral notion of intelligence [230]. Further, autonomy seems to be central to agenthood 

• Cooperativity is the ability of agents to work with other agents to achieve a common goal.

Agents are usually developed to provide expertise in a specific area and can, through coopera-

tive work, jointly accomplish larger and more complex tasks

Table 4.1  Features of agents

Features Other names Meaning
adaptive learning change its behaviour based on its previous experience [96][304]
autonomous exercise exclusive control over their internal state and behaviour 

or they can act on their own [140][143][227]
goal-oriented proactive, initiative does not simply act in response to the environment 

[21][96][143][353]
character believable “personality” and emotional state
cooperative ability of agents to work with other agents to achieve a common 

goal.[143][353]
communicate socially able able to exchange information with other entities (agents, humans, 

objects, their environment) [96][227]
commitment if an agent advertises a willingness to perform a service, then it is 

obliged to perform that services when asked to do so [100]
mobile ability to move from one location to another while preserving 

their internal state [353]
flexible actions are not scripted [96][140]
goal-oriented proactive, initiative does not simply act in response to the environment 

[21][96][143][353],
reactive sensing & acting responds in a timely fashion to changes in the environment 

[96][227]
temporally 
continuous

is a continuously running process [96]

 reasoning rational ability to infer and extrapolate based on current knowledge an 
experiences - in a rational, reproducible way [227]

inductive agents are allowed to adapt and learn from their environment by 
recording the success and the failure of their past actions [106]

Interoperative [353]
proactive able to exhibit opportunistic, goal-directed behaviour and take the 

initiative where appropriate [140]
personalised MIT [209] 
persistent  maintain a consistent internal state over time which is not 

changed capriciously [227]
planning synthesise and choose between different courses of action 

intended to achieve its goals [227]
social ability able to interact, with other agents in order to complete their own 

problem solving and to help others with their activities [140]
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• Mobility is the ability of agents to traverse one Web server to another in a self-directed way,

carrying actions for remote execution. Further, mobility can be classified into: data mobility,

control mobility, and mobile problem solving methods (PSMs) [197]. Using mobile PSMs an

agent can share and reuse other cooperative agents’ experiential knowledge 

• Proactivity is the ability of agents to take action initiatively, rather than waiting for something

to happen and then acting as a result of it 

• Reasoning capability is the ability of agents to operate in a decision-making capacity in com-

plex, changing conditions. This property is usually associated with making inferences, having

the competence to choose among different strategies or the capability to plan a task 

• Rationality: an ideal rational agent is defined as follows: for each possible percept sequence, it

acts to maximize its expected utility, on the basis of its knowledge and the evidence from the

percept sequence [125] (p 4). 

An intelligent agent does not necessarily have all these abilities. It should be tailored to a

special problem specification. Further, it is useful to combine some listed features and define a

special agent to model a real word problem. For example, a flexible agent is responsive,

proactive, and social [140]. In fact, each of the listed features is certainly a facet of human real

intelligence. What features a researcher stresses are basically pragmatic and easy to be treated

from the perspective of the researcher.

In agent technology, almost every agent satisfies the first two properties [21][76]. Adding

other properties produces potentially useful classes of agents, for example, mobile agents. As to a

particular agent, it may possess only a few features of the above listed. Because agents are

everywhere in the real world, people daily encounter travel agents, real estate agents, and so on.

Agents may be usefully classified according to the subset of these properties that they enjoy

which can correspond to a certain agent in the real world. This is the reason why there are so

many fundamental features introduced in agent technology. This also indicates that agent

technology has drawn much attention among the researchers with different background in the real

world. From the Boolean algebra viewpoint, if there are  different features, then  different

kinds of agents can be obtained. If there are  different kinds of agents in the real world, then

there should be at least number  so that 

N 2N

M

N
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(1)

If one finds this , then he can use it to classify agents based on a Boolean lattice1. However,

there are no investigation into finding out the number , although there are many studies about

the classification of agents from a pragmatic viewpoint.

4.2.3  Intelligence Level of Intelligent Agents

Turban [304] classified intelligence of intelligent agents into following four levels: 

Level 0- Retrieve documents as specified by users, help in navigation. The example is a

browser. 

Level 1- user-initiated searches using key words, etc. The example is search engines.

Level 2 -software agents such those that match user’s profiles with items in catalogues. The

example is information monitoring and alert agents.

Level 3 -learning agents with a deductive component. 

However, it is probably reasonable to say that the intelligence level of an agent can be

correlated to the degree to which it implements the features listed in the previous subsection. It is

thus better to think of agents as providing a range, or different levels, of intelligence, just as

people have different intelligence in human society [34]. 

Further, the level of intelligence of an agent depends heavily on the advance of information

technology and its living environment. For example, if one can compute the price on the market

with the fastest speed, then he might be called the cleverest man in some places. With the

popularity of computers in the world, the computation ability has changed its role as the highest

level intelligence into a basic ability of implementing the “basic intelligence of human beings”.

What is the highest level intelligence of human beings at present becomes open. However, it is

basically valid that which human ability has not yet been implemented, or which aspects of

human intelligence have not been best studied is the highest level intelligence. This is a basic

criterion, different from the work of Turing in 1950 [306]. Based on this idea, the intelligence of

performing tricks of an agent might be the highest level intelligence of an agent. Performing

1. One of the differences between a Boolean lattice and a set is that the latter’s elements has no order or hierar-

chy even using the inclusion.

2N M≥

N

N
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tricks is the necessary condition not only to win the battle or war but also to be successful in

commerce [285].

4.3  Mobile Agents

This section will examine mobile agents that are among the fundamental technologies needed to

build distributed applications [44][297].

Mobile agents are agents capable of roaming networking environments such as the WWW,

interacting with foreign hosts, performing tasks on behalf of their owners and returning “home”

having performed the duties set them [216][156].

The mobile agent concept grows out of three earlier technologies: process migration, remote

evaluation, and mobile objects- all developed to improve on remote procedure calling (RPC) [48]

for distributed programming [338]. Early systems supporting process migration allowed an entire

address space to be moved from one computer to another. One goal of this mechanism was to

reduce network bandwidth (compared to RPC) when multiple RPC calls are needed to execute an

application. While process migration allowed an entire process to be transferred to a remote host,

this mechanism did not allow an easy way to return data back to the source node without the

entire process returning as well. 

Next came remote evaluation programming, allowing one computer to send another computer

a request in the form of a program (rather than an entire process address space) [338]. The remote

computer receiving such a request executes the program referenced in the request within its own

local address space and returns the results to the sending computer. Remote evaluation systems

improved on process migration by allowing remote programming to occur without having to

transmit the process control data from the source to the destination host. 

Mobile objects (based on object-oriented programming (OOP)) extended remote evaluation

by capturing more program behaviour within the mobile object. Such objects can migrate from

node to node while carrying executable code and data in the form of object-specific properties,

and potentially other embedded executable objects [338]. A number of mobile systems were

developed in the 1980s. For example, the Emerald system developed at the University of

Washington, which led most directly to mobile agents. 
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Mobile agents are also autonomous to some extent, because they themselves can decide

dynamically where and when to travel to a particular destination node based on some embedded

mobility meta-data to perform some required work [338]. Mobile agents improve on all these

earlier technologies for distributed programming by providing a way for executable code,

program state information, and other data to be transferred to whichever host the agent deems

necessary to carry out the actions specified in an application. 

There are at least six main benefits from using mobile agents [162]: 

1. They reduce the network load

2. They overcome network latency 

3. They encapsulate protocols

4. They adapt dynamically

5. They are naturally heterogeneous 

6. They are robust and fault-tolerant. 

Several applications clearly benefit from the mobile agent paradigm. These include personal

assistance, secure brokering, distributed information retrieval, telecommunication networks

services, workflow applications and groupware, monitoring and notification, information

dissemination, and parallel processing. The most important application of mobile agents for this

research is e-commerce. 

Mobile agents are well suited for e-commerce [162][193]. A commercial transaction may

require real-time access to remote resources, such as stock quotes and perhaps even agent-to-

agent negotiation. Different agents have different goals and implement and exercise different

strategies to accomplish them. Mobile agents, embodying the intentions of their creators can act

and negotiate on their behalf, which will be discussed in more detail in Chapter 8. 

4.4  Intelligent Brokers 

Intelligent agents will play an important role in e-commerce for information and services, but

they will not be the only actor. Intelligent brokers are another, for example, sometimes a more

important one in such a place, just as the broker in the traditional bargaining process [185]. In

fact, as special case of intelligent agents, intelligent brokers have also drawn an increasing interest
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in Web intelligence system, because brokerage services are an emerging development satisfying

information needs [119]. 

4.4.1  What is an Intelligent Broker ?

Just with the definition of an agent, there is not a unified idea about a broker. Generally speaking,

a broker is a kind of intermediary. Brokers are mediators standing between the parties of a con-

tract (or transaction), usually buyers (clients) and sellers (servers)1, and perform functions neces-

sary to the fulfilment of a contract [8][61]. In the financial organisations, brokers have existed for

many years, and, in fact, they have become an indispensable part of many financial transactions.

The proliferation of financial brokers is based upon the efficiency with which they can serve the

needs of both would-be lenders and would-be borrowers. The efficiency comes from the many

resources the brokers can pool together, which helps them develop specialised knowledge and

achieve the economy of scale. From a viewpoint of commerce, brokers are an important part of

intermediaries that consist of two kinds of people: broker and agent. The latter is either a selling

agent or a buying agent, as illustrated in Fig. 4.2. 

A buying agent can automatically collect information on vendors and products that may fit the

needs of the company, evaluate the different offerings, make a decision with these merchants or

brokers and products to pursue, negotiate the terms of transactions with these merchants and

finally place orders and make automated payments [209]. 

Selling agents can dynamically tailor merchant or broker offerings to each customer [209]. In

Market Maker2, a selling agent is analogous to a classified advertisement. The selling agents are

1.  This research basically uses buyer and seller instead of client and server respectively, although many studies 

use the latter two notions in network computing. 

2. http://web.mit.edu/is/isnews/v14/n04/140401.html

Intermediaries

Agent

Selling agent Buying agent

Fig. 4.2  Intermediaries

broker
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proactive, they try to sell their products, by going into the marketplace, contacting interested

buying agents and negotiating with them to find the best deal.

In business practice, the broker usually makes the “best possible deal” not only on the seller’s

behalf but also on the buyer’s behalf. Therefore, the broker is the agent of both the seller and the

buyer. Further, many real-life brokers perform searching, delivery or payment services, and many

other functions, which do not explicitly involve the negotiation/bargaining function [85].

An intelligent broker is a software counterpart of a human broker, for example, in the business

activities. In some cases, an intelligent broker is able to select, configure, and adapt problem

solving methods (PSMs) for a test case [19]. The intelligent broker handles requests for reasoners

from various customers. Based on these requests, it accesses different libraries available on the

Web and searches them for candidate PSMs, which are adapted and configured into a knowledge

system for the customer. 

Brokers have also been discussed in other studies of e-commerce. For example, Ba et al. [8]

investigate the information integration using brokers, WWW, and structured documents based on

their client-broker-server architecture. The broker here mainly organises distributed, structured

information. The broker idea is developed to encapsulate the notion of intermediation between

distributed information sources and information users, the task of which is carried out by a

centralized intelligent broker who is equipped with software agents that perform various broker

functions.

It should be noted that the reason for differentiating brokers from agents is that some agents

have no intelligence from a perspective of AI. However, an intelligent broker must have some

intelligent ability. In fact, it must have strong reasoning ability to cope with all possible cases

facing it. 

4.4.2  Features of Intelligent Brokers

There are at least a few features of intelligent brokers that differ from those of intelligent agents to

some extent; that is, intermediation, matchmaking, delegation, and bargaining.

Intermediation: In current business activities, the buyer and seller, even the broker, don’t

necessarily know where the relevant information resides that is critical for decision making [8].
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Thus intermediation is one of the main tasks for intelligent brokers to facilitate activities of buyer

agents and seller agents on the e-market. 

Matchmaking: Another main task of an intelligent broker is matchmaking, which is a process

whereby consumers seeking goods and services with given specifications are put in contact with

providers whose goods and services match the specifications. Providers may also reach

consumers in a similar fashion (http://www.igec.umbc.edu/) (also see [61][65]). 

Delegation: Delegating some of the tasks of finding, classifying, filtering, organising, and

adapting information from humans to intelligent brokers is at least a possible solution to resolve

information overload in the Internet [19]. According to Jennings [140], the future of computing

will be completely driven by delegating to, rather than manipulating computers. In order to realize

delegation, the intelligent broker must be at least autonomous, proactive, responsive, and

adaptive. 

Compromise and bargaining: Some brokers perform the compromise/bargaining function

[264] during negotiation with buyer agents and seller agents, which will be examined in more

detail in Chapter 8. 

4.4.3  Information Broker

According to Trepper [303] (p 20), easy access to valuable information is a strong requirement,

together with the need for new technologies to build innovative intermediation platforms. An

intermediation platform is a hardware and software based solution that brings parties with com-

mon interests (either commercial or social) together. New information brokerage services will be

at the centre of the e-marketplace. 

An information broker is a system that helps users locate the databases that are most likely to

contain answers to their queries. To perform this service, brokers use summary information about

the available databases. Brokers must be able both to query and to update this summary

information. A central problem in broker design is to find a representation for summary

information that is both effective in its ability to select appropriate information resources and

efficient to query and maintain [301]. One of information brokers is the Electronic Channel

Broker (ECB), which utilizes exact and approximate similarity query processing methods to
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perform matchmaking along with EDI (Electronic Data Interchange) for exchange of business

data (http://www.igec.umbc.edu/). 

4.5  Multiagent Systems 

Multiagent systems (MASs) have been studied for many years, and various types of such systems

have been developed [79][86][217][218][266][327][328]. This section examines the fundamen-

tals and features of MASs.

MAS technology is now one of the most important, exciting, and fast moving areas of

information technology, which is now making the transition from universities and research labs

into industrial and commercial applications [32][125]. For example, TabiCan is a real commercial

service site on the Internet. Using MAS, it provides airline tickets and package tours consisting of

plane flight and hotel stays [346]. 

From the viewpoint of DAI, a MAS1 is a loosely coupled network of problem-solver entities

that work together to find answers to problems that are beyond the individual capabilities or

knowledge of each entity [94]. More recently, the term MAS has been given a more general

meaning, and it is now used for all types of systems composed of multiple agents showing the

following characteristics:

• Each agent has incomplete capabilities to solve a problem

• There is no global system control over agents

• Data are decentralized

• Computation is asynchronous.

One of the more important factors fostering MAS development is the increasing popularity of

the Internet, which provides the basis for an open environment where agents interact with each

other to reach their individual or shared goals [94]. 

The following four concepts are vitally important to MASs: coordination, cooperation,

communication and negotiation [17][32][85][125][133][134][246][286]: 

• Coordination is a property of a system of agents performing some activities in a shared envi-

ronment. The degree of coordination is the extent to which they avoid extraneous activity by

reducing resource contention, avoiding deadlock, and maintaining applicable safety conditions

1. In DAI, a MAS is also called a community [137]. 
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• Cooperation is coordination among nonantagonistic agents and arises as they plan and execute

their actions in a coordinated way to achieve their goals 

• Communication forms the basis of the cooperation and is formed from the communication pro-

tocols and the resulting communication methods

• Negotiation means a compromise for both parties and causes a degradation of their results. The

overall aim of all negotiation activities is to permit a constructive cooperation from within the

group of independently operating agents that have their own goals.

For a single intelligent agent, these concepts need not be of importance as it could do all the

work on its own. However, their importance becomes evident in the MASs; standards-based

mechanisms and means to coordinate, cooperate, and communicate with all kinds of agents are at

the root of the MASs [86]. The rest of this section will discuss the first three and their relationship

in some more detail, and leaves the last to be discussed in Chapter 8. 

4.5.1  Cooperation

Cooperation is often presented as one of the key concepts which differentiates MASs from other

related disciplines such as distributed computing, object-oriented systems, and KBSs [68]. 

Generally speaking, to cooperate is to act with another or others for a common purpose and for

common benefit [68]. For independent commercial organisations to cooperate, they must generate

an explicit agreement to act for a common purpose and for common profit. The motivation to

cooperate is derived from their individual motivations to maximise profit while minimising their

costs. Therefore, cooperation is beneficial to both parties in some cases. In MASs, successful

cooperation can be generated between agents that are not a priori cooperative through negotiating

a mutually acceptable agreement to which they are both committed that describes how they are to

act (i.e. a binding agreement of cooperative intent.)

From a higher level, using the cooperation metaphor it is possible to decompose the system

into a number of simpler and logically separate agents that could work on dedicated areas of the

problem [137]. 

As to cooperation, three primary objectives related to the agent’s role in a social problem

solving context should be supported [137]. First, it has to establish new social interactions (e.g.

find an agent capable of supplying a desired piece of information). Second, it has to maintain
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cooperative activity once it has been established, tracking its progress until successful completion

(e.g. send out relevant intermediate and final results to interested agents). Finally it has to respond

to cooperative initiations from other agents. 

4.5.2  Coordination 

As mentioned in the last section, coordination is an important feature of a system of agents per-

forming some activities in a shared environment. In fact, in regard to agent models (representa-

tions of oneself and other agents in a MAS), the identification, design, and implementation of

strategies for cooperation based on agent models have been key research issues since the early

years of the field of DAI [197]. This subsection will look at some aspects about coordination in

MASs. 

Once having a language and the ability to build agents, there remains the question of how

these agents should be organised to enhance cooperation. Two very different approaches have

been explored in [100]: direct communication (in which agents handle their own coordination)

and assisted coordination (in which agents rely on special system programs to achieve

coordination), because coordination enables the agents to operate in a shared environment [125].

The advantage of direct communication is that it does not rely on the existence, capabilities, or

biases of any other programs [100]. Two popular architectures for direct communication are the

contract-net approach of Davis and Smitch in 1983 and specification sharing. One disadvantage

of direct communication is cost. If the number of agents is small, this is not a problem. However,

in a setting like the Internet, with millions of programs, the cost of broadcasting bids or

specifications and the consequential capabilities of those messages of prohibitive. Another

disadvantage is implementation complexity. Each agent is responsible for negotiating with other

agents and must contain all of the code necessary to support this negotiation.  

Agent

Facilitator

Agent

Agent Agent

Facilitator

Agent

Agent

Facilitator

Agent

Fig. 4.3  A federated system after [100])
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A popular alternative to direct communication that eliminates both of these disadvantages is to

organise agents into what is often called a federated system. Fig. 4.3 illustrates the structure of

such a system in the simple case in which there are just three machines, one with three agents and

two with two agents apiece. As suggested by the diagram, agents do not communicate directly

with each other. Instead, they communicate only with system programs called facilitators, and the

latter communicate each other. 

4.5.3  Communication 

The most obvious autonomy-preserving interactions are communications. Enabling heteroge-

neous programs written by different people, at different times, in different languages, and with

different interfaces to communicate and interoperate has attracted attention in MASs [100]. This

section will examine some attempts to facilitate the communication in MAS, in particular agent

communication languages (ACLs).

Researchers in the ARPA Knowledge Sharing Effort have proposed agent communication

languages (ACLs) as the means to allow the exchange of knowledge among software agents in

order to facilitate their cooperation and coordination [197]. Generally speaking, an ACL(Fig. 4.4)

consists of three main components [125][197]: an open-ended vocabulary of words appropriate to

a common application area, an inner language, KIF (Knowledge Interchange Format), to encode

the information content communicated among agents, and an outer language, Knowledge Query

and Manipulation Language (KQML), to express the intentions of agents. 

KIF is a prefix version of the language of first order predicate calculus with various extensions

to enhance its expressiveness [100]. It provides for the encoding of simple data, constraints,

negations, disjunctions, rules, quantified expressions, metalevel information, and so forth.

Despite these extensions and restrictions, the core language retains the fundamental

Fig. 4.4  An ACL

KIF

KQML

vocabulary
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characteristics of first order logic, including compactness and the semi-decidability of logical

entailment.

KQML provides the agent designer with a standard syntax for messages, and a number of

performatives that define the force of a message [340]. Example performatives include tell,

perform and reply. KQML Messages are similar to KIF expressions [100]. Each message is a list

of components enclosed in matching parentheses. The first word in the list indicates the type of

communication. The subsequent entries are KIF expressions appropriate to that communication,

in effect the “arguments”.

Nowadays, modern ACLs, such as KQML, FIPA ACL (the Foundation for Intelligent and

Physical Agents), and KAoS, reflect the consensus that agent communication is best analysed by

viewing the messages which agents exchange as designed to achieve certain ends. ACL designers

analyse agent communication as composed of intentional actions [123]. However, when the

agents interact by exchanging messages a higher level of interaction concerned with the

conventions that they share during the exchange should be addressed. Such a level of interaction

is not supported by KQML, whereas coordination languages- like COOL- allow such conventions

to be explicitly expressed.

It should be noted that two prominent ACLs are KQML and the FIPA ACL. The FIPA ACL is

rapidly spreading to replace KQML as the ACL of choice [123]. Further, cooperation and

coordination is goal of agents using communication. This is the essence between communication,

cooperation, and coordination. 

4.5.4  Relationship of Coordination, Cooperation and Communication

Franklin [97] explores a collection of examples of coordination without communication and then

argues that coordination with or without communication is a property of MASs. He also observes

that the main mechanism of coordination without communication is repeated and frequent sam-

pling of the environment, and responding thereto. The advantage of using coordination without

communication as a control architecture in MASs is that it can possibly save computing

resources. 

It is worth noting here that coordination, cooperation, and communication are expensive,

requiring additional architecture, and more intelligence. If a system can accomplish its tasks
- 82 -



 4. Intelligent Agents and Multiagent Systems 
without communication, then it is better. In fact, the Boolean structure can be used to

coordination, cooperation, and communication, which are stood by C1, C2, and C3 respectively, in

order obtain a Boolean model for MASs, as illustrated in Fig. 4.5. This structure extends the idea

of coordination without communication introduced by Franklin [97] to a complete systematic

(logical) treatment of MASs with 3 “C” because it contains all possible combinations of

coordination, cooperation, and communication from a logical viewpoint. Moreover, this model

classifies MASs into eight different categories. The simplest category is MASs without any of

these three “C”s, which can be referred to the classical knowledge-based systems (KBSs), while

the most complicate category is the MASs with all these three “C”s. Further, this model also

paves the way from KBSs to MASs. 

4.5.5  Summary

This section examined cooperation, coordination, and communication. In fact, they all belong to

the category of social interaction [138]. Communication is the basis for social interaction. Auto-

mating the social interaction of human beings is one of most important goals of MASs, different

from that of ESs that aims to automate the individual intelligence of human experts. Further, the

proposed model for the relationship of cooperation, coordination, and communication paves the

smooth way from KBSs to MASs, which will be discussed in the next section. 

4.6  ES = MAS ?

As is known, in the 1980’s Expert systems (ESs) used to be one of the most exciting research

fields in computer science [287]. ESs were one of most successful applications in AI even in the

early 1990s [341]. MASs are among the most rapidly growing areas of research and development

in AI communities with the rapid development of the Internet and WWW [85][125][214]. This

section overviews ESs and MASs, and examine their relationships, and then proposes a model for

integrating ESs and MASs, which is a generalization of the ideas of Jennings in [137]. It also

C1 C2 C3

C1C2C3

Fig. 4.5  CCC based on Boolean lattice
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argues that an ES as a kind of a MAS and simulation of human intelligence depends not only on

the knowledge and reasoning of human experts but also on cooperation, coordination, and com-

munication among the agents within an intelligent system. 

4.6.1  Expert Systems 

ESs employ human knowledge to simulate expert performance, and they present a human-like

facade to the user [114]. Knowledge in ESs means those kinds of data that can improve the effi-

ciency or effectiveness of a problem solver. Three major types of knowledge fitting this descrip-

tion are: facts, beliefs, and heuristics. Facts express valid propositions, beliefs express plausible

propositions, and heuristics express rules of good judgment in situations where valid algorithms

generally do not exist. 

The origin of the ES might be found in the research on the General Problem Solver (GPS) in

the late 1950’s [115][284], from which one major insight gained was the importance of domain-

specific knowledge or expert knowledge [184]. Expert knowledge is a combination of a

theoretical understanding of the problem and a collection of heuristic problem-solving rules that

experience has shown to be effective in the domain. ESs are constructed by obtaining this

knowledge from human experts and coding it into a form that a computer may apply to similar

problems. This reliance on the knowledge of human domain expert for the system’s problem-

solving strategies is a major feature of ESs. 

Early research of ESs arose in universities in the mid-1960s and emphasized matching the

performance of human experts [114][287]. DENDRAL was the first to achieve expert

performance and identified the chemical molecular structure of a material from its mass

spectrographic and nuclear magnetic resonance. Whereas DENDRAL was one of the first

programs to effectively use domain-specific knowledge to achieve expert level problem-solving

performance, MYCIN established the methodology of contemporary ESs [184]. MYCIN uses

expert medical knowledge to diagnose and prescribe treatment for spinal meningitis and bacterial

infections of the blood.

From an engineering viewpoint [287], an ES can be regarded as a process of the following

sequential phases: knowledge acquisition, knowledge representation, knowledge matching,
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knowledge reasoning, knowledge explanation, and knowledge utilization, each of which has

become a separate research field.

ES techniques are principally used for following three reasons [116]:

• to improve the reasoning of the application system

• to increase the flexibility of the application system

• to increase the human-like qualities of the system.

Because of the heuristic, knowledge-intensive nature of expert-level problem-solving, ESs

generally [184]

• support inspection of their reasoning process, both in presenting intermediate steps and in

answering questions about the solution process

• allow easy modification, both in adding and in deleting skills from the knowledge base

• reason heuristically, using (often imperfect) knowledge to obtain useful problem solutions.

The research of ESs developed rapidly in the 1980s, due to the 5th Generation Computing in

Japan [284], the development of microcomputers, and the success of a few other ESs such as

HEARSAY-II and R1, which had been developed in the 1970’s. Since then, thousands of ESs (or

KBSs) have been developed and deployed in industrial and commercial settings and have

permeated nearly every area of industry and government such as finance, airlines, and

management [116]. 

Generally speaking, ESs have made significant progress in the following aspects: the key role

of knowledge in intelligence simulation, effective knowledge representations, and more powerful

reasoning techniques. In spite of such significant progress of ESs, it would be a mistake to

overestimate the ability of this technology. Current deficiencies include [184]:

• Difficulty in capturing “deep” knowledge of the problem domain

• Lack of robustness and flexibility

• Inability of providing deep explanations

• Little learning from experience

• Knowledge acquisition is still a bottleneck for developing ESs.

Furthermore, research and development of ESs has been fading since last few years, possibly

because there have been a number of widespread negative perceptions about the state of ES

technology and corresponding results. These perceptions and beliefs include the following [116]:
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• The technology failed when transferred from the laboratory

• The companies that employed the technology lost money and withdrew from the area. In the

mid-1980s, there were hundreds of technology-based companies offering ESs development

tools for sale. Most technology-based ES tool providers have disappeared since then [116]

• The technology did not live up to the claims made for it by its proponents, and users were dis-

appointed

• The expert is simply not following any rules! That in turn explains why ESs are never as good

as human experts. If one asks the experts for rules one will, in effect, force the expert to regress

to the level of a beginner and state the rules he still remembers but no longer uses [70]. 

Facing this situation, the founder of ES, Feigenbaum himself has also to admit that ESs are

very different from experts [287], “Part of learning to be an expert is to understand not merely the

letter of the rule but its spirit. The expert knows when to break the rules, and understands what is

relevant to his task and what isn’t. ESs do not yet understand these things”. In fact, if one is more

realistic, then he can assert that ESs should not be expected to perform as well as human experts,

nor should they be seen as simulation of human expert thinking, if one only limits his endeavour

in the architecture, goal, and available technology of ESs. In other words, it is more realistic to

weaken the goal of achieving an individual expert status. This is the reason why intelligent agents

can be considered as a weaker form of an ES.

Further, ESs must be methods-poor even if they are knowledge-rich. This is an important

result and one that has only recently become well understood in AI [184]. It is better for ESs to be

both knowledge-rich and methods-rich. However, in many cases, ESs possess only one reasoning

model such as modus ponens. This is just the reason why the ESs are not smart as expected,

because in the classical mathematical logic there are at least a few dozen reasoning models which

are the abstraction of human reasoning.

4.6.2  Comparison of ES and MAS

This section examines the goals, functionalities, and architectures of ESs and MASs. It also dis-

cusses the relationship between them and shows that the ES can be viewed as an important com-

ponent of a MAS from a knowledge-based viewpoint.
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4.6.2.1  Goals 

Human experts differ from others in the quality and quantity of knowledge they possess. Experts

know more, and what they know makes them more efficient and effective [114]. ESs solve prob-

lems that are normally solved by human experts [244]. To solve expert-level problems, ESs need

access to a substantial domain knowledge base, which must be built as efficiently as possible.

They also need to exploit one or more reasoning mechanisms to apply their knowledge to the

problems they are given [287]. Then they need a mechanism for explaining what they have done

to the users who rely on them. Therefore, an ES is a software counterpart of a human expert, and

its goal is to simulate the intelligence of an individual human expert. 

However, the goal of MASs is to solve problems that are normally solved by human agents.

More generally, they mimic the role of an intelligent, dedicated and competent personal assistant

[34]. Because human agents are ubiquitous, it could be asserted that one occupation corresponds

to one kind of agent [85]. This also means that there are many more agents than experts in human

society. Therefore, from a statistical viewpoint, the average intelligence of a human agent is lower

than that of a human expert. Based on this idea, it can be asserted that intelligent agents are a

weakened form of ESs, and they have thus more application possibilities than those of ESs.

Furthermore, the work of a human expert in a special domain can be at first decomposed and then

satisfactorily done by a certain number of intelligent agents within a MAS in a cooperative way

[85][86]. The intelligence of the MAS can be improved through their cooperation, coordination,

communication, and negotiation, although every agent within the MAS is less intelligent than an

ES. Therefore, MASs can be used to implement what ESs can do in simulating the human expert

in a special domain. In other words, an ES can be considered as one kind of a MAS.

As is mentioned, ESs and MASs aim at simulating intelligence either of human experts or of

human agents. However, under some conditions, a human expert can also be regarded as a special

agent. For example, an agent involved in the bargaining process can be viewed both as a business

expert from the viewpoint of business and as a business agent from a more general perspective

[287]. 

4.6.2.2  From ES to MAS
One of the best researched ESs are rule-based ESs (RBESs). RBESs address the need to capture,

represent, store, distribute, reason about, and apply human knowledge electronically [115]. With
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the current state of the art they provide a practical means of building automated experts in appli-

cations where job excellence requires consistent reasoning and rewards practical experience.

Although AI researchers have developed several alternatives, only the RBESs approach consist-

ently produce ES solvers [287].

The key ideas of RBESs have affected many other areas of computing [115]. Two of these

concern the development of MASs; that is, RBESs for communications architecture and

macrorules in the form of pattern-directed modules for distributed architectures and systems of

cooperating systems, which can be characterized by cooperating agents [34]. One well-known

example is the blackboard system [32][184], which was first presented in the HEARSAY-II

research, and is very important for communication among the agents within MASs. The

blackboard represents an extension to the agenda of traditional AI systems and RBESs and makes

the first attempt to support the process of distributed problem solving through the use of suitable

structures [32]. A blackboard is a central global data base for the communication of independent

asynchronous knowledge sources focusing on related aspects of a particular problem, and thus

provides all agents within a MAS with a common work area in which they can exchange

information, data, and knowledge. 

Therefore, intelligent agents and MAS technology is a further development of ES technology

taking cooperation, coordination, communication, and negotiation into account [115][287].

4.6.2.3  From MAS to ES  
As is mentioned, cooperation is essential to MASs. In fact, the notion of using cooperating agents

within the MAS has at least two attractive features at the abstract modelling level [240]: 

• Using a collection of problem-solvers makes it easier to employ divide-and-conquer strategies,

in order to solve complex, distributed problems. Each agent only needs to possess the capabili-

ties and resources to solve an individual, local problem

• The idea of several agents cooperating to solve a problem that none could solve individually is

a powerful metaphor for thinking about various ways that individual elements can be com-

bined to solve complex problems. 

Using these features, one can overcome the difficulties facing research and development of

ESs such as cooperation and coordination in ESs. Some ES literature has already paid attention to

the cooperation of the ES with other computer systems [114]. For example, [116] shows that ESs
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increasingly can add value in industrial and commercial settings by interacting in a cooperative

way with other computing systems and human operators. 

Communication capability has also become one of important techniques for ESs [114]. ESs

communicate with knowledge engineers, experts, databases, and other computing systems. Just as

humans access and interact with these various sources, an ES needs to speak to each in its own

appropriate language. ESs communicate with knowledge engineers through structure editors that

allow them to access and modify components of the knowledge base easily. ESs communicate

with experts through sample dialogues with explanations that elucidate their lines of reasoning

and highlight for the expert where to make knowledge base changes. Beyond their interactions

with people, ESs also interact with other computing systems. For example, ESs incorporate

means to access and retrieve information from online databases. In this way ESs can apply their

knowledge automatically and directly to the vast stores of data that now commonly reside on-line.

Based on this discussion, MAS technology also fosters research and development of ESs. It

can thus be asserted that the simulation of human intelligence depends not only on the

computerized knowledge and reasoning of human experts, to which ESs have paid much

attention, but also on the cooperation, interaction, and communication between an intelligent

system and other computing systems, which MASs have emphasized. This is because the human

intelligence depends not only on the possession of the knowledge and reasoning methods, but also

heavily on the community where the human being lives or works. 

4.6.2.4  Architectures

Although the architecture of the ESs undergoes substantial modification as the ESs advance in

complexity, for example, blackboard architecture [115][184], the simple model of a RBES mainly

consists of a knowledge base (KB), an inference engine (IE), and a working memory [114]. In a

more concise way, ES = KB + IE. A KB consists of rules and facts. Rules are the most widely

used way of representing domain knowledge in ESs [115]. Rules always express a conditional,

with an antecedent and a consequent component. Facts constitute the other kind of data in a

knowledge base and express assertions about properties, relations, propositions, etc. The IE

applies the knowledge to the solution of actual problems [184]. 
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In contrast to the simple architecture of an ES, the architecture of a MAS is complex. A MAS

basically consists of a number of agents, which perform their own special task and might share a

general knowledge base1 in some cases. The other components of MAS are modules for

coordination, cooperation, and communication among the agents. Thus some of the agents in a

MAS can be viewed as a quasi-ES, while the others can be viewed as abstract (computational)

objects, which have the problem solving capacity of an ES [92]. A quasi-ES means that an agent

consists of a user (or agent)-agent interface, a procedure repository, and a processing engine [34].

The repository, similar to a KB, contains facts and rules supporting reasoning. The processing

engine, similar to an IE, also contains the agent’s current understanding of the user and the

instructions received from the user. The agent uses its embedded agent processing engine and the

related data in the agent repository to perform tasks and exchange information via a view. A set of

views defines the standards of interaction between the user and the agent. The above

consideration can be summarized as the following important relationship between ESs and

MASs: 

(2)

where Ai is agent i within the MAS, ESi is the quasi-ES corresponding to agent i,

. C is the above-mentioned modules for coordination, cooperation, communica-

tion, and negotiation among the agents.  stands for “is similar to”. Therefore, a MAS can be

viewed as a kind of ES. Furthermore, it is practical to simulate each agent within the MAS using

ES technology as much as possible, while making good use of MAS technology to deal with coor-

dination, cooperation, communication, and negotiation among the agents in order to improve the

intelligence of the MAS. 

A concrete example of model (2) is the cooperation and control subsystem of GRATE2

mentioned in [137][340]. This subsystem has three main problem solving modules: cooperation

1. From an ES perspective, this is the architecture of a blackboard system [32][184].

2. GRATE (Generic Rules and Agent model Testbed Environment) is a general framework for constructing 

communities of cooperating agents for industrial applications [137]. 
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module, situation assessment module, and control module. Each of these modules is implemented

as a separate ES. Communication between the modules is via message passing. Further, Jennings

et al. have conducted an experiment of transforming two standalone and preexisting ESs for

diagnosing faults in a particular accelerator into a MAS of cooperating agents [137]. Therefore

the above investigation can be considered a generalization of the ideas of Jennings in [137]. 

4.6.3  Summary

This section investigated ESs and MASs and their goals, functionalities, architectures, and inter-

relationships, and showed that high-level intelligence of a system requires a more complex sys-

tem structure than low-level intelligence does in most cases. The intelligence level of the MAS

can be improved through coordination, cooperation, communication, and negotiation among the

agents within the MAS, although each of them may be less intelligent than an ES. It thus empha-

sized that simulation of human intelligence depends not only on the computerized knowledge and

reasoning of human experts, to which ESs have paid much attention, but also on cooperation,

coordination, and communication among the components (agents) within an intelligent system,

which MASs have emphasized, as shown in Fig. 4.6. Therefore, ES technology and MAS technol-

ogy complement each other and their integration will facilitate the research and development of

intelligent systems. Chapter 8 will consider an intelligent broker involved in the bargaining proc-

ess as both a business expert and a business agent and propose two separate architectures using

ES technology and MAS technology respectively.

4.7  Architecture of Multiagent Systems

This section will discuss architectures of MAS with examples. At first it reviews the agent archi-

tecture from the viewpoint of MASs, and then proposes a multiagent architecture for an informa-

tion broker. The key idea behind it is that the task of a human broker should be decomposed and

done by a few intelligent agents within a MAS in a cooperative way. 

. Knowledge base 

. + 

. Inference engine

. Coordination

. Cooperation

. Communication

. Negotiation

Expert System Multiagent System

Fig. 4.6  Characteristics of ESs and MAS
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Wooldridge and Jennings [340] reviewed and classified agent architectures into three

categories: deliberative architectures, reactive architectures, and hybrid architectures.

A deliberative agent architecture is one that contains an explicitly represented, symbolic

model of the world, and in which decisions (for example about what actions to perform) are made

via logical (or at least pseudo-logical) reasoning, based on pattern matching and symbolic

manipulation. From the definition, it can assert that deliberative agent architectures are heavily

influenced by traditional symbolic AI. It can be called a symbolic paradigm. One of these

architectures is GRATE, which is a layered architecture in which the behaviour of an agent is

guided by the mental attitudes of beliefs, desires and intentions and joint intentions [340].

Opposite to a deliberative agent architecture, a reactive agent architecture is one that does not

include any kind of central symbolic word model, and does not use complex symbolic reasoning.

The famous example of this kind of architecture is subsumption architecture introduced by R.

Brooks in [281][340]. The architecture is based on his basic ideas that: 

• Intelligent behaviour can be generated without explicit representations of the kind that sym-

bolic AI proposes 

• Intelligent behaviour can be generated without explicit reasoning of the kind that symbolic AI

proposes 

• Intelligence is an emergent property of certain complex systems.

Many researchers have suggested that neither a completely deliberative nor completely

reactive architecture is suitable for building agents. They have argued the case for hybrid systems,

which attempt to integrate deliberative architectures and reactive architectures; that is, a MAS

consists of two subsystems, one is deliberative; another is reactive. Often, the reactive subsystem

is given some kind of precedence over the deliberative one, so that it can provide a rapid response

to important environmental events. 

The rest of this section is devoted to a multiagent-based architecture for information brokering

(also see information brokerage in Chapter 3 and [286]), which is a kind of hybrid architecture,

shown in Fig. 4.7. The architecture consists of an information searching agent (also see [45]), an

information gathering agent, an information managing agent, an information matching agent, an

information filtering agent, an information adapting agent, and a transaction agent. In other

words, the task of a human information broker could be decomposed and done by a few agents
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within a MAS respectively and cooperatively. This architecture thinks of each information agent

as essentially another information source [19], however, it draws on already existing information

repositories and applications and combines them with organisational and business model

components.

Based on the investment information scenario, this architecture also includes a few databases;

that is, IDB (investment database), IKB (investment knowledge base), and MKB (market

knowledge and database), which constitute so-called information spaces [150]. Traditionally,

those information spaces resided in databases, but they are now best exemplified by the Web, and

are becoming increasingly virtual, dynamic and heterogeneous all the time.

Briefly, the interface agent accepts the request for information from the customers and then

forwards it to the information managing agent for sorting or to the information matching agent for

matchmaking. The information matching agent searches, at first, the available information in the

relevant databases (i.e. IDB or IKB) and performs matchmaking between the requested

information and the searched information. If the matchmaking is not successful, the information

searching or gathering agent is asked to retrieve or gather relevant information on the Internet.

The information matching agent will still perform matchmaking between the requested

information and the retrieved or gathered information. If the matchmaking is still not successful,

the information filtering agent is asked to classify and filter the gathered information. If the

matchmaking between the requested information and filtered information is still not successful,

the information adapting agent may have to tailor the available information in order to meet the

Fig. 4.7  Multiagent architecture for investment information brokering
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investor (as the customer)’s need. In what follows, some agents in the architecture are examined

in some more detail. 

• The information search agent is a mobile agent that proactively roams around a variety of

Internet search engines such as Yahoo, Openfind, and FinanceWise [286]. It simultaneously

interacts and collaborates with them in order to access information resources, retrieve informa-

tion related to or “similar to” the requested investment information indirectly from individual

Web sites [121][150][286]

• The information-gathering agent [85] collects the retrieved information from the information

search agent and puts it in the corresponding data or knowledge bases IDB or IKB. The agent

has to refine and extract the retrieved information before performing collecting. All gathered

information can be used by the information matching agent to perform matchmaking with the

information requested and then the agent will decide if the latter has matched and met the

needs of the information of the investor. The gathering agent also retrieves a wide variety of

research data, such as company profiles and reports, real-time stock quotes, market updates,

and information about other investment vehicles – stocks, bonds, mutual funds, treasury bills,

options, precious metals certificates and then puts them in MKB. All the information is useful

for investor agents to select which investment is appropriate 

• The information filtering agent [150] filters the gathered information from the gathering agent

according to a clustering algorithm. Information filtering is a stepwise process, in which the

searched information will be filtered according to different needs or standards. The agent also

offers the filtered investment information (or sends the related message about the filtered

investment information) to the information matching agent, if necessary. In some cases, the

agent can easily perform the relevant matchmaking based on the filtered information

• The information managing agent [85][150], similar to the data source agent in [240], manages

the information in IDB, IKB, and MKB using different management methodologies

• The information adapting agent [150] adapts the investment information using both the filtered

investment information and information in IDB and IKB in order to meet the request for

investment information from the customers, if no filtered information satisfies the request
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• The transaction agent analyses and computes the transaction cost of investment information

brokering, which the information managing agent and the information matching agent suggest.

This agent is similar to the computational module agent [240], which provides a wrapper for a

module that performs some specialist computation, such as statistical analysis.

• IDB mainly stores structured investment data such as stock price, while IKB stores the

unstructured investment information such as listed company profiles and reports. MKB

includes general market information such as the political situation in a country or a region,

which may affect the stock market or listed investment companies.

4.8  Concluding Remarks

This chapter investigated basic features and architectures of intelligent agents, intelligent brokers,

and MASs. It further discussed the relationship of coordination, cooperation, and communication

with Boolean algebra. It also examined the relationship between intelligent agents and ESs as

well as MASs, in which a knowledge-based agent architecture and a model of integrating ESs into

MAS were proposed, which generalizes the ideas of Jennings et al. in [137]. The main idea

stressed here is that the intelligence level of the MAS can be improved through coordination,

cooperation, communication, and negotiation among the agents within the MAS, although each of

them may be less intelligent than an ES. Then it proposed a multiagent-based architecture for

information brokering, which can help the customers to access the information on the Internet.

The key idea behind the architecture is that the task of a human information broker should be

done by a few cooperative intelligent information agents within a MAS. Chapter 8 will examine

applications of intelligent agents and MASs in e-commerce. 
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5 A General Theory of Case Based Reasoning

This chapter is the first exception to the Boolean structure of the thesis, although it is included in

Part I of the thesis, as shown in the shaded area of Fig. 5.1. It is also the basis for Chapter 6 and 7,

although this is not shown in Fig. 5.1. This chapter will attempt to provide a general theory of

CBR, and move CBR towards a firm theoretical foundation based on similarity-based reasoning.

To this end, this chapter will first extend the concept of similarity and examine similarity

relations, fuzzy similarity relations, and similarity metrics. Then it provides a theoretical

formalization for building case bases with three novel algorithms. It also proposes the  model

for CBR. Furthermore, it examines abductive CBR and deductive CBR and proposes a

knowledge-based model for integrating abductive CBR and deductive CBR. Finally, it proposes

rule-based models and fuzzy rule-based models for case retrieval. 

5.1  Introduction 

As mentioned in Chapter 2, case-based reasoning (CBR) is a reasoning paradigm that exploits

analogies and similarities with previously solved problems [214]. CBR systems are a particular

type of analogical reasoning system which has an increasing number of applications in different

fields such as in intelligent Web-based sales service and Web-based planning as well as

multiagent systems (MASs) [72][167][232]. As is well known, the goal of CBR is to infer a

solution for a current problem description or enquiry in a special domain from solutions of a

family of previously solved problems, the case base [72]. Theoretical and empirical works have

focused among others on the definition and elucidation of similarity measures [213], on retrieving

the relevant cases, on extrapolating pieces of knowledge from cases in the case base, on logical

modelling of the inference mechanism [231], on empirical comparison of different similarity

R5
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measures on a number of domains, and on the management of incomplete, imprecise or uncertain

descriptions of cases [73][107], as well as on fuzzy set-based modelling of the inference

mechanism [74][72]. For example, Dubois et al. [74][72] propose a fuzzy set-based model for

basic CBR inference, and use it to treat imprecise or fuzzy descriptions in CBR. Plaza et al. [231]

also introduce a PPR model (Precedent-based Plausible Reasoning) using fuzzy similarity

relations. This model is based on approximation entailment and proximity entailment as well as

being equipped with modal propositional logic. Unfortunately, these studies seem to view CBR as

a traditional logical reasoning or fuzzy reasoning and treat CBR as intelligent retrieval, i.e. it

seems that the CBR systems have degenerated into intelligent retrieval systems. Most of the CBR

systems (e.g. [167][319]) do not include case base building, at least from a theoretical viewpoint.

There is a lack of a theoretical treatment of CBR in a unified way, although the latter could form

the basis for further robust research and development of CBR. This chapter will attempt to fill this

gap by providing a unified theoretical formalization of case base building, CBR models, and case

retrieval with similarity based reasoning. To this end, the rest of this chapter is organised as

follows: Section 5.2 will first extend the concept of similarity given by Zadeh [348], and examine

similarity relations, fuzzy similarity relations, and similarity metrics. Section 5.3 provides a

theoretical formalization for building case bases with three novel algorithms. Section 5.4

proposes the  model for CBR. Section 5.5 proposes integration of abductive CBR and

deductive CBR. Section 5.6 and Section 5.7 propose rule-based models and fuzzy rule-based

models for case retrieval. Section 5.8 concludes this chapter with some concluding remarks. 

5.2  Similarity and Metrics in Case-based Reasoning

Similarity is at the heart of CBR, because case base building, case retrieval, and even case

adaptation all use similarity or similarity-based reasoning1. However, there has been no essential

development in this aspect from a theoretical viewpoint, because purely casuistic CBR systems

assume that the only represented knowledge is a specific collection of cases with their solutions -

plus a similarity relation [231]. In order to resolve this disadvantage, Plaza, et al. [231] indicate

1. Although connectionist reasoning and learning are often said to be similarity based, it usually involves utiliz-

ing previous similar training cases, either individually or collectively in a statistical way, this section has no 

intention to discuss them in this research any more. See [278] for detail. 

R5
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that CBR systems also have general knowledge  about the domain of application and

characterize  as the ability of the CBR system to infer new propositions about a current problem

 given the initial true propositions about . Therefore they, in effect, only extend the case in

the case base without new insight into similarity relations, although they define the similarity

relation  on the input space and the similarity relation  on the output space1. But there are

still unresolved issues; namely, where are the similarity relations defined, and where does a case

come from? Dubois et al. [72] define one similarity measure on the set of problem description

attribute values  and another on the set of solution attribute values . But the relationship

between ,  and the case base, , in the associated CBR system are still unclear. In order to

overcome these disadvantages, this section will first examine similarity, similarity relations, fuzzy

similarity relations, similarity metrics, and possible world of problems and solutions, etc. from a

theoretical viewpoint, which are all fundamental for investigating CBR, in particular case base

building [293] and case retrieval [291].

Furthermore, there is some confusion using similarity, similarity measures [23], and similarity

metrics in CBR, in particular in domain-dependent CBR systems. This section attempts to resolve

this confusion by providing a unified framework for similarity, similarity relation, similarity

measure, and similarity metric and their relationship. It also thoroughly extends the concept of

similarity relations introduced by Zadeh [348] and some of the well-known results in the theory of

relations to similarity metrics. Further, it introduces six different types of similarity relations and

corresponding similarity metrics, one of which is Zadeh’s similarity relation introduced in 1971.

Such extension might be of significance in case base building and case retrieval in CBR as well as

in various applied areas such as soft computing, pattern cognition, information retrieval, Web

intelligent systems in which similarity plays an important role in system behaviours.

5.2.1  Introduction

The concepts of similarity and similarity relations play a fundamental role in many fields of pure

and applied science [87]. The notion of a metric or distance, , between objects  and  has

long been used in many contexts as a measure of similarity or dissimilarity between elements of a

1. They assume that similarity relation  is given, while  is unknown.

K
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set. Thus, there exist a wide variety of techniques for dealing with problems involving similarity,

similarity relations, similarity measures, and similarity metrics. For example, fuzzy logic, CBR,

and information retrieval provide a number of concepts and techniques for dealing with similarity

relations and similarity measures as well as similarity metrics, many of which are quite effective

in dealing with the particular classes of problems that motivated their development. 

This section does not intend to add still another technique to the vast armamentarium which is

already available. The purpose of it is rather to introduce a unifying point of view based on the

available theory and application of fuzzy logic [348] and CBR [172]. This is accomplished by

examining the notions of similarity, similarity relations, similarity measures, and similarity

metrics as well as distance functions in [73][72][172][231][316][348][355], thereby discussing

the relationships between these concepts and influences on CBR. The main contribution of the

proposed approach consists of providing a unified conceptual framework for the study of fuzzy

similarity relations and similarity metrics (or measures), thereby facilitating research and

development of CBR and fuzzy logic with their applications. The most important contribution is

to extend the concept of similarity relation introduced by Zadeh in 1971 with new insight into

similarity. 

In what follows, this section will focus on reviewing and defining some of the basic notions

with this conceptual framework and exploring their elementary implications and the relationships

between them. Although the proposed approach might be of significance in areas such as pattern

recognition, decision processes, intelligent information retrieval, data mining, natural language

processing, Web search engine, system modelling, approximation, and multiagent systems, this

section shall make no attempt to discuss its applications in these or related problem areas. This

section will use CBR and e-sales as scenarios, if required. 

5.2.2  Similarity Relations 

Similarity is the core concept in CBR, because it is used not only in case retrieval but also in case

adaptation as well as in case base building [293]. The concept of a similarity is a natural

generalization of similarity between two triangles in the plane and between two matrices in

mathematics [87]. More precisely: 
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 Definition 1.  A binary relation  on a non-empty set  is called a similarity relation provided

it satisfies

(R) 

(S) 

(T) 

The conditions (R), (S), and (T) are the reflexive, symmetric and transitive laws. If ,  and 

is called similar, denoted as  for convenience [252]. 

 Example 1. Matrices  and  in  are similar, denoted as  if  for an

invertible . It is easy to prove that  is a similarity relation on  [252] (p 283). 

This example implies that the concept of a similarity relation here is a generalization of the

similarity between matrices in . 

 Example 2. Let  be a function with domain  and codomain ; namely, , and

define  if . Then  is a similarity relation on . 

It is obvious that the similarity relation  in this example has the following property: if  and

 are similar in the sense of , then  and  have the same solution, that is, .

This reflects that “similar problems have the same solution” in the e-sale settings, at least in some

cases. For example, in a shoe shop, the seller may put many different pairs of shoes together and

sell these for the same price, i.e. $188.00. In this case, the seller views those mentioned shoes as

“similar”. 

Based upon the aforementioned idea, a seller agent does know “a similar query (problem) of

customers has a similar answer”. This is common sense in business. CBR also shares this

common sense, based on the so-called Analogous Assumption: Whenever a problem description

 is similar to a problem description  one can assume that what one can infer from  is

similar to being true for  [231]. Now the problem arises: how to use this common sense in the

practical transaction process. In order to solve this problem, it is, first of all, necessary for an

agent to introduce a certain similarity relation and then use it to form a partition of the possible

S X
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world of problems  and make the similar problems into a similarity class. In the latter part of

this chapter, Section 5.6 will discuss it in more detail from a rule-based viewpoint.

It should be noted that the similarity relation proposed here is identical to the equivalence

relation in discrete mathematics [252][87]. However, the former is more important than the latter

in the context of CBR, because similarity relations rather than equivalence relations play an

important role in CBR. Thus, this treatment is different from the idea of Zadeh [348] in that Zadeh

considered a similarity relation, which is frequently cited in fuzzy literature without further

consideration, as a fuzzy one and as a generalization of the concept of an equivalence relation,

while this research views Zadeh’s similarity relations as fuzzy similarity relations (see the next

subsection). Fuzzy similarity relations are a fuzzification of a similarity relation rather than an

equivalence relation [87]. 

5.2.3  Fuzzy Similarity Relations

As an extension of similarity relations, fuzzy similarity relations were introduced by Zadeh [348]

and have attracted research attention since then [25][73][222][347][349][355]. Fuzzy similarity

relations have been also used in CBR in particular in case retrieval [72][73][74][231] and case

base building [293]. This subsection will examine fuzzy similarity relations from a new

viewpoint. For the sake of brevity and simplicity, it uses standard fuzzy set theory notation for

operations min , max , although there are many alternative choices for these operations

available in fuzzy set theory [355].  is still used to denote a fuzzy similarity relation if there is

not any confusion arising.

 Definition 2. A fuzzy binary relation, , on a nonempty set  is a fuzzy similarity relation1, if

it is reflexive, symmetric and transitive [222][348], i.e.,

(1)

(2)

 (3)

where  is the composition operation of fuzzy binary relations based on  and  operation.

1.  The notation  is used for the membership , although the latter is commonly used in the fuzzy 

set literature.

Wp

∧ ∨

S

S X

S p q,( ) µS p q,( )

S x x,( ) 1=

S x y,( ) S y x,( )=
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A more explicit form of Eq.3 is [348]:

(4)

The revised form of this definition was given by Ovchinnikov in 1991 [222]. Dubois and

Prade [73] used the revised form for fuzzy similarity relations directly in 1994. The main

difference between the definitions of Zadeh and of Ovchinnikov lies in that instead of Eq.4,

Ovchinnikov viewed the following model as max-min transitivity. 

(5)

This is simpler than that used by Zadeh, because if the cardinality of the set is less than or equal to

3, then Eq.4 coincides with Eq.5. This extension has some advantages, if one examines in depth

the relation between similarity and metric in the Euclidean space. For detail see Section 5.2.8. 

It should be noted that Eq.4 of Zadeh is a direct extension of the traditional composite relation

[252]:

(6)

where ,  are Boolean operations. 

Dubois et al. [72][74] believe that in CBR, the transitivity is not always compulsory. However,

in discrete mathematics [252][282], a binary relation only having reflexivity and symmetry is

called a compatible relation, which is rather different from a similarity relation, in particular in

partition of a nonempty set. Thus, transitivity is here necessary, because building a case base

based on (fuzzy) partition requires the transitivity of a similarity relation (see Section 5.3), while

Dubois et al. investigate mainly case retrieval using fuzzy similarity relations. Finally  satisfies

the separating property:  if and only if  [72][74]. 

 Example 3. Let . Suppose a binary relation  on  is defined by

Then  is a fuzzy similarity relation on  if and only if  [222]. 
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Zadeh considered Eq.4 as max-min transitivity based on the composition operation of fuzzy

relations [348], while Ovchinnikov, Dubois and Prade used Eq.5 for max-min transitivity without

any explanation. Unfortunately, they all have ignored the influence of the concept of metrics or

distance on their definition of similarity relation, which will be discussed at somewhat greater

length in Section 5.2.8.

It should be noted that a fuzzy similarity relation does not satisfy the traditional transitivity

law, although it is quasi-transitive (or  transitive [72]), which, unfortunately, is too weak so that

sequential use will lead to fuzzy degeneration [87]. In other words, if fuzzy reasoning is

performed for many steps sequentially, using the traditional transitive law, the consequence will

easily lose validity. For example, there are no exercises of fuzzy reasoning with ten inference

(even more than one) steps in many textbooks of fuzzy logic such as [355]. Further, in the normal

life one can easily say “10001 is similar to 10000” without taking membership degree into

account. Here “is similar to” is a fuzzy similarity relation according to our intuitive expectation

[348], because it reflects what we think about “similarity”. Using this similarity and the transitive

law one can at once conclude “10001 is similar to 9999”, since “10000 is similar to 9999”. After

having performed this similarity-based reasoning for 10000 times, one comes to the conclusion

that “10001 is similar to 1". This is a fuzzy paradox, which leads to a fuzzy degeneration. If one

takes membership degree into account and replaces min with product (a T-norm), then from Eq.4

the membership value of compound similarities decreases. In this example, assume that

, then

and finally we have . Therefore, the degree of similarity between

10001 and 1 is, in essence, zero, which is the same as our intuitive expectation. However, if t-

Norm is used as a min-max-function, then  [293].

This hints that fuzzy similarity in fuzzy logic is not a real simulation of the similarity relation

in human social life. The above paradox can be called “Beauty-Ugliness” paradox, because one

can use this “similarity” relation to get the conclusion that “a beautiful lady is similar to a ugly

woman”. This paradox and the fuzzy degeneration will be discussed in more detail in Section

5.2.6

⊗

µ 10001 10000,( ) 0.99=

µ 10001 9999,( ) t µ 10001 10000,( ) µ 10000 9999,( ),[ ] 0.992= =

µ 10001 1,( ) 0.9910000 0≈=

µ 10001 1,( ) 0.99=
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5.2.4  Metric and Metric Space

A metric space is a nonempty set  in which a metric (or distance function)  is defined, with the

following properties [255]:

(a)  

(b)  

(c)  

(d)  .
As is well known, property  is called the triangle inequality, which is based on the

property of Euclidean geometry. 

The popular metric space is Euclidean space , and  is the real line, while  is the plane

in Euclidean geometry. Almost all CBR systems are based on Euclidean space . 

5.2.5  Similarity and the Nearest Neighbour Algorithm 

This section will review similarity and the nearest neighbour algorithm, which plays a major role

in CBR. 

Similarity can be formalized in a relational and in a functional way [172]. The relational

approach uses a four-place relation  meaning “  and  are at least as similar as  and

 are.” This allows the definition of the nearest neighbour notion

(7)

meaning  is a nearest neighbour to . If the nearest neighbour is unique, then  is also used as

a function symbol. A refinement is when  nearest neighbours are considered for some . 

However, similarity formalized in a relational way is a binary relation, as mentioned in

Section 5.2.2. It is irrelevant to how near any two neighbours are. Nearness involves a distance

concept and should be assessed by a metric or distance function1, which will be discussed again in

more detail in the following sections.

The typical Nearest Neighbour Algorithm, which was, for example, implemented in REMIND

(Cognitive Systems 1992) [89][152][315], is shown in Eq.8.

1. Metric is more mathematical flavour than distance function although they are same in [255]
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(8)

where  is the importance weighting of a feature  represented as numerical values between 0

and 1. Nearer neighbours have values closer to 1 while more distant neighbours have values

closer to 0.  and  are the values for feature i in the input and retrieved cases respectively, 

is the similarity function for primitives. It is this similarity function that makes the nearest

neighbour algorithm different from a mathematical expectation formula, which is the

generalization of arithmetic average value. However, it seems that nobody has studied how to

formalize this similarity function mathematically, based on problem domains, although common

CBR systems use this algorithm to perform case-based reasoning. 

In the relational approach [172], similarity is treated as a partial ordering. Such partial

orderings can be realized by numerical functions which are called similarity (or dual distance)

measures  or , respectively. Both similarity measures  and distance

measures  induce four-place relations  and  in an obvious way. If

 holds,  and  are called compatible. 

It should be noted that the relationship between similarity and distance from the above

discussion is still unclear, although a new concept of similarity measure has been introduced. 

In order to reduce arbitrariness some assumptions are common:

1.

2.

The intention of (1) is normalization and (2) implies that each object is itself its nearest

neighbour. This is often the case for the following conditions:

3.  (symmetry)

4.  (triangle inequality, in terms of distance measures)
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The notion of a distance function  is dual; here, simply all orderings are reversed. For

an attribute-value representation, a simple distance function is the Hamming distance. If problems

are coded as n-dimensional real vectors, classical mathematical metrics like the Euclidean or the

Manhattan distance are often used.

From the above discussion, it seems that there is no discussion on the relationship between

similarity and metric in a mathematical way, although Richter’s idea [172] that 

from a mathematical viewpoint, the notion of similarity is equivalent to the dual

distance concept. However, both notions emphasize different aspects and have given

rise to different computational approaches. 

is correct. However, his thinking is still at an empirical level. Furthermore, the notion of the

nearest neighbour should be directly based on the notion of either “distance” or metrics rather

than on the notion of similarity, which will be discussed once again in Section 5.2.8. 

5.2.6  Similarity and Metrics 

In many applications like CBR, metrics are used to measure the similarity between two objects

such as cases in CBR. Then it would be reasonable to assume that

(9)

and say that  and  are similar with respect to  if , where  is the Euclidean

distance function and  is a small number (in relation to ). But then,  is not transitive

from a mathematical viewpoint, which is inconsistent with our intuitive expectation that the

similarity relation is transitive. However, the fuzzy similarity relation  in the following

example is transitive in some sense [348]. 

 Example 4. A fuzzy similarity relation possessing transitivity. Suppose that 

, (10)

where  is any positive number. In the definition the max-product transitivity is employed. Under

this condition,  satisfies Eq.5 and therefore it is a fuzzy similarity relation.

In practice,  rather than  is often used to measure the similarity between two objects.

Thus, two questions arises as follows: 

d x y,( )
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1. What is the difference between  and ? 

2. Can we resolve the inconsistency between transitivity and our intuitive expectation [348] ?

Let us try to answer them and assume that  for convenience.

As is well known, the Taylor series expansion of the function  is [255]:

(11)

Then

(12)

Thus, if  is chosen as small as possible, i.e.  and  are quite similar, almost equal, then the

difference between  and  can be insignificant. In other words, the inconsistency between

transitivity and our intuitive expectation results from the insignificant difference in Eq.12; that is,

. Therefore,  can be referred to a fuzzy similarity relation and used to perform

similarity-based reasoning with transitivity only if the number of transitive reasoning steps is

limited. In this case, the similarity-based reasoning with  can not lead to obviously fuzzy

degeneration mentioned in the previous section (Section 5.2.3) because of Eq.12. This result can

be also easily extended as follows: Let 

, (13)

and say that  and  are similar with respect to  if , where  is a metric, 

is a constant, and  is a small number (in relation to ).

5.2.7  Similarity Metrics

This subsection will discuss similarity metrics in CBR based on integration of similarity relations

and metrics mentioned. It argues that it is similarity metrics rather than similarity measures that

should be used to assess the similarity between problems or between solutions in CBR. It begins

with the following example borrowed from [278].

According to [278], similarity  is a measure of the amount of overlap between the

corresponding feature sets,  and , of the source and target concepts or propositions,  and
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, as shown in Fig. 5.2. More specifically, the similarity measure between  and  is:

. It is easy to show that  here is only reflexive. However, it is neither

symmetric nor transitive. The reason is that a similarity measure should not be made to be either

symmetric or transitive, according to Sun [278]. However, according to discrete mathematics

[252],  can only be considered as not a similarity relation but a reflexive relation. Further,

Burkhard [36] and Dubois [72] believe that similarity is often considered as a symmetric measure,

although in practice, what “similarity” is maybe asymmetric in daily usage. 

Generally speaking, similarity in mathematics is considered as a relation, while similarity in

CBR is considered as both a relation [72] and a measure [28][36][278] as well as a metric [20].

This confusion between similarity relation, similarity measure [28][272][316], and similarity

metric [20][316] is so popular that these three concepts are de facto the same in CBR. However,

there is still no general definition for the concept of a similarity metric in CBR, although many

CBR publications are involved in it [168][172][272][316]. No one seems to have any idea about

how differentiate these concepts or what the relationship is between them, although Burkhard and

Richter [36][172] have been aware of the difference between similarity measure and distance or

metric (see Section 5.2.5), and given some useful formalization. However, they have not

examined them thoroughly. In what follows, this section will fill this gap. 

Briefly speaking, measures assess the size of any subset in a mathematical system, e.g. a Borel

field [63], while metrics evaluate the distance between any two elements in a mathematical

system, e.g. a Banach space [255]. In Euclidean space , a measure can be considered as the

generalization of the notion of area, while a metric can be viewed as the distance between two

points. In Euclidean space , a measure can be considered as the generalization of the notion of

“length” of any interval (if the interval  has endpoints  and ,  then the length of  is
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A B∼
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Fig. 5.2  Similarity in [278]
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 [255]) and as a function from a certain subset of the power set of  to 

while a metric  is a function  with some conditions. Thus, measures and metrics

are two different concepts. Because one uses it to assess the similarity degree between the features

of two cases, he should use a similarity metric rather than a similarity measure to investigate the

similarity involved in CBR. To perform a theoretical analysis, the following is needed: 

 Definition 3. A relation, denoted by , on non-empty , is a similarity metric if it satisfies 

1.  is a similarity relation in 

2.  is a metric on ; that is, it is a function from  to , provided that

• for any ,  if and only if 

• for all , 

• for all , 
(14)

where  is min operator. Eq.14 in this definition is called the similarity inequality. It should

be noted that the similarity metric here, , can not directly satisfy the triangle inequality (see

Section 5.2.8). Eq.14 is motivated by the concept of fuzzy similarity relations given in [222],

which is as Eq.5 in this section.

In comparison with the definition of fuzzy similarity relations given in [72][222] and in

Section 5.2.3, the similarity metric here is at first a traditional similarity relation, and then just a

metric (maybe to some extent), because the similarity between two elements is the necessary

condition to further discuss how similar they are, which coincides with our intuitive expectation

[87]. In practice, our first concern is whether  and  are similar, then we ask how similar they

are. In fact, in some cases, such as case base building [293], (fuzzy) similarity relations rather

than similarity metrics are essential. However, metrics and in particular similarity metrics play an

important role in case retrieval in CBR [291]. Therefore, the integration of similarity relations and

metrics into similarity metrics is of practical significance. 
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5.2.8  Relationships between Similarity Metrics and Traditional Metrics

Usually similarity metrics are used to evaluate the similarity between two cases in CBR [291].

The question arises: what is the relationship between the proposed similarity metric and the

traditional metric. In what follows, this section discusses this at somewhat greater length and at

the same time extends the concept of similarity introduced by Zadeh in 1971 [348]. 

Suppose that  on a non-empty  is a similarity metric. Let 

(15)

Then it holds, based on Definition 3: 

• For any , 

• For any , , and

• For any , using Eq.14, 

That is,

(16)

triangle inequality is valid. Thus [87]:

Proposition.  is a metric or distance function.

This proposition demonstrates that the similarity inequality implies the triangle inequality

indirectly. On the other hand, the triangle inequality is the generalization of the  property that

the “sum of the lengths of any two sides of a triangle is greater than the length of the remaining

side” [63], demonstrated in Fig. 5.3. However, define 
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Fig. 5.3  Triangle inequality and similarity inequality
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, (17)

then one can easily find that the longest edge  in the sense of distance function  becomes

the shortest edge  in the sense of  and  (see Fig. 5.3). This characteristic leads to

consider 

(18)

as an important feature in the similarity metric, when  demonstrated in

Fig. 5.3 In other cases; that is, , Eq.18 is not valid, for example, when

the distance of  is the shortest among them. However, in such cases, similarity inequality

Eq.5 or Eq.14 is satisfied. This result differs from that of fuzzy similarity relations

[73][74][222][348]. Thus, it is necessary to examine the relationship between

 and  in a unified way. Taking the

commutativity of ,  into account, it is sufficient to consider the following three cases:

1.

2.

3.

In what follows, each of these cases will be considered in more detail. The consideration of

their relationship with identity relation “=” is left to the readers.

From the first case, 

 (19)

which leads to 

, (20)

because . It should be noted that Jacas and Valverde

[129] extended Eq.20 to define -triangular inequality and then a -pseudometric.

From the second case, the following holds:

(21)

but  is not valid, although the following is valid:
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 (22)

As mentioned early, Eq.22 is, in essence, used to define the transitivity in the fuzzy similarity

relations by Ovchinnikov [222]. This means that Ovchinnikov [222] only considered one of three

mentioned cases, when he defined his concept of similarity. 

In the third case, neither 

 nor  (23)

hold. However, from this case, the following holds:

(24)

Eq.24 is, in essence, used to define the transitivity in the fuzzy similarity relations by Burkhard

[36], and leads to 

(25)

These results imply that the definition of fuzzy similarity relation in [222] is irrelevant to the

triangle inequality. Because the definition of fuzzy similarity relation in [222] is a simpler form of

the definition of a similarity relation given by Zadeh [348], the latter is also irrelevant to the

triangle inequality. In fact, the definition of fuzzy similarity relations in [222][348] only reflects

one of the above results; that is, Eq.25. Therefore four different types of fuzzy similarity relation

concepts based on Eq.19, 20, 24, and 25 respectively will be introduced, following the discussion

of Zadeh [348], Dubois [73], and Ovchinnikov [222], as follows. 

 Definition 4. A fuzzy binary relation  on a nonempty set  is a type-1 fuzzy similarity rela-

tion1, if it is reflexive, symmetric, and type-1 transitive; i.e.,

(26)

(27)

(28)

 Definition 5. A fuzzy binary relation  on a nonempty set  is a type-2 fuzzy similarity rela-

tion, if it is reflexive, symmetric, and type-2 transitive; i.e.,

1. This research uses the notation  for the membership , although the latter is commonly used in 

the fuzzy set literature.
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(29)

(30)

(31)

 Definition 6. A fuzzy binary relation  on a nonempty set   is a type-3 fuzzy similarity rela-

tion, if it is reflexive, symmetric, and type-3 transitive; i.e.,

(32)

(33)

(34)

 Definition 7. A fuzzy binary relation  on a nonempty set   is a type-4 fuzzy similarity rela-

tion, if it is reflexive, symmetric, and type-4 transitive; i.e.,

(35)

(36)

(37)

Each of these four types of similarity concepts corresponds to the generalization or induction

of some cases in nature and society. The similarity relation introduced by Zadeh [348], Dubois

[73], and Ovchinnikov [222] is type-4, while the similarity introduced by Valverde [129] is type-

2. Their results based on either type-2 or type-4 similarity relations can be extended to the cases

of other two types of similarity relations, in order to obtain a complete study on all kind of

similarity relations. Further, four different types of similarity metric can also be introduced in a

similar way, each of which corresponds to one of the above-mentioned similarity relations. They

are also called type-1 similarity metric, type-2 similarity metric, type-3 similarity metric, and

type-4 similarity metric, denoted as , , , and  respectively.

Based on Eq.28, 31, 34, and 37, it is easy to know that  is stronger than , while  is

weaker than  from a viewpoint of similarity. 

We have already come to two points: The first is that we hope to define the similarity metric as

not only a similarity relation from a traditional viewpoint but also as a metric or distance function,
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to some extent. The second is that we have found that Eq.19, 20, 24, and 25 are valid respectively

under different conditions if taking Euclidean space into account. These two results suggest to

further introduce:

 Definition 8. A relation, denoted by , on a non-empty , is a similarity metric if it satisfies 

1.  is a similarity relation in 

2.  is a metric on ; that is, it is a function from  to , provided that

• for any ,  if and only if  

• for all , 

• for all , either 
 or  (38)

where  is min operator. Eq.38 in this definition is called the similarity inequality. 

However, it is not easy to verify if the similarity inequality (Eq.38) is valid from a pragmatic

viewpoint. Therefore, we introduce the following:

 Definition 9. A relation  on a non-empty , is a type-5 similarity metric if it satisfies 

1.  is a similarity relation in 

2. 1-  is a metric on , that is, it is a function from  to , provided that

• for any ,  if and only if 

• for all , 

• for all , 
(39)

where  is min operator. Eq.39 in this definition is also called the similarity inequality. Eq.39

is also a variant of the following equation 

(40)

Therefore it satisfies the triangle inequality.

Similar to the previous discussion, Eq.39 can also be used to correspondingly define a type-5

similarity relation. 
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The previously discussion is, in essence, based upon the triangle inequality in Euclidean space

. In fact, there is another property in Euclidean space , which is parallel to the triangle

inequality; that is, “difference of the lengths of any two sides of a triangle is less than the length of

the remaining side”. More formally,

(41)

Assume 

(42)

Then, based on Eq.41, it holds:

Therefore, another definition of a similarity relation and a similarity metric can be introduced,

called the type-6 similarity relation and type-6 similarity metric respectively, for example, 

 Definition 10. A relation  on non-empty , is a type-6 similarity metric if it satisfies 

1.  is a similarity relation in 

2.  is a metric on ; that is, it is a function from  to , provided that

• for any ,  if and only if 

• for all , 

• for all , 

(43)

where  is min operator. Eq.43 in this definition is also called the similarity inequality. 

As is known, metrics have played a vital role in mathematics and engineering, in particular in

functional analysis and engineering computation, while similarity plays a similar role in many

fields in computer science, such as CBR, IR, and pattern recognition. However, there is no

theoretical insight into similarity metrics. Almost all similarity metrics and measures for

“neighbourhood” are domain dependent. There is also a misunderstanding about similarity

measures and similarity metrics in CBR. The proposed results basically fill this gap. The six

different types of similarity metrics introduced here can be used easily in CBR. In the following

context, a fuzzy similarity relation or similarity metric is always referred to one of the proposed
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six different types of fuzzy similarity relations and corresponding similarity metrics, if it is not

mentioned specifically.

5.2.9  Local Similarity vs Global Similarity 

Let  and  be two problems in the possible world of problems , in which every problem

has n (feature) attributes. The attribute-value representation of the problem in  can be taken as

a n-tuple vector; that is:

 

 

For every , there is a similarity metric  on the domain of attribute ; that is,

: ,  is called a local similarity metric, and  is the similarity degree

between  and . 

Besides those mentioned in Section 5.2.8, typical general-purpose local similarity metrics are

the following Canberra metrics (Eq.44, 45, and 46)[71]

(44)

(45)

(46)

Strictly speaking, the above discussion basically belongs to local similarity, which deals with

the values of an individual attribute or feature of a problem. However, a problem/solution

description has a number of attributes in a CBR system. Therefore how to get an overall similarity

assessment for a problem/solution description based on the local similarity assessment is an

important part in CBR. 

The evaluation of global similarity between two multiple-feature descriptions is obtained by

aggregating the evaluation of local similarities for each feature [72]. The aggregation has to be

done in such a way that the resulting similarity relation should preserve properties, like
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reflexivity, symmetry and possibly a certain kind of transitivity of the local or individual

similarities. In what follows, the section will examine the theoretical global similarity based on

local similarity discussed above from the viewpoint of CBR. 

Let  be a composite function from  to . Then the global similarity degree of 

and , , can generally be considered as (see [36][71])

(47)

where  is a global similarity metric. If  is a linear function such that 

(48)

where  is the weighted value of attribute , which reflects the relative importance of

corresponding  within the problem in  and satisfies  and  (normalized

weights), Eq.48 is called the weighted Hamming similarity metrics, because its form is essentially

the same as the weighted Hamming distance. 

Another popular (weighted) global similarity metric is the Euclidean similarity as follows:

, (49)

owing to that its form is essentially the same as the traditional Euclidean distance. 

From the viewpoint of fuzzy logic, the following global similarity metrics are useful when

dealing with the global similarity assessment of problems with incomplete knowledge and

uncertainty. 

, (50)

, (51)

where  and  are  and  operators in fuzzy logic [355]. 
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5.2.10  Summary

This section examined similarity relations, similarity measures, similarity metrics, and distance

functions in a unified way and built an important relationship between similarity metrics and

Euclidean metrics. It examined similarity measures, similarity metrics and distance functions in a

novel way and extended the concept of similarity relation introduced by Zadeh et al. and proposed

six different types of fuzzy similarity relations and corresponding similarity metrics, each of

which corresponds to some cases in nature and society. The core idea behind this is the integration

of similarity relations and metrics into similarity metrics, based on investigation of similarity

relations and traditional metrics used in CBR. Another original idea is to understand the relation

between transitivity in fuzzy similarity relations and the triangle inequality in the plane from a

new viewpoint, which has been ignored by other researchers. Because similarity measures and

metrics are frequently used to assess the similarity between two objects in a confused way, it is

better to use similarity metrics rather than similarity measures in CBR. It also argued that

similarity metrics proposed in the last subsection can be easily used in CBR. The preceding

analysis extended some of the well-known results in the theory of relations to similarity metrics.

It appears that such extension may be of use in case base building and case retrieval in CBR as

well as in various applied areas in which similarity plays an important role in system behaviour

such as database, data mining, and Web search engine. 

5.3  Case Base Building with Similarity Relations

While the theory and practice of CBR has benefited greatly from recent advances in case

representation, similarity assessment, case retrieval, and case adaptation, there have been only

modest advances in case base building, in particular from a formal viewpoint. This section will

show that case base building can be based on both similarity relations and fuzzy similarity

relations, and then present three algorithms for case base building. Thus case base building is a

form of similarity-based reasoning. 

5.3.1  Introduction

Most CBR systems (e.g. [167][231]) do not include case base building, at least from a theoretical

viewpoint, although this is the foundation for performing case retrieval and then case adaptation.

This section will attempt to fill this gap by providing a theoretical formalization of building the
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case base in CBR and presenting three algorithms for case base building. In contrast to the

popular use of similarity relations in case retrieval, e.g. [72][231], the proposed approach

introduces a similarity relation and fuzzy similarity relation for partitioning the possible world of

problem descriptions and the possible world of solutions. It then creates the case base of a CBR

system and argues that the case base can be built using both similarity relations and fuzzy

similarity relations with three proposed algorithms. Therefore case base building is a form of

similarity-based reasoning. 

This section is organized as follows: Section 5.3.2 introduces the possible world of problems

and solutions. Section 5.3.3 investigates similarity classes on the possible world of problems and

solutions. Section 5.3.4 discusses cases and case base building. Section 5.3.5 examines the

refinement of case bases. Section 5.3.6 investigates case base building based on fuzzy similarity

relations. Section 5.3.7 ends this section with a few concluding remarks.

5.3.2  Possible World of Problems and Solutions

This subsection discusses the case base of a CBR system in a broader domain; that is, the possible

world of problems and the possible world of solutions.

After the failure of GPS (general problem solver) in early AI to capture general purpose

reasoning or intelligence, intelligent systems have only served to solve certain types of problem in

a special field or in a narrow domain [293]. Any CBR system can thus only give the answers to

problems in a possible world1, which corresponds to a real world scenario. Based on this idea, the

possible world of problems, , and the possible world of solutions, , are the whole world of

an agent (see [214]) to use CBR to do everything that he can. If an agent considers a CBR system

as a function or transformation  from  to , it is meaningless to discuss the image of 

if . Therefore, the agent can only know and play in the world , shown in Fig. 5.4

For example, in a CBR e-sale system, the possible world of problems  can consist of 

• Properties of goods 

• Normalized queries of customers

• Knowledge of customer behaviour

1. This term is affected by the terminology in modal logic and AI [214].
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• General knowledge of business (similar to  in [231])

• etc.

and the possible world of solutions  consists of 

• Price of goods

• Customized answers to the queries of customers

• General strategies for attracting customers to buy the goods

• etc.

It should be noted that if the case base in the CBR system is denoted as , where 

is the subset of problem descriptions and  is the subset of solution descriptions, then it is

obvious that  and  are subsets of  and  respectively [293]. For example, in the above

mentioned CBR e-sale system,  can represent all possible goods on the market, while  is

only all available products (goods) for customers in this system. Further, the requirement of a

customer or buyer agent is a desirable good , which may not be in  but in . However, this

point is not clear in Leake’s model (including problem space and solution space) of CBR (see

Section 2.3.3). Therefore, the introduction of possible world of problems and possible world of

solutions is of significance, which will be seen more in the following. 

5.3.3  Similarity Classes on the Possible World

 Definition 11. let  be a similarity relation on . For each , define

(52)

K

Ws

Fig. 5.4  CBR World
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 is called a similarity class containing  and  a representative element1 of . The set of all

similarity classes of  is denoted by . 

As is known, there is a one-to-one correspondence between a similarity relation on  and a

partition of  [252][282]; namely, if  is a similarity relation on , then

 is a partition of , denoted by . Conversely, if  is a

partition of , then the sets  are the similarity classes corresponding to some similarity

relation on . In other words, any similarity relation on  determines a corresponding

partition of . Thus, in terms of reasoning, partitioning of sets can be viewed as similarity-

based reasoning. 

 Example 5. Let  be a function with domain  and codomain , namely, , and

define  if , where = means identity between two elements in . Then  is a

similarity relation on  and the similarity classes are the nonempty sets , where .

It is obvious for this example that for any similarity class  with respect to , if

 then  and  have the same solution; that is, . 

Finally, in contrast to the nearest neighbour algorithm mentioned previously in Section 5.2.5,

a most similar problem model (MSPM) for case retrieval in CBR will be proposed as follows: 

Let 2 be a similarity metric on the possible world of problems ,  be a current problem

(a normalized enquiry) and similar to  in the sense of . Then the most similar problem

 is the problem that satisfies: 

(53)

where  is the similarity class with the representative . 

1. In practice, one element from a similarity class is chosen as the representative element.

2. It is one of six different types of similarity metrics.
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5.3.4  Case and Case Base Building

This subsection will investigate cases and case bases based on similarity relations on the possible

world of problems  and similarity relations on the possible world of solutions . This differs

from other studies, in which similarity relations are mainly used to treat case retrieval [72][231].

In many studies such as [72][172], cases are denoted as -tuples of completely,

incompletely or fuzzily described attribute values, this set of attributes being divided in two non-

empty disjoint subsets, i.e. the subset of problem description attributes ( -tuples) and the subset

of solution or outcome attributes ( -tuples), denoted by  and  respectively. A case, , can be

denoted as an ordered pair , where  and . The case base  is the set of (stored)

known cases [74]. Unfortunately, such studies neglect the relationship between  and . One

can imagine that the seller agent in the selling process always classifies the products and

customers using his special “similarity relation” before he performs the mentioned “a similar

query of customers has a similar answer”. This suggests that the relationship between  and 

is important. The classification performed by the seller agent can be considered as a partition of

the possible world of problems , which can be realized based on the similarity relation. That

is, let a relation  on  be a similarity relation. Then  is a partition of

 with respect to . Furthermore, for any two problems ,  is similar to  with

respect to similarity relation  on , and they can have similar, or in particular, the same

solutions in the possible world of solutions . In such a way, it is sufficient to choose the

representative element  and its corresponding solution  to constitute a case

 and store it in the case base. Therefore, we conclude that 

• A case  in the case base of a CBR system consists of a representative element  of a similar-

ity class  in terms of similarity relation  on  and its corresponding solution  in the

possible world of solutions , denoted as 
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• The case base is made up of the representative elements  of all disjoint similarity classes in

the partition of  in terms of  and their own corresponding solution1  in the possible

world of solutions ; that is:

(54)

where  is a solution of . Define , . Then P

is the set of precedent problem descriptions, and Q is the set of solution descriptions.  is a case

base with respect to the partition .

This result, shown in Fig. 5.5, is also based on the following idea: one classifies similar

problems into a class, then finds a representative problem from this class and solves it thoroughly

in order to “get twice the result with half the effort”. If one finds out the solution to the

representative problem, then he can use this solution to solve all other problems in that similarity

class including the mentioned representative problem. It is reasonable to define the similarity

relation on  rather than on , which is a part of the case base. Now, the above discussion can

be summarized as an algorithm-I, which creates a case base for a CBR system using a similarity

relation in : 

 Step 1. Define the possible world of problems  and the possible world of solutions 

1. If there are more than one solution, one of them can be selected as .
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 Step 2. Define a similarity relation  on 

 Step 3. Find the partition of  with respect to 

 Step 4. Find the representative elements  of all disjoint similarity classes in the partition

of  in terms of  and then constitute them into a set of precedent problem

descriptions 

 Step 5. For every representative element  find its corresponding solution  in the

possible world of solutions . The set of all the corresponding solutions from this

step is called the set of solution descriptions 

 Step 6. Create the case base 

 Step 7. End. 

It is worth noting that there is, in practice, a similarity relation, , on , too, which is

motivated by [74][72]. Thus a representative of a similarity class in , e.g.  is mapped to an

adequate representative of an similarity class in , e.g. . For case retrieval, given a problem or

an enquiry , one firstly decides which similarity class that  belongs to, then goes

to the possible world of solutions  and looks up an appropriate solution  in all possible

similar solutions . For case base building one can generalize from the concrete class of

problems (i.e. find the representative of a similarity class), then look for all possible similar

solutions in the possible world of solutions and then generalize from the similarity class of

solutions, i.e. find a representative. However, the similarity relation  on the possible world of

problems  has to be defined in advance. The similarity relation  on the possible world of

solutions  depends on the similarity classes in the possible world of problems : From each

similarity class  a representative  is chosen. For each representative , we find a set of

possible solutions (similar solutions) in the possible world of solutions, . If these sets

are disjoint they give a partition of , i.e. , which corresponds to a similarity
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relation, called , on . Finally we choose a representative  from . All the pairs 

constitute the case base. Therefore, Fig. 5.5 should be changed into Fig. 5.6. 

The algorithm-I can be also slightly extended as algorithm-I* which creates a case base for a

CBR system using similarity relations on  and on .

 Step 1. Define the possible world of problems  and the possible world of solutions 

 Step 2. Define a similarity relation  on 

 Step 3. Find the partition of  with respect to 

 Step 4. Find the representative elements  of all disjoint similarity classes in the partition

of  in terms of  and then constitute them into a set of precedent problem

descriptions 

 Step 5. For every representative element  find all possible solutions (similar solu-

tions) in the possible world of solutions, 

 Step 6. Define a similarity class  of a certain similarity relation  on

 and decide a partition of , i.e.

(55)
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 Step 7. Choose a representative  in similarity class  of a partition of the possible

world of solutions . The pair  becomes a case in the case base. The set of

all the corresponding solutions from this step is called the set of solution descrip-

tions  

 Step 8. Combine  and  into the case base 

 Step 9. End.

So far, the relationship between similarity relations in the possible world of problems and

similarity relations in the possible world of solutions has been investigated. It also argued that

case base building in a CBR system can be a process of similarity-based reasoning based on

algorithm-I and algorithm-I*. The next subsection will extend the proposed algorithm to a

“recursive” algorithm, owing to the refinement and adjustment of the partition of , and

demonstrate that case base building in a CBR system is a cyclic process of similarity-based

reasoning.

5.3.5  Refining Case Bases 

It appears that case bases are very domain dependent with the result that there are no studies and

in particular no theoretical studies on the refinement or improvement of case bases. This section

attempts to give some new insight into this question.

It is obvious that many similarity relations can be defined on . Further, if necessary, a

similarity relation base can be built, similar to a case base, in order to implement a CBR system.

Different similarity relations on  lead to different partitions of  and then form different

case bases. A new problem arises owing to different similarity relations: Which of these different

similarity relations is better in practice, for example, for the e-sale business. This question has

been neglected in CBR and fuzzy reasoning, with no studies on the comparison of similarity

relations in both fields. This section discusses it in some detail from an algebraic viewpoint. 

 Definition 12. Let  and  be two partitions of . Partition  is called finer than

 if for every  there exists a set  such that .  is called coarser than

partition , if  is finer than . 
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According to this definition, it is obvious that if the similarity relation  on  determines

the coarsest partition of ; that is, , then , where  is any given

element in . In this extreme case, the case base will have only one case. Thus it is not a real

case base in any existing CBR system. In another extreme case, the similarity relation  on 

determines the finest partition of ; that is, . This means that

every single element in  forms a similarity class with respect to . In this case, .

Therefore, the case base is the largest and provides a corresponding solution to every problem in

the possible world . This is, in general, not feasible in any existing CBR system, because it

would require full understanding of all problems. Usually, any partition corresponding to a

similarity relation involved in CBR research and development lies between these two extremes.

One can examine if this partition of  is finer than another one based on Definition 12. In

practice, it is worth refining a partition corresponding to the similarity relation on  if the

existing case base is not satisfactory1 based on the experience of case retrieval or if the current

case base is to be updated. If so, two loop processes, an inner loop and an outer loop, are proposed

to perform the refinement of the partition. In the inner loop, the partition will be changed such that

the result is neither finer nor coarser than the original one, because it is easily shown that “finer”

as a binary relation is a partial order . This will be repeated for a given number of iterations

(if  and  are not satisfactory). When the maximum number of loops has been reached, and 

and  are still not satisfied then the outer loop will be entered, where the partition is refined once.

For brevity, the inner loop is called microadjustment and the outer loop refinement. For example,

let , and , , , , , ,  be similarity relations on ,

and their corresponding partitions of  are: 

•

•

1. Which is based on the statistics of case retrieval.
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•  

•

•

•

•
The partial order “finer” between the partitions is illustrated in Fig. 5.7 It is easy to see that

 is the coarsest partition of ,  is the finest partition of , However, there are

no “finer” or “coarser” relationships between  and , nor among ,  or

. In microadjustment, if  (i.e. its corresponding ) is not satisfied, then one can

choose  as an alternative, carrying out the inner loop. If  is still not satisfied, then

either  or  will be refined and either  or  or  are obtained,

carrying out the outer loop. etc. The concrete order of microadjustment and refinement is

application dependent and has to be chosen in advance or in accordance with the degrees of

satisfaction or dissatisfaction of the partition to be microadjusted or refined.

Based on this consideration, the transition from the possible world of problems  and the

possible world of solutions  to the case base is also a refinement process of partition and

repartition. Therefore, algorithm-I* will be extended to algorithm-II, which has two loops, in
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order to create a satisfactory case base for a CBR system based on similarity-based reasoning as

follows:

 Step 1. Define the possible world of problems  and the possible world of solutions 

 Step 2. Define a similarity relation  on 

 Step 3. Find the partition of  with respect to 

 Step 4. Find the representative elements  of all disjoint similarity classes in the partition

of  in terms of  and then constitute them into a set of precedent problem

descriptions 

 Step 5. For every representative element  find all possible solutions (similar solu-

tions) in the possible world of solutions, 

 Step 6. Define a similarity class  of a certain similarity relation  on

 and decide a partition of , i.e.

(56)

 Step 7. Find a representative, , in similarity class  of a partition of the possible world

of solutions . The pair  becomes a case in the case base. The set of all the

corresponding solutions from this step is called the set of solution descriptions 

 Step 8. IF  and  are satisfied, THEN create the case base  and GOTO Step

11, otherwise GOTO Step 9

 Step 9. IF the maximal number of iterations is not exceeded THEN microadjust the simi-

larity relation, , and GOTO Step 3 (outer loop), otherwise GOTO Step 10

 Step 10. IF the maximal number of iterations is not exceeded THEN refine the partition,

, GOTO Step 3 (outer loop), otherwise GOTO Step 11

 Step 11. End.
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It should be noted that which partition of  is better also depends on the cardinality of the

case base and the concrete application settings. For example, there are about 10,000 cases in the

case base involved in a distributed CBR application for engineering sales support [319], although

there are a few hundred cases in most CBR systems [172].

There remains a question; that is, how does one deal with adding a new case  to the

case base of a CBR system? This question is of practical significance, because it is a frequent

action for any running CBR system to add a new case to its case base. This question involves case

retrieval and case reuse, because case retrieval should be performed to know if the problem

description  belongs to a certain similarity class . If  then there are two

possibilities: 

1. . In this case,  will not be required to put to the case base 

2.  for any . In this case,  has to be re-partitioned. 

If  for any , then the possible world  should be repartitioned or a new similarity

relation on  should be chosen so that the  belongs to a certain similarity class in terms of the

new partition of . Then  can be added as the representative element of the mentioned

similarity class and its corresponding solution , as a new case, into the case base. 

Because fuzzy similarity relations are an extension of similarity relations, the above proposed

approach can be extended to the fuzzy similarity setting. The next section will turn to a fuzzy

similarity based model for case base building. 

5.3.6  Case-base Building based on Fuzzy Similarity Relations

Fuzzy similarity relations have been used in CBR, in particular in case retrieval

[72][73][74][231]. However, there are still no studies on applying fuzzy similarity relations to

case base building, although the latter is an important basis for case retrieval and case adaptation.

This section will extend discussions in the previous section using fuzzy similarity relations and

fill the mentioned gap. For brevity,  is still used to denote a fuzzy similarity relation in this

section if there is not any confusion arising. 
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 Definition 13. Let  be a fuzzy similarity relation in . For , a -level-set of

fuzzy similarity relation  is, denoted by , a non-fuzzy set in  defined by

(57)

Then the following consequences are valid [348]: 

 (nested sequence) (58)

,  (resolution identity) (59)

where  stands for the union and  with

(60)

Conversely [348], if the , , are a nested sequence of distinct similarity relations in

 with ,  non-empty, then, for any choice of  in  which

includes ,  is a similarity relation in . 

This implies that every -level set of a fuzzy similarity relation is a traditional similarity

relation. Furthermore, from a fuzzy similarity relation  one can get crisp similarity relations ,

. From a nested sequence of crisp similarity relations  (with the above mentioned

properties) one can get the fuzzy similarity relation . 

Since traditional similarity relations play an important role in partitioning a set, fuzzy

partitions will be examined in order to build a case base using a fuzzy partition [25]. The core idea

behind this is that every -level set can be used, which is a traditional similarity relation, to form

its corresponding partition of .

Let  be a fuzzy similarity relation in  with a membership function . With each

,  is associated a fuzzy similarity class denoted by . This class is a fuzzy set in 

which is characterized by the membership function 

(61)
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Thus,  is a fuzzy similarity class centred at . Furthermore,  is a non-fuzzy set in 

and given by . Based on Eq.59 the following result is obtained at once: 

(62)

where 

(63)

Therefore,  is a similarity class with the representative  and the elements in

 have the same similarity degree . Since every  is a traditional similarity relation in

, its corresponding partition is 

(64)

Because a fuzzy similarity relation is reflexive, then we have , which is useful for

partition of . 

In the e-sale setting, every fuzzy similarity relation  on  might be based on the seller

agent’s experience, and is seller-centred. It is only some -level set of a fuzzy similarity relation

 that is meaningful for decision making in selling process, because two problems with very low

similarity (in this case,  is very small) do not certainly have the same or similar solutions.

Therefore it is necessary to introduce

 Definition 14. Let  be a fuzzy similarity relation in , a constant  is called a

domain-similarity threshold iff for any  with  then the similarity between 

and  is application-feasible.

Therefore, in practice, one can only care about the -level set of a fuzzy similarity relation in

 with . Now, assume that , the partition of the -level set of a fuzzy similarity

relation  in , , is 

(65)
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Then, similar to the discussion in Section 5.2.2, the representative element of every ,  is

selected, and its possible solution is found, and then its corresponding solution  is chosen

to constitute a case  and store it in the case base. Therefore, the case base is built

based on the fuzzy similarity relation too; that is,

(66)

where,  is the set of precedent problem descriptions,  is the

set of corresponding solution descriptions. Finally the discussion in this section is summarized as

an algorithm- III as follows:

Algorithm-III creates a case base for a CBR system using a fuzzy similarity relation in the

possible world of problems  and the possible world of solutions . 

 Step 1. Define the possible world of problems  and the possible world of solutions 

 Step 2. Define a fuzzy similarity relation  on 

 Step 3. Decide the domain-similarity threshold 

 Step 4. Select , then find the -level set of the fuzzy similarity relation , ,

which is a traditional similarity relation on 

 Step 5. Find the partition of  with respect to ; that is, 

(67)

 Step 6. Select the representative element  of each , , and then constitute them

into a set of precedent problem descriptions 

 Step 7. For every representative element  find all possible solutions (similar solu-

tions) in the possible world of solutions , . Define a similarity class

 of a certain similarity relation  on  and decide a partition

of , i.e.

 (68)

Sα pi[ ] pi

si Ws∈

ci pi si,( )=

C P Q,( )=

P p1 … pn, ,{ }= Q s1 … sn, ,{ }=

Wp Ws

Wp Ws

S Wp

b

α b= α S Sα

Wp

Wp Sα

Sα[ ] Sα pi[ ] pi Wp∈( ) i 1 … n, ,=,{ }=

pi Sα pi[ ] pi

P

pi P∈

Ws sij j J∈{ }

sij j J∈{ } si[ ]= T Ws

Ws

Ws si[ ] Ws si[ ]

i 1=

n

∪–
 
 
 
 

∪

i 1=

n

∪=
- 133 -



 5. A General Theory of Case Based Reasoning 
 Step 8. Choose a representative  in similarity class  of a partition of the possible

world of solutions . The pair  becomes a case in the case base. The set of

all the corresponding solutions from this step is called the set of solution descrip-

tions 

 Step 9. If  and  are satisfied, then create the case base  and End; else:

Select another  such that  and return Step 4

 Step 10. If  and  are still unsatisfactory, then return to Step 2 (that is, define a new fuzzy

similarity relation  on )

 Step 11. End.

It is worth noting why  in Step 9. This is because if  becomes greater, the crisp

partition gets finer! Thus, this rule is, in fact, a refinement of the partition of , as mentioned

previously. Thus, Step 9 corresponds to what outer loop (refinement) and Step 10 corresponds to

inner loop (microadjustment). Therefore, algorithm III is an extension of algorithm II. The

difference between them lies in the following: In algorithm II the way of refinement is not

restricted and the partition can be refined arbitrarily, while in algorithm III the refinement is given

by the fuzzy similarity relation which defines all -level sets. 

5.3.7  Summary

This section argued that a case base can be built based on both similarity relations and fuzzy

similarity relations and proposed three algorithms for building case-bases. Thus case base

building is a form of similarity-based reasoning. The main difference of this research from others

is that similarity relations are not only used for case retrieval but also used to create case bases as

well as for case adaptation [88]. This approach is thus the foundation and an extension for the

logical and fuzzy approach to case based reasoning, because case base building is an important

basis for performing case retrieval and case adaptation. 

5.4   Model for Case-based Reasoning

As mentioned in Section 2.3, there have been many models for CBR that attempt to provide better

understanding of CBR. However, they all assume that the case base is also ready for the first
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process, case retrieval, although they discuss the representation of cases and believe that a case-

based reasoner is heavily dependent on the structure and content of its collection of cases. In fact,

it seems that everyone believes that representation of cases is important for CBR, but there are no

unified ways to integrate it into the models of CBR. Furthermore, it seems that almost all existing

models are empirical and descriptive, and it is difficult to extend these models to a theoretical

CBR. It is obvious that CBR can’t develop robustly further without a firm theoretical foundation.

This section proposes a  model, in which Repartition, Retrieve, Reuse, Revise and Retain

are the main tasks for the CBR process. It argues that the proposed  model is a new approach to

using similarity-based reasoning to unify case base building, case retrieval, and case adaptation. 

From an engineering viewpoint, a knowledge-based system such as a rule-based expert system

(see Chapter 4) can be regarded as a process of the following sequential phases: Knowledge

acquisition, knowledge representation, knowledge reasoning, knowledge interpretation, and

knowledge utilization [287]. In comparison with this, it seems that there is not a stage in the CBR

models mentioned above that corresponds to knowledge acquisition. This means that there has

not been much discussion about case acquisition, although case representation has been much

discussed in CBR. As mentioned in Section 2.3, in the  model, Retrieval is the first step in the

process of CBR, which means that the case representation and case base are already ready for

performing CBR. However, this is not the case in many applications.

Therefore, it is of significance to extend the  model to the  model, shown in Fig. 5.8. In

this proposed - model, Repartition, Retrieve, Reuse, Revise, and Retain are the main process

steps in the CBR [88]. While the other process steps are the same as those in the  model

mentioned in Section 2.4 or in [1], Repartition here is considered as the fifth  and used to form a

satisfactory case base  based on partitioning on , as discussed in the previous

section (Section 5.3). Furthermore, Repartition provides the theoretical foundation for case

retrieval, because of the one-to-one correspondence between the partition of  and the

similarity relations on . Thus, case base building and case retrieval can be treated as a

similarity-based reasoning in a unified way. It should be noted that case adaptation in this model
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is also similarity-based reasoning. Therefore, the proposed model is a further instantiation of CBR

as a process reasoning in Section 2.5, and can facilitate the use of similarity-based reasoning to

unify case base building, case retrieval, and case adaptation.  

It should be noted that the result of this section is a direct consequence of Section 2.5 and

Section 5.3. The central idea behind the  model is that case base building is an important task

of CBR and the case base can be built based on partitioning of the possible world of problems and

solutions, which is considered as the fifth  [88]. The core idea different from other studies is that

similarity relations and fuzzy similarity relations are not only used for case retrieval but also used

for creating the case base, although it might be used in different stages in a different way.

Therefore, the proposed approach provides a new attempt towards using similarity-based

reasoning to unify case base building, case retrieval, and case adaptation and therefore facilitate

the development of theoretical CBR with applications. 

5.5  Abductive Case-based Reasoning

This section will introduce abductive case-based reasoning (CBR) and show that abductive CBR

and deductive CBR can be integrated in clinical process and problem solving. Then it provides a

unified formalization for integration of abduction, abductive CBR, deduction, and deductive

CBR. The proposed approach demonstrates that the integration of deductive CBR and abductive
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CBR is of practical significance in problem solving such as system diagnosis and analysis and

will facilitate research of abductive CBR and deductive CBR. 

5.5.1  Introduction

As is well known, abduction and deduction play a fundamental role in problem solving [11][49].

In particular abduction seems to be a basic reasoning component in activities such as explanation

[165] and diagnosis [49][302] as well as analysis. Abduction has drawn much attention in AI

fields [244][49][165][302]. In [49] Console et al. introduced an interesting relation between

abduction and deduction and showed that abduction can be reduced to deduction on a transformed

(completed) domain theory that explicitly contains the assumption that all the direct explanations

of an event have been represented. Recently, CBR has been shown to play an important role in

explanatory or abductive reasoning tasks like diagnosis and explanation [235][289], one of which

is case-based explanation [165]. In most AI views, explanations are treated as deductive proofs.

Abductive reasoning systems build their proofs by nondeductive methods, and additional

assumptions may be required for those proofs to apply [165]. However, their view is

fundamentally the same in that if the abductive assumptions were shown to be true the resulting

explanation would be considered a deductive proof. The case-based approach explicitly treats

explanations as plausible reasoning chains that may be implicit. However, there is a lack of a

theoretical treatment towards integration of deductive CBR and abductive CBR. There is also no

unified treatment of the relationship between abduction, deduction, and CBR. This section

attempts to show that abductive CBR and deductive CBR can be integrated in clinical process and

problem solving. Then it provides a unified formalization for integration of abduction, abductive

CBR, deduction, and deductive CBR. This section also proposes the transformation from

abduction to abductive CBR and from deduction to deductive CBR.

5.5.2  Abduction and Deduction

This subsection will examine abductive reasoning and deductive reasoning with two examples

and show that clinical reasoning and problem solving in general can be considered as an

integration of abductive reasoning and deductive reasoning [289]. At first, it examines abduction

and deduction in clinical processes. The goal here is not clinical data or knowledge modelling, but

only a computational or logical understanding.
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As is well known, the clinical process basically consists of the diagnosis and treatment of

patients. Diagnosis is a judgement (or explanation) about what a particular illness is, made after

making an examination of the symptoms of a patient. Its goal is to explain symptoms observed

from the patient in the clinic [302]. The explanations for the observed symptoms are the basis for

treatment. Treatment is a concrete solution to the illness of the patient based on the explanation

descriptions of the diagnosis. 

 Example 6. Consider a concrete case of diagnosis and treatment happening in a normal day in

the clinic. The doctor examines the patient and gets 

Symptom: dizziness.

He has the following medical knowledge (domain theory):

{ }

and diagnoses that the patient has flu and tells the explanation to the patient. Then he completes

the prescription which includes 10 tablets of “Aspirin” as he has the medical knowledge

“ ”.

During the above process, the doctor has used two different reasoning paradigms: abductive

reasoning and deductive reasoning. From a logical viewpoint, his diagnosis result is following the

process of abductive reasoning:

He derives the explanation, “fever”, from the symptom, “dizziness” and his knowledge

“ .” Then he derives the explanation, “flu,” from the just derived explanation,

“fever,” and his knowledge “ .” Therefore, his reasoning towards the satisfactory

diagnosis is following the model of abduction or abductive reasoning [244][302]: 

(69)

where P and Q represent compound propositions in a general setting. In medical diagnosis,

 is a form of general relation: disease  symptom. 

Abduction is the term currently used in the AI community for generation of explanations for a

set of events from a given domain theory [46][289]. From a logical point of view, abduction is an

unsound reasoning [244][302]. However, it has similar properties to those of other nonmonotonic

flu fever, infection fever, fever dizzyness, fever no interest in eating→→→ →

flu Aspirin→

fever dizzyness→

flu fever→

P Q→
Q

P∴
----------------

P Q→ →
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logics proposed and studied in the AI literature. For example, it shares declarative and

computational properties with other forms of nonmonotonic reasoning [289]. Thus, abduction is a

very useful kind of nonmonotonic reasoning, in particular for reasoning towards explanation in

(system) diagnosis [302] and analysis in problem solving, which will be examined in more detail

later. 

It should be noted that most current rule-based diagnosis systems use knowledge of the form

[234]

observation and knowledge of situation  problem

to express knowledge about the potential cause of an observation. For example, MYCIN

expresses its knowledge in terms of rules of the form

symptom  disease [CF]

where CF is a certainty factor that represents a subjective evaluation of the rule’s quality. The

diagnosis task consists of matching rule symptoms and observed symptoms, accumulating the

conclusions suggested by relevant rules, and ranking the conclusions by a simple arithmetic

function on certainty factors. However, the rules above are the wrong way around: diseases result

in symptoms, rather than symptoms in diseases. In other words, a diagnosis is not a logical

consequence of our observations about a patient. In fact, exactly the opposite is the case, it is the

observations that should be shown to be logical consequence of our knowledge and the diagnosis.

Based on this idea, Poole and Goebel [234] uses an alternative formulation of the rules in their

system, Theorist, which is a logic programming system that uses a uniform deductive reasoning

mechanism to construct explanations of observations in terms of facts and hypotheses: 

problem  observation 

where knowledge is expressed in terms of problems and the observations that consequently arise.

For example, the medical diagnosis task would use rules of the form: 

disease  symptom

to encode the observable symptoms of diseases. This form of representation is more appropriate

for expressing textbook knowledge of diseases, as it records what is known without any

requirement for heuristic measures like certainty factors and experience record. Therefore, Poole

and Goebel [234] have similar ideas to that in this research about diagnosis. However, they have

→

→

→

→
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not generalized their idea to a more general reasoning paradigm: abduction or abductive

reasoning. 

After having obtained the precise explanation for the symptoms of the patient, the doctor

derives the treatment from the explanation “flu” and his knowledge of treatment

“ ;” that is, “10 tablets of Aspirin.” This is deductive reasoning, its general model

is well-known modus ponens (m.p.) mentioned in Section 2.4. Deduction is a fundamental

reasoning paradigm in traditional logic and mathematics. It also has widespread application in

almost every academic field. 

So far, this section has shown that the clinical process is an integration of abductive reasoning

and deductive reasoning, as shown in Fig. 5.9. The cycle in Fig. 5.9 starts with the patient

showing symptoms and completes with treatments. Further, in a more general setting, diagnosis is

a process of obtaining satisfactory explanation for a particular problem, made after making an

examination of a system with the presence of some faults. Therefore, abductive reasoning can be

applied to more general situations such as system diagnosis. The rest of this subsection will look

into abduction and deduction in problem solving.

The notation of explanation and analysis is basic in many human behaviors. In particular, in

any intelligent system such as an expert system there is a subsystem to explain the reasoning

process to the user. Reasoning towards explanation and analysis is a fundamental task in many of

problem solving activities investigated by the AI community [302]. In what follows, problem

solving is decomposed into analysis and reasoning. The analysis process in problem solving will

be shown as mainly abductive reasoning, while the reasoning process is mainly deductive

reasoning, with an example in propositional logic, borrowed from [282]. 

 Example 7. Prove 

flu  Aspirin→

Fig. 5.9  Integration of abduction and deduction in clinical process 

SymptomsAbduction

Explanations 
of illness

Deduction Treatments

Patient

P Q¬¬→ R P Q R⇒¬,→¬,
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As is known, this is a non-trivial problem for an undergraduate student studying propositional

logic. It is better to decompose this problem solving into two phases: analysis and reasoning:

Abductive reasoning is performed in the analysis phase, while deductive reasoning is usually

performed in the reasoning phase. 

1. Analysis.

(1) Because of ,  is transformed into . Then  is derived from 

and  based on abductive reasoning. 

(2) Because of ,  is transformed into . Then performing abductive

reasoning,  is derived from  and .

(3) Because in the hypotheses there is also . Thus it can conclude that this formula is

provable and the analysis phase is finished.

It should be noted that the above transformations are logically equivalent. Further, it is

interesting to note that during the analysis phase, the abductive reasoning chain (in reverse) is

obtained without taking logical equivalence formulas into account:

, , , , . 

which is just the main deductive reasoning chain in the below reasoning phase. Therefore, after

having obtained the abductive reasoning chain from  to , it is easy to prove the formula

under consideration. 

2. Reasoning.

Based on the results of above abductions in the analysis phase, this phase performs deductive

reasoning as that in propositional logic. 

Proof Explanations

 (hypothesis)

(hypothesis)

(contrapositive (2))

(m.p. (1), (3))

(hypothesis)

(contrapositive)

R R P→¬ P R→¬ P¬ P R→¬

R

P¬ P Q¬¬→ Q P¬→¬

Q¬ Q P¬→¬ P¬

Q¬

Q¬ Q P¬→¬ P¬ P R→¬ R

R Q¬

Q¬

P Q¬¬→

Q P¬→¬

P¬

R P→¬

P R→¬
- 141 -



 5. A General Theory of Case Based Reasoning 
(m.p. (4), (6))

Generally speaking, many textbooks do not discuss the analysis phase in problem solving.

They usually only provide standard solutions to problems. However, this is insufficient for class

teaching. During teaching, lecturers sometimes have to use such methods to instruct the students

to improve their ability of analysing and solving problems. Therefore, problem solving can also

be considered as an integration of abductive reasoning and deductive reasoning: Abductive

reasoning is performed to get a satisfactory analysis in order to perform deductive reasoning to

solve the problem. In other words, abductive reasoning is a necessary condition for performing

deductive reasoning towards problem solving in some cases. 

Forward chaining and backward chaining are well-known concepts in AI [256] (p 272). More

specifically, one can start with the sentences in the knowledge base and generate new conclusions

that in turn can allow more inferences to be made. This is called forward chaining. Forward

chaining is usually used when a new fact is added to the knowledge base and its consequences

should be generated. The theoretical foundation of forward chaining is previously mentioned

modus ponens (see Section 2.4). Alternatively, one can start with something that is to be proved,

find implication sentences that would allow one to conclude it, and then attempt to establish their

premises in turn. This is called backward chaining, because it uses modus ponens backwards.

Backward chaining is normally used when there is a goal to be proved, according to Russell and

Norvig [256]. Backward chaining is commonly used in RBESs to enable a hypothesis to be tested

and explained [317] (pp 8-9). This mimics human problem-solving strategies, for example, in

medical diagnosis some of human problem-solving strategies. When one is sick, his doctor often

hypothesizes using knowledge of what the possible cause of his illness may be. Doctors then try

to confirm their hypothesis by looking for characteristic symptoms or by performing certain tests.

If these do not confirm their hypothesis, they will think of another illness and test that hypothesis.

This problem solving strategy is often referred to as generate and test and has been used

successfully by many expert systems, particularly in diagnosis. However, based on the above

discussion, the theoretical foundation of backward chaining is the basic reasoning model of

abduction (see Eq.69). Furthermore, the theoretical foundation of Prolog and most other logic

programming languages is also abduction, because they are based on backward chaining [256] (p

313). Therefore, this subsection proposes a new insight into backward chaining and its relation to

R
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Prolog and most other logic programming languages: abduction and deduction exist in AI in a

“symmetric” way. 

5.5.3  Abductive CBR and Deductive CBR 

This subsection will demonstrate that abductive CBR and deductive CBR are an extension of

abductive reasoning and deductive reasoning respectively. it then shows that abductive CBR and

deductive CBR can be integrated in diagnosis, explanation, and problem solving. It begins with

the evolution from abduction to abductive CBR. 

As has been previously shown, abductive reasoning is a kind of explanation-oriented

reasoning [302]. Diagnosis is a process of deriving an explanation of the symptoms based on the

observations by the doctor of the patient and it can be considered as an abductive reasoning [49].

In fact, in clinical practice, a doctor usually first observes a particular patient’s mouth, eyes, and

body temperature, etc. and gets all possible symptoms of the patient. These symptoms can trigger

a reminder of previous cases he has met. Prior experiences then play an important role in getting

the exact explanation for the symptoms of the patient. Therefore, diagnosis or the process of

explaining the symptoms is not only abduction, but also an experience-based reasoning. The

experiences also play a pivotal role in the analysis phase of the problem solving. For example,

why was  not at first selected in the last section for analysis? Because CBR means

reasoning based on previous cases or experiences, abductive CBR can be considered as the

reasoning combining abduction and experience-based reasoning, briefly:

Abductive CBR = Abduction + Experience-based reasoning (70)

An important experience principle in the diagnosis is “most similar symptoms result from

most similar illness”. Based on this principle, the doctor comes to the conclusion that the illness

of the patient is most similar to the illness that he experienced last week. This is not only an

experience-based reasoning but also a similarity-based reasoning. Thus, similarity-based

reasoning is an operational form of experience-based reasoning (see 2.2). In fact, similarity-based

reasoning has played an important role in experience-based reasoning as shown in the CBR

literature [152][167]. Therefore Eq.70 can be specialized as a form of reasoning combining

abduction and similarity-based reasoning: 

Abductive CBR = Abduction + Similarity-based reasoning (71)

P Q¬¬→
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Similarity-based reasoning is also very important in performing experience-based reasoning in

the analysis phase of problem solving, because common sense is used in problem solving such as

in mathematics “Two problems are similar, if they have similar explanations”. For example, in

case-based explanation, the first criterion for selecting likely explanations is experience in similar

situations: Explanations of new situations are considered most plausible if they have applied in

similar prior situations [165]. Therefore, the analysis of problem solving can be considered as a

kind of abductive CBR.

Based on Eq.71, Eq.69 can be extended to the following reasoning model: 

(72)

where , , , and  represent compound propositions,  and  are similar in the sense of a

certain similarity (see Section 5.2). This is a theoretical foundation for abductive CBR, in

particular for similarity-based abductive case retrieval, which will be examined in more detail in

Section 5.6.3. 

Now the subsection will turn to look at the evolution from deduction to deductive CBR. As

was shown in the previous subsection, treatment in the clinical process can be considered as a

deductive reasoning. Further, after having obtained a satisfactory diagnosis, the doctor not only

performs deduction but also uses his experience in the past for writing the prescription or

performing treatment for the illness of the patient. Thus, experience-based reasoning plays an

important role in deductive reasoning such as treatment. In fact, it is obvious that experience also

plays a pivotal role in the reasoning phase of problem solving. For example, if  is used as

the first step of deductive reasoning in the example of the previous subsection, one might not

know which will be the next step. Therefore, deductive CBR can be considered as the form of

reasoning combining deduction and experience-based reasoning, briefly:

Deductive CBR = Deduction + Experience-based reasoning (73)

This research prefers deductive CBR rather than CBR, because CBR is an extension of

deductive reasoning from a logical viewpoint. If CBR is only used, one can’t see the influence of

deductive reasoning on CBR. Further, it seems that there is certain “symmetry” between

abductive CBR and deductive CBR. 

P Q→
Q'

P'∴
----------------

P P' Q Q' Q Q'

R P→¬
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It is common sense in the clinical process that “similar illnesses usually result in similar

treatments”. This is not only an experience-based reasoning but also a similarity-based reasoning.

Thus, similarity-based reasoning is a special form of experience-based reasoning in the treatment

phase of clinical processes. Further, similarity-based reasoning is very important in performing

experience-based reasoning in the reasoning phase of problem solving, because there is an

experience principle in this phase such as in mathematics “Similar problems have similar

solutions”. Therefore, Eq.73 is specialized as a reasoning combining deduction and similarity-

based reasoning; that is:

Deductive CBR = Deduction + Similarity-based reasoning (74)

As is known, CBR solves new problems reapplying the lessons from specific prior reasoning

episodes. A functional motivation for CBR is the principle that in a regularity in the world, similar

problems have similar solutions [166]. When this principle holds, starting from similar previous

solutions can be more effective than reasoning from scratch. Similarly, the functional motivation

for abductive CBR is the principle that there is also a regularity in tasks such as diagnosis or

analysis, similar symptoms result from similar illnesses. This principle leads to the conclusion

that it is effective for generating new explanations by retrieving prior explanations (analysis) for

similar symptoms (problems) and adapting those retrieved explanations (analysis) to fit the new

symptoms (problems) if possible. However, different understanding of similarity usually leads to

different case retrieval and then to different abductive CBR and deductive CBR, which will be

discussed in more detail in Section 5.6.3. 

Eq.74 can be expressed (see Section 2.4) the following reasoning model: 

(75)

where , , , and  represent compound propositions,  and  are similar in the sense of

similarity (see Section 5.2). This is the basic reasoning model of similarity-based reasoning.

Although it has the same form as that of generalized monus ponens mentioned in Section 2.4.,

both reasoning models have different explanations and come from different real world scenarios.

Finally, Eq.75 is a theoretical foundation for deductive CBR, in particular for similarity-based

deductive case retrieval (see Section 5.6.3) 

P Q→
P'

Q'∴
----------------

P P' Q Q' Q Q'
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So far, the relationship between abduction, abductive CBR and deduction, deductive CBR has

been discussed respectively from a logical viewpoint. It has also shown that clinical process and

problem solving are a form of reasoning for combining abductive CBR and deductive CBR, as

shown in Fig. 5.101. Similar to Fig. 5.9, in Fig. 5.10 the cycle starts with the patient showing

symptoms and completes with treatments. Because deductive CBR is a kind of deductive

(monotonic) reasoning, while abductive CBR is a kind of nonmonotonic reasoning, clinical

process and problem solving is then an integration of traditional reasoning and nonmonotonic

reasoning. 

5.5.4  Integration of Abductive CBR and Deductive CBR

This subsection will examine abductive CBR and deductive CBR from a viewpoint of

knowledge-based systems (KBSs) and integrate the abductive CBR system and deductive CBR

system with a knowledge-based model. 

As has been shown, clinical process and problem solving are a form of reasoning combining

abductive CBR and deductive CBR from a logical viewpoint. There has been an important

influence of KBSs on CBR systems in most (deductive) CBR literature [1][152][315]. For

example, the case base in the CBR system can be considered as a variant of the knowledge base in

KBSs. Therefore, a deductive CBR system can be considered as an integration of deductive

reasoning and a KBS [289]. 

From the viewpoint of AI, abductive reasoning has also been affected by the research of KBSs

[166][244]. Thus, abductive CBR can also be considered as an integration of abductive reasoning

1. It is easy to give a similar diagram for integration of abductive CBR and deductive CBR in problem solving. 

Fig. 5.10  Integration of abductive CBR and deductive CBR
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and KBSs. In fact, CBR-based abduction has been studied for many years [49][165][166][302],

one part of which is case-based explanation [165][166]. 

Case-based explanation generates new explanations by retrieving explanations of relevant

prior episodes and adapting them to fit the new situation in light of the explainer’s need for

information [166]. The prior experiences of the explainer are fundamental to focusing search for

candidate explanations, and the motivation for explaining is reflected in both the explanation

generation and selection processes. Therefore, abductive CBR can be considered as an extension

of case-based explanation. 

In case-based explanation, the most important criterion for judging plausibility is

similarity-based [166]: Explanations of new anomalies are favoured if they are similar to

explanations that applied to similar prior anomalies. This similarity judgment is done implicitly

through the case retrieval process; retrieval of stored explanations is aimed at retrieving

explanations from similar prior situations [165].

Based on the above consideration, Leake proposed a process model for case-based

explanation in [166]; that is: 

• Problem characterization: Generate a description of what must be explained, i.e., the informa-

tion that a good explanation must provide 

• Explanation retrieval: Use the results of the problem characterization step as an index for

retrieving relevant explanations of prior episodes from memory 

• Explanation evaluation: Evaluate the retrieved explanations’ plausibility and usefulness. Gen-

erate problem characterizations for any problems that are found 

• Explanation adaptation: If problems were found, use the evaluator’s problem characterization

to select adaptation strategies for modifying the explanation to repair the problems. Apply the

strategies and return to the explanation evaluation phase to evaluate the new explanation.

In what follows, an integrated knowledge-based model for both the abductive CBR system

and deductive CBR system is proposed, shown in Fig. 5.11. This model can also be used in clinic

processes, because diagnosis and treatment in the clinic process is a special case of problem

solving [289]. 

In this model, problem solving is decomposed into analysis and reasoning. Abductive CBR is

performed in the analysis process, while deductive CBR is performed in the reasoning process
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[289]. For clarity, an abductive case base is used in the abductive CBR system and a deductive

case base in the deductive CBR system instead of case base respectively. Similar to the inference

engine in expert systems [214], an abductive engine is used in the abductive CBR system and a

deductive engine in the deductive CBR system for the reasoning mechanism in each case.

However, working memories are ignored in each case in the figure. In fact, it is important that the

user interface can differ in the analysis and reasoning phases in any problem solving. In particular,

in the user interface, the user should know what the problems are, what the premise set and

conclusions are, etc. The user interface might consist of some kind of natural language processing

system that allows the user to interact with the system in a limited form of natural language.

Therefore the problem solving system consists of two subsystems. One is an abductive CBR

system; another is a deductive CBR system. The major part of both systems is the (either

abductive or deductive) case base and the abductive engine or deductive engine. In terms of the

CBR systems, the abductive case base consists of explanation-oriented facts and rules about the

subject or problems at hand; the deductive case base consists of reasoning-oriented predicate-like

facts and rules about the subject or problem solving available. The abductive engine and the

deductive engine consist of all the processes that manipulate the (either abductive or deductive)

case base to derive information requested by the user based on either abductive CBR or deductive

CBR. 

Based on the above discussion, the following process cycle is of significance for abductive

CBR systems: 

• Repartition for building an abductive case base

• Retrieve the most similar abductive cases

Fig. 5.11  A knowledge-based model of integrating abductive CBR and 

deductive CBR
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• Reuse the abductive cases to attempt to give the explanation to the problem(s)

• Revise the retrieved abductive cases

• Retain the new abductive case as a part of a new abductive case base.

This is called the  model of an abductive CBR system [289], which corresponds to the 

model for deductive CBR systems introduced in Section 5.4. 

5.5.5  Summary

This section showed that abductive reasoning and deductive reasoning can be integrated in the

clinical process and problem solving. It argued that the theoretical foundation of backward

chaining and Prolog as well as most other logic programming languages is abduction. After

discussing the evolution from abduction to abductive CBR and that from deduction to deductive

CBR the section integrated abductive CBR and deductive CBR, and proposed a unified

formalization for integration of abduction, abductive CBR, deduction and deductive CBR. It also

demonstrated that the integration of the abductive CBR system and deductive CBR system is of

practical significance in problem solving such as system diagnosis and analysis. The proposed

approach will facilitate research and development of abductive CBR and deductive CBR. 

5.6  Rule-based Models for Case Retrieval 

This section will provide a rule-based formalization of case retrieval in case-based reasoning

(CBR) in a unified way, which includes the rule-based case retrieval based both on similarity

relations and on similarity metrics as well as on fuzzy similarity relations. The proposed approach

shows that the rule-based case retrieval and the separation between similarity relations and

similarity metrics are significant for CBR. 

5.6.1  Case Retrieval with Similarity Relations

Case retrieval based on similarity relations is not a new topic for research and development in

CBR, because almost every CBR system uses this idea. However, they are basically domain-

dependent and can only be viewed as a model for a special CBR principle. Further, there is no

complete treatment of case retrieval from a logical viewpoint. In what follows, this section

attempts to investigate case retrieval in a domain-independent way and proposes a general

architecture for case retrieval from a logical viewpoint. 

R5 R5
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 Definition 15. Let a relation  on the possible world of problems  and a relation  on the

possible world of solutions  be similarity relations. Then ( , ) and ( , ) are called

similarity systems. 

Based on this definition, the goal of case retrieval is to create the relationship between the

similarity with respect to  and that in the sense of . From a rule-based viewpoint, rule-based

case retrieval falls into the following different categories:

1. IF  is similar to  in the sense of , THEN  is similar to  in the sense of 

2. IF  is similar to  in the sense of , THEN  is not similar to  in the sense of 

3. IF  is not similar to  in the sense of , THEN  is similar to  in the sense of 

4. IF  is not similar to  in the sense of , THEN  is not similar to  in the sense of .

where  and  are two problem descriptions in ;  and  are their corresponding solution

descriptions in  respectively,  and  are similarity relations. In domain-dependent CBR

systems,  can be referred to as a current problem description or a normalized enquiry , which

is usually used in CBR publications such as [72][74], and  to a potential solution of , which

will be obtained using CBR. Now each of these four categories will be discussed in some detail. 

Category 1 reflects the traditional basic hypothesis of CBR: Similar problems have similar

solutions [172][274] and it also reflects the CBR principle given by Dubois et al. in [72][74]:

“Similar situations give (or may give) similar outcomes.” It still reflects the previously mentioned

Analogous Assumption in a broader domain (see previous section). It can be also considered as

the primary motivation of CBR. 

Category 2 reflects some practical cases from real life situations [289]. In business, one can

also encounter such cases, for example, two similar used cars might be sold with very different

prices. Dubois et al. classify these kinds of problems into non-deterministic problems [74], while

the first category into deterministic problems. However, almost all CBR systems ignore this

category [291][295]. 

Category 3 reflects another social phenomenon, which seems to have not been touched in

CBR, because case retrieval is essentially the starting point for the CBR cycle [315], where a case
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is useful only if  is similar to  in the sense of  which has limited further insight into this

category in the terms of CBR. However, perhaps it should be discussed from a fuzzy viewpoint,

because “not similar to” can be, in essence, weakened and become an intermediate state between

“similar” and “not similar to.” [289]

Category 4 has been introduced in [289]. From a logical viewpoint, category 4 is logically

equivalent to the following category, because category 4 is the contrapositive form of category 5: 

5. IF  is similar to  in the sense of , THEN  is similar to  in the sense of . 

This category reflects “Two problems are similar if the solutions are similar” [172]. However,

the solutions are sometimes unknown, thus it is a paradox. This paradox is resolved by the

observation that the similarity of solutions can be stated a priori; e.g., two solutions can be

regarded as similar if they are equal or if the solution transformation is simple. Further, we call

reasoning or problem following category 5 abductive CBR, a reasoning combining abduction and

experience-based reasoning. The reason is that it can be considered as an integration of CBR and

abduction in AI [244](see Section 5.5). Because abduction has already had an extensive research

and applications history in AI [166], category 4, and in particular category 5 will certainly be of

further interest in CBR research in the near future [289]. In fact, Leake has done some work in

this aspect [165][166].

So far, five categories have been introduced for modelling rule-based case retrieval in CBR

based on similar relations. From a viewpoint of logic, the first four categories are logically

independent of each other, while category 4 and category 5 are logically equivalent. Further, it is

usually insufficient to model case retrieval only using similar relations, because they can not be

used to model the situations such as “  is possibly similar to ”, “  is more similar to ” and “

is most similar to ” in a satisfactory way. This means that fuzzy similarity relations and

similarity metrics should be used to model the mentioned situations. 

It is worth noting that in some cases the implication from IF to THEN is fuzzy, Thus above

five categories can be weakened into the five following categories from a viewpoint of fuzzy

logic [289]:
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1. IF  is similar to  in the sense of , THEN it is possible that  is similar to  in the 

sense of 

2. IF  is similar to  in the sense of , THEN it is possible that  is not similar to  in the 

sense of 

3. IF  is not similar to  in the sense of , THEN it is possible that  is similar to  in the 

sense of 

4. IF  is not similar to  in the sense of , THEN it is possible that  is not similar to  in 

the sense of 

5. IF  is similar to  in the sense of , THEN it is possible that  is similar to  in the 

sense of .

Dubois has discussed the first case in [72], while the other four cases have not been touched. 

5.6.2  Case Retrieval based on Similarity Metrics

So far, this section has investigated the rule-based case retrieval based both on similarity relations

and on fuzzy similarity relations. Furthermore, the strength of the implication between the

premises and consequences of rules in the proposed categories, or the so-called strength of a rule,

also plays an important role in CBR. For example, Dubois et al. [72] pay attention to the strength

of the implication between the premises and consequences of the mentioned rules using the

following CBR principle: 

“The more similar are the problems in the sense of , the more similar are the corresponding

solutions in the sense of .” 

This principle seems to be unconsciously affected by the research and development of fuzzy

rule-based expert system (RBES), because the strength of rules attracted much attention in the

1990’s. In order to examine the strength of rules and also model the just mentioned CBR

principle, the concept of a similarity relation is insufficient to model “more similar to”, because it

requires a similarity metric, which must provide a quantitative measurement or comparison (see

Section 5.2.7). In what follows, the subsection turns to case retrieval based on similarity metrics:
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1. IF  is more similar to  in the sense of , THEN  is more similar to  in the sense of 

2. IF  is more similar to  in the sense of , THEN  is not more similar to  in the sense 

of 

3. IF  is not more similar to  in the sense of , THEN  is more similar to  in the sense 

of 

4. IF  is not more similar to  in the sense of , THEN  is not more similar to  in the 

sense of .

where  on the possible world of problems  and  on the possible world of solutions  are

similarity metrics. Now each of them will be examined in some detail. 

Category 1 reflects the CBR principle mentioned in this subsection. This category can be

formalized as: 

IF , THEN  (76)

In fact, the following model is more useful for a domain-dependent CBR system, because any

case retrieval algorithm is aimed at the most similar problem and its corresponding solutions. 

 1’. IF  is most similar to  in the sense of , THEN  is most similar to  in the sense of 

This category can be modelled as: 

IF , THEN . (77)

In usual CBR systems, if  is the current problem or normalized inquiry, then it is problems

in the set of problems of case base, , rather than all problems in  which are evaluated if they

are similar to  and how similar they are to , therefore (77) can be simplified as: 

IF , THEN (78)

where  is the set of solutions in case base, which corresponds to . 

In fact, (77) and (78) can be improved with the following two models respectively:
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IF , THEN (79)

IF  THEN (80)

The last two models can be considered as a theoretical foundation for the current mainstream

in case retrieval studies. It is also useful for any areas in which information search or retrieval

play an important role.

Category 2. reflects some practical cases in real life [289]. It is worth noting from a logical

viewpoint that this category might be invalid, although “IF  is similar to  in the sense of ,

THEN  is similar to  in the sense of ,” which is the first category in the previous section. In

this case, “not more similar” lies between “more similar” and “similar” from a viewpoint of fuzzy

logic. Therefore, this category can be considered as a weaker form of category 1 mentioned in the

previous section. 

Category 3 reflects a dual problem to the category 2, which has not attracted much attention in

CBR, because case retrieval is the initial point in the study on CBR.

As to category 4, it is also logically equivalent to the following category:

5. IF  is more similar to  in the sense of , THEN  is more similar to  in the sense of 

.

This category reflects “Two problems are more similar if the solutions are more similar” and

therefore belongs to a special case of abductive CBR, which was mentioned in the previous

section. 

More specifically, this category can be formalized as: 

IF  THEN (81)

In fact, the following model might be more useful for an abductive CBR, 

5’. IF  is most similar to  in the sense of , THEN  is most similar to  in the sense of

This category can be modelled as: 

IF , THEN (82)
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In the usual case retrieval, the model (82) can also be simplified as:

IF , THEN (83)

and considered as a theoretical foundation for studies of abductive CBR. In fact, (82) and (83) can

be replaced with the following two models respectively:

IF , THEN (84)

IF  THEN (85)

These last two models can be considered as a theoretical foundation for abductive CBR.

From a logical viewpoint, “If P Then Q” means that if  is true then  is at least true; that is,

from a computational viewpoint, , where  is truth value of a proposition. If  is a

similarity metric, then it is essentially the same as that in [74], in the latter,  is intentionally

replaced by two different similarity metrics  and . Based on this idea, (80) and (85) can be

specified as: 

(86)

(87)

The last two models are useful for implementing a concrete CBR system. 

5.6.3  Abductive Case Retrieval vs Deductive Case Retrieval

The previous subsections have focused on rule-based case retrieval, which is based on similarity

relations, fuzzy similarity relations, and similarity metrics. Further, Section 5.5.3 introduced

abductive CBR. Therefore, it is necessary to divide case retrieval into abductive case retrieval and

deductive case retrieval. Case retrieval in abductive CBR is called abductive case retrieval, while

case retrieval in deductive CBR is called deductive case retrieval. In what follows, the subsection

describes some more about abductive case retrieval and deductive case retrieval in a parallel way. 

For brevity, assume that the abductive case base is denoted as , where  is a

subset of explanation descriptions in , the possible world of explanations that is associated
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with similarity .  is a subset of problem descriptions  associated with similarity . An

abductive case is denoted as an ordered pair , where  and . 

In the context of abductive CBR, if the current problem  is similar to  of the case  in

abductive case base , then one can conclude that the explanation of , , is also similar to ,

according to (72). However, it is obvious that different understanding of similarity leads to

different abductive case retrieval. Based on this idea, abductive case retrieval can be examined

taking into account similarity relations, fuzzy similarity relations, and similarity metrics

respectively. It should be noted that the models under consideration can be considered as the

specialization of (72), but denoted by a production rule. So it is easy to use these production rules

and (72) to perform abductive CBR in different settings.

For deductive case retrieval, assume that the deductive case base is denoted as ,

where  is a subset of the possible world of problem descriptions  associated with a similarity

 and  is a subset of the possible world of solution descriptions  associated with a

similarity . A deductive case, , is denoted as an ordered pair , where  and .

In the context of CBR, if the current problem  is similar to  in the deductive case  in the

deductive case base , then one can conclude that the solution of , , is also similar to ,

according to (75). 

Based on the above terminology, one can discuss abductive case retrieval and deductive case

retrieval either separately or in a unified way, just as in the previous subsections. In practice,

abductive case retrieval and deductive case retrieval can be examined in a parallel way, based on

the basic model of integration of abductive CBR and deductive CBR in Section 5.5.4. 

5.6.4  Summary

This section provided a rule-based formalization of case retrieval in CBR, in which case retrieval

was classified into five categories with respect to different understanding of similarity. Then it

investigated them based on both similarity relations and similarity metrics as well as on fuzzy

similarity relations. This section also proposed that abductive case retrieval and deductive case

retrieval can be discussed and used in a parallel way, in practice. The proposed approach showed
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that the rule-based case retrieval and the separation between similarity relations and similarity

metrics are significant for CBR. 

As is well known, fuzzy inference is based on the fuzzy rule: IF fuzzy set , THEN fuzzy set

 can be represented by a fuzzy relation  such that  (compositional rule of

inference) [355]. These relations are called “fuzzy implication operators”, e.g. Zadeh implication

operator, Mamdani implication operator, etc. Therefore, as a natural generalization, this fuzzy

relation or compositional rule of inference will be used to improve the proposed rule-based case

retrieval models in next section.

5.7  Fuzzy Rule-based Case Retrieval

This section will provide fuzzy rule-based models of case retrieval and its implementation from a

viewpoint of fuzzy logic. This is a further development of rule-based models for case retrieval

discussed in the previous section, because the uncertain knowledge and inexact matching are

involved in case retrieval. It can therefore argue that CBR is a unifying mechanism for integrating

rule-based reasoning and similarity-based reasoning. Therefore, this is also a further insight into

integration of abductive CBR and deductive CBR (see Section 5.5) from a logical viewpoint1. 

5.7.1  Uncertainty and Incompleteness in CBR

Uncertainty and incompleteness pervade the CBR reasoning process [28]. Uncertainty exists in

the semantics of abstract features used to index the cases, in the evaluation of the similarity

measures computed across these features, in the determination of relevancy and saliency of the

similar cases, and in the solution adaptation phase. Incompleteness is present in the partial domain

theory used in the indexing and retrieval, in the (usually) sparse coverage of the problem space by

the existing cases, and in the description of the probe. 

Soft computing, in particular fuzzy logic has been shown to treat uncertainty and

incompleteness of knowledge successfully in the last few decades [29]. Therefore, this section

will apply fuzzy logic to rule based case retrieval.

1.  Sun [278] outlined a unifying mechanism for carrying out the basic processes of rule-based reasoning and 

similarity-based reasoning from a connectionist viewpoint. 

A
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5.7.2  Similarity Neighbourhood and Similarity Uniform Mapping

First of all, two concepts are introduced with respect of similarity metrics. Assume that ( , )

and ( , ) are two similarity systems (see Section 5.6.1) in which  on the possible world of

problems  and a relation  on the possible world of solutions  are similarity metrics (see

Section 5.2.7). 

Throughout this section, Let  be a real number. The open similarity disc of radius 

centred at  means the set of problems  in  such that . Generally speaking, 

is approximate to 1 in the case retrieval. The open similarity disc of radius  at  is denoted as

. Suppose  and  is a case in the case base , then  is an open

similarity disc of radius  at . 

 Definition 16. A function :  is called uniformly similar on the domain  if for any

 there exists a  such that 

if  and  then (88)

Further for any , , where  is the case base. f is called a uniform solution

function.

The motivation for introducing this concept is from the concept of conformal mappings in

complex analysis [161] and uniformly continuous functions in real analysis [255]. The goal of

introducing this concept is to build a formal connection between  and . This is an important

condition for examining fuzzy rule-based case retrieval. 

5.7.3  Fuzzy Rule-based Models for Case Retrieval

This subsection examines fuzzy rule-based models for case retrieval based on Zadeh’s composite

rule [355] by beginning with the following real world scenario in e-commerce.

A customer uses the interface of the e-commerce system, for example, CMB [292], to submit

a requirement with the problem description , which may be fuzzy and uncertain owing to its

description in natural language. The search agent of CMB will search the case base  in CMB to

try to find if there is a case  in , such that  is completely matched over ; that
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is, . If so, the goods with the solution description  are the most satisfactory solution to

the requirements of the customer according to the experience of CMB. Otherwise, the search

agent has to activate the similarity-based mechanism, which is based on similarity metric , to

search the case base  in CMB to obtain the most similar , which is in a case  in

, such that  with similarity degree . Then the most satisfactory

solution to the requirements of the customer is  such that  with

similarity degree (see Section 5.7.2), according to the experience of CMB. 

It should be noted that  is only the most satisfactory good to meet the requirements of the

customer. However, it may not be matched completely to the requirements of the customer. In this

case, case adaptation is necessary, if the customer asks to tune the requirements or the product

with an adjustment of the problem descriptions. 

As is known, a case  can be represented as a rule (see Section 2.5.2); that is, .

Therefore, above discussion can be expressed in the following brief form:

(89)

where,  is the problem description of the customer,  means that  and  are most

similar, with the similarity degree , in the sense of ,  is the case retrieved from the

case base  based on the similarity-based retrieval algorithm.  means that  and  are

most similar, with the similarity degree , in the sense of , and  is the most satisfactory

solution to the requirements of the customer with the similarity degree , where  is the

certainty factor of . Usually,  because the case in the case base is the result of

experience, i.e. a successful solution to a previous problem. 

Model (89) is an implementation-oriented realization of the CBR world (see Fig. 5.4). It

should be noted that in practice  might be any one of , which is an open similarity disc
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of radius  at  (see 5.7.2)1. This is the fundamental reason why case adaptation is necessary.

The process of finding  such that  is at least an important part of case adaptation.

 can be also considered as the selection world of the customer using the CMB. A special

case is ; that is,  is identical to . This degenerates from model (89) to the cases that

many studies have implicitly or explicitly done such as [278]. In the later case (89) is simplified

as: 

(90)

The rest of this subsection turns to fuzzy rule-based case retrieval. Assume that 

corresponds to ,  corresponds to ,  corresponds to , 

corresponds to , and  corresponds to . Then, according to the compositional rule of

inference of Zadeh [355] and the above model (89), the following is obtained: 

(91)

where  is a fuzzy set in . , , and  are a (fuzzy) similarity metric, a fuzzy rule and

a fuzzy similarity metric in  respectively, and  is a fuzzy set on . This is a

theoretical foundation for fuzzy rule-based case retrieval. In the case ,  is an unit

matrix, (91) is then simplified into:

(92)

When, , ,  and  are only a numerical similarity metric respectively, (91) is,

essentially, degenerated into the form discussed in [278]. 

5.7.4  Summary

This section proposed fuzzy rule-based models for case retrieval based on compositional rule of

inference of Zadeh [355], and its implementation from a viewpoint of fuzzy logic. Therefore it

1. The idea here is different from that in [72][74]. 
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showed that CBR is a unifying mechanism for integrating rule-based reasoning and similarity-

based reasoning. 

5.8  Concluding Remarks 

This chapter proposed a general theory of case-based reasoning. More specifically, it extended the

concept of similarity given by Zadeh, examined similarity relations, fuzzy similarity relations,

similarity metrics, and their relationships. It thus proposed six different types of similarity

relations and corresponding similarity metrics. Then it provided a theoretical formalization for

building case bases with three novel algorithms based on similarity relations and fuzzy similarity

relations. It also proposed a  model for case based reasoning. Furthermore it examined

abductive CBR and deductive CBR and proposed a knowledge-based model for integrating

abductive CBR and deductive CBR. Finally it proposed rule-based models for case retrieval

based on similarity relations, fuzzy similarity relations and similarity metrics, and fuzzy rule-

based models for case retrieval based on composite rule of inference of Zadeh [355]. The

proposed approaches in this chapter can help towards a firm theoretical foundation of CBR, of

which similarity or similarity-based reasoning is at the heart, just as relations are at the heart of

relational database [108].
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 .  
Part - II: Interrelations

Part II is Interrelations of the thesis, which includes three chapters that are at the third level in the

Boolean structure: Chapter 6: Case-based reasoning in e-commerce, Chapter 7: CBR in

Multiagent systems, Chapter 8: Multiagent systems in e-commerce, as shown in the shaded area

of Fig. II 

 1. Introduction

2. CBR  3. EC 4. MAS

6. CBR + EC 7. CBR + MAS 8. MAS + EC

9. CBR + IA + EC

 Fig. II. Part II in the Boolean structure of PhD-thesis
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6 CBR in E-Commerce

This chapter is the first chapter in the second part of the thesis. It is also the basis for Chapter 9, as

shown in the shaded area of Fig. 6.1. This chapter will propose a unified architecture for a CBR-

based e-commerce system, and give new insight into the traditional CBR cycle. Then it

investigates CBR in intelligent support for e-commerce, product recommendation, product

configuration, and product negotiation respectively. 

6.1  Introduction

CBR in e-commerce is drawing increasing attention in both fields of AI and e-commerce [334].

For example, it is the first time that CBR in e-commerce was one of workshops in the

International Conference on CBR 2001 (ICCBR’01)1. In fact, CBR systems have achieved

significant practical success in customer support and help desk operations, which are critical e-

commerce functions. 

Adding intelligence to e-commerce systems as well as other Internet applications is an

obvious role for CBR in e-commerce. E-commerce sets out to sell products without the

intervention of a sales assistant and in the absence of human sales assistants [112]. Instead, there

is a need for e-commerce to have intelligent software assistants to lubricate its sales process. CBR

has proved an available technology to create these sales assistants, since catalogue data and data

on user behaviour and preferences are basically available from traditional commerce. For

example, one can use cases to describe commodities on sale, and use CBR to identify the case

configuration that meets the customers’ requirements.

1. http://www.ics.uci.edu/~burke/research/cbrec/cfp.html
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CBR has found increasing applications in e-commerce as an assistant in e-commerce stores

and as a reasoning agent for online technical support [112], as well as an intelligent assistant for

sales support or for e-commerce travel agents [172]. The strength of CBR in this area stems from

its reuse of the case base, or experience base associated with a particular application, thus

providing an ideal way to make personalised configuration or technical information available to

the Internet user.

More recently, product search, product recommendation, product configuration, and product

negotiation have been the target of research and commercial activity for applying CBR in e-

commerce [53][181]. However, it seems that the mentioned applications and activities are very

discrete or isolated from a CBR perspective. The relationship between these applications and the

traditional CBR-cycle [315] is also not clear. Therefore, the first goal of this chapter is to propose

a unified architecture for a CBR-based e-commerce system which covers almost all mentioned

activities and give new insight into the traditional CBR cycle. Then it investigates CBR in

intelligent support for e-commerce, product recommendation, product configuration, and product

negotiation respectively. This chapter thus gives deep insight into how to use CBR in e-commerce

and how to improve the understanding of CBR with its applications in e-commerce. These two

sides are complementary to each other. Almost all researchers in this area (e.g. [128][319]) have

focused on the first part, while the second part has been basically neglected. Another of the

contributions of this chapter is the decomposition of case adaptation into problem adaptation and

solution adaptation, which not only improves the understanding of case adaptation in traditional

CBR, but also facilitates the refinement of activity of CBR in e-commerce and intelligent support

for e-commerce.

The rest of this chapter is organised as follows: Section 6.2 proposes a unified architecture of

CBR-based e-commerce systems. Section 6.3 investigates CBR in intelligent support for e-

commerce. Section 6.4 looks into product recommendation and Section 6.5 examines product

configuration. Section 6.6 examines negotiation with CBR. Section 6.7 ends this chapter with

some concluding remarks.

6.2  A Unified Architecture of CBR-based E-commerce Systems

CBR has considerable potential for developing Web-based intelligent systems. Several Web-

based systems that use CBR are already in existence [113]. A characteristic of these applications
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is that they involve implementations of existing CBR technology in a Web context: the client has

a remote dialogue through the browser with the CBR application at the server side [319]. Based

on this idea, this section introduces a general architecture for Web-based CBR systems after

[113], as shown in Fig. 6.2. In this architecture, each client has its own case base (i.e. Client CB)

and a browser based interface at the front-end that connects to the server at the back-end; all the

case base processing is performed at the back-end. In the distributed architecture the CBR engine

is downloaded to the client side to allow for the later stages of processing to be performed there. 

The details of the operation of this Web-based CBR system can be explained in the context of

electronic sales. The interface allows the customer to describe his demands . This is normalised

into a partial case description that is passed to the CBR front-end as a Query context (for brevity,

it is still ). Initially, this will be passed to the CBR back-end to find matching cases (for

example, ). If too many potential matches are found the CBR engine will identify

which feature of the matched cases is the most discriminating. This is then passed to the user

interface as a Refining Question, which is still denoted as . This process is a typical demand

adaptation. The response to this request for extra information, which is the result of carrying the

demand adaptation, is passed to the back-end as a refined Query context, which is still  for

brevity. This process is continued until such time as the Query context is sufficiently

discriminating. At this point, matching cases are passed to the user interface as a product

recommendation. 

In this process, as the Query context is refined, the set of potentially matching cases reduces,

for example,  are reduced to , where . The advantage of the

Fig. 6.2 General architecture of Web-based CBR systems after [113]
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proposed architecture is that once this set is sufficiently small it can be passed to the front-end

where processing can be completed without further interaction across the network. The decision

as to when precisely to do this depends on the size of the cases and the response time across the

network. 

However, from the viewpoint of CBR, this architecture has not realized the main CBR-cycle

in an explicit way, because it only stressed case retrieval and problem (demand) adaptation. In

what follows, the architecture, in particular the CBR engine, will be improved in order to express

how the CBR-cycle corresponds to the activities of real business world.

As already mentioned in Chapter 5, the theoretical foundation of the CBR cycle is based on:

(1)

where  and  are composite propositions in a general setting.  and  are two

different similarity metrics and  is a rule-based representation of a case base, for brevity.

One can use other representation models of case bases such as a relational representation as

mentioned in Chapter 2. 

Similar to the above discussion, the model (1) will be expounded in the context of electronic

sales in a revised way, which constitutes the basis for applying CBR in e-commerce or a CBR e-

commerce system (CECS). Noted that the aforementioned Web-based CBR system is a concrete

realization of a CECS. The customer describes his demand  to the CECS through its interface.

This demand is normalised into an officially structured problem description  (for brevity). Then

the CECS uses its similarity metric mechanism (based on ) to search and retrieve its case

base, which consists of case bases, each of which is denoted , where  is the

structured problem description and  is the solution description. In the CECS, problem

description and solution description correspond to (customer) demand description and product

description respectively. The case search and retrieval process is basically to find out the case set, 

(2)
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where  is a positive integer number. Usually,  satisfies the following

property: For any  and , 

(3)

where  is the similarity degree.

If  is reasonably small, then the CECS will directly recommend the product descriptions of

, , through the user interface. This process is usually case reuse. If  is

very large1, the CECS has to recommend the product descriptions of the first  cases in

; that is, , to the customer, in order to meet the needs of the customer,

where . This process can be called product recommendation. More generally, it can be

considered as case re-commendation, because the CECS usually provides the customer with not

only the re-commended products but also the customer demand description. 

Case recommendation has not been mentioned in traditional CBR (or CBR-cycle) and thus is

a new concept for CBR motivated from CECSs. Based on the above discussion, product (case)

recommendation is one process following case retrieval. More specifically, case recommendation

is a more general form of case reuse. Therefore, case recommendation is a process necessary for

applying CBR in e-commerce. In this way, the traditional CBR cycle has been improved with

adding case recommendation to it. Product recommendation will be examined in Section 6.4 in

some detail.

After the customer obtains the recommended product descriptions from the CECS, he will

evaluate them and then select one of the following:

1. Accept one of the recommended products, , and order it, where 

2. Adjust his demand descriptions  and then send them to the CECS

3. Refuse the recommended products and leave the CECS. 

Among these three cases only the first two require further discussion. 

1. For example, if one uses Google to search for “e-commerce”, Google will return more than 3,200,000 

Webpages.
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For the first case, the deal was successfully done and the CECS routinely retains the

successful case  in the case base. At the same time, the CECS has reused the case

successfully. This means that the CECS has done case reuse and case retention, which are two

important components in the traditional CBR cycle.

For the second case, the adjustment of demands is the process of problem adaptation that

corresponds to demand adaptation. The big difference between e-commerce and traditional

commerce lies really here; that is, it is difficult for a customer in the traditional commerce to

adjust his demand when he is in the market. Usually what he can do is to buy what he sees (BWS).

However, in e-commerce, a customer has a much broader space for selecting products. In fact, all

available products in the Internet might be searched and selected by any customer if he can access

the Internet. In this case, he usually adjusts his demands and tries to get more satisfactory

products. Therefore, problem adaptation or demand adaptation is an important part for a CECS.

It is also one of the main features of e-commerce differing from traditional commerce. 

After having adjusted the demands, the customer then submits it to the CECS. The CECS will

do case retrieval and case recommendation once again. Therefore, the problem submission, case

retrieval, case recommendation, and problem (demand) adaptation constitutes a cycle. This is the

first cycle of the CECS, which differs from the CBR cycle. However, from a theoretical

viewpoint, this cycle only realizes the model (1) partially; that is, it realizes the following model:

(4)

It is obvious that model (4) lacks the beauty of similarity. From a technical viewpoint, the

realization of (4) in a CECS is a simplification of real word business scenarios. 

Now let us develop the above example naturally: After problem or demand adaptations, the

CECS must be aware that the recommended products, for brevity, , cannot meet the

demands of the customer completely, although the customer is still interested in meeting his

demands with the CECS. What the CECS can do in this case is to change the product descriptions

(that is, ). The process of adjusting the product descriptions is essentially product

ck pk qk,( )=
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----------------
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configuration. It can be also called solution adaptation in the terms of CBR. In the CECS solution

adaptation can be replaced by product adaptation.

In the product adaptation, the CECS uses its similarity metric mechanism (based on ) to

search and retrieve other available products  rather than that in its own case base. For example,

the CECS can use its special search engine to search for the most similar product  to  for

any  in the Internet or the case base of its “partner”; that is,

(5)

where, as mentioned,  are prior recommended products. At this point the CECS

passed  to the user interface as recommended products. 

After the customer obtains the recommended product descriptions from the CECS, he will

further evaluate the recommended products and select one of the following:

1. Accept one of the recommended products, , and order it, where 

2. Hope that the CECS performs product adaptation in order to pass him revised recommended 

products

3. Adjust and then send his demand descriptions  to the CECS, and at the same time the cus-

tomer asks the CECS to perform product adaptation in order to pass him revised recom-

mended products

4. Refuse the recommended products and leave the CECS. 

Among these four cases only the first three require to study further. 

If he selects the first case, then the product adaptation based product recommendation of the

CECS is successfully done. The CECS will retain the new case,  in the case base of the

CECS.

However, if the customer selects the second case, then the CECS must perform product

adaptation based product recommendation once again until the customer is satisfied or selects the

fourth case. This means that the solution adaptation or product adaptation is also a cyclic process.

More specifically, case retrieval, case recommendation, and solution (product) adaptation

constitute another cycle. This is the second cycle of the CECS, different from the CBR cycle. This

≈
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cycle also results from the application of CBR in e-commerce. However, from a theoretical

viewpoint, this cycle also realizes model (1) partially. In fact, it realizes the following model:

(6)

It is obvious that model (6) also lacks the beauty of similarity from a theoretical viewpoint.

From a technical viewpoint, the realization of (6) in a CECS is a simplification of real word

business scenarios. Now, let us turn back to the analysis of the decision making of the customer

after he obtains the recommended products.

If he selects the third case, this means that the customer and the CECS are negotiating with

each other and trying to reach a compromise. This process is said to be product negotiation. This

also implies that the case-based product negotiation requires both problem (demand) adaptation

and solution (product) adaptation. It is easy to understand that the product negotiation is a cyclic

process. Therefore, the integration of problem adaptation and product adaptation is a cyclic

process. This is the third cycle of the CECS, which differs from the CBR-cycle. This cycle also

results from the application of CBR in e-commerce. Further, from a theoretical viewpoint, this

cycle realizes the model (1) completely, because what just described is really the (theoretical)

realization of the model (1); that is:

(7)

After product negotiation, the customer accepts the recommended product, , in  with

his revised demand .  is a successful selling case which has not been in the case base.

Therefore, the CECS will retain the new case, , in the case base of the CECS. Noted that

this idea is also different from that in [335], where a retain phase doesn’t take place because a

successful selling of a product will not lead to an additional product.

So far, this section examined new issues resulted from applying CBR in e-commerce and gave

a new insight into the traditional CBR-cycle. The main results can be summarized as follows:

P
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• Decomposition of case adaptation into problem (demand) adaptation and solution (product)

adaptation is a necessity for applying CBR in e-commerce

• Solution (product) adaptation is a process following case recommendation providing that the

demand adaptation based case recommendation is not successful

• Product negotiation is an integration of problem (demand) negotiation and solution (product)

adaptation

• Product adaptation based case recommendation and demand adaptation based case recommen-

dation together can improve the satisfaction of the customer.

In fact, this section has also shown in a unified way why CBR technology can be applied to

product recommendation, product configuration, and product negotiation in e-commerce. The

correspondence between components of CBR and the mentioned activities can be shown in Fig.

6.3. Applying CBR in e-commerce has been treated here at three levels: logical level, CBR-level,

and e-commerce level. This is a new attempt in both CBR and e-commerce.

It should be noted that Wilke etc. [335] also modified the traditional CBR cycle, regarding the

different situation in intelligent sales support applications in e-commerce. The goal of their

architecture is to expound the sale process with CBR, while the proposed architecture here is not

only to model the main activities in e-commerce with CBR, but also to explain why CBR can be

applied to product recommendation, product configuration, and product negotiation as well as to

give a new insight into traditional CBR; that is, decomposition of case adaptation into problem

adaptation and solution adaptation. Only so can case-based product recommendation, case-based

product configuration, and case-based product negotiation be treated in a unified way. In other

Fig. 6.3 Correspondence between CBR and e-commerce
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words, case-based product recommendation, case-based product configuration, and case-based

product negotiation are all subsystems of the CECS, and intelligent sales support with CBR can

be considered a general category for the CECS. Therefore, the following sections will examine

intelligent sales support, case-based product recommendation, case-based product configuration,

and case-based product negotiation in some detail. 

6.3  Intelligent Sales Support with CBR

The notion of intelligent sales support is going to be widely recognised as a new challenge for

applying CBR in e-commerce [3]. One of goals using CBR in e-commerce situations is to support

a customer with better services and selection facilities [172] (p 91). Another goal of using CBR in

e-commerce is to help a producer or sales agent to better classify the customer (or customer

segmentation). Today, searching for information or selection of complex products in the WWW is

a paintaking task for both customers and business partners, because of rich redundancy of

information. The main reason for this well-known deficit in e-commerce is that, compared to

usual business procedures, the drawback of today’s standard sales solution on the Internet is that

they cannot do intelligent sales support [172] (p 93). It is important to put the knowledge and

experience of the real sales assistant into the sales support system on the Internet. The system

must have enough domain knowledge to be able to aid the customer’s search. There is no

intelligent support or assistance in the selection of products/services or navigation through

complex spaces of available product information or product alternatives on the Internet, although

there are some general-purpose search engine available on the Internet such as Google1 and

Openfind2. Current product-oriented database search facilities are widely used and organised as

being limited in capability for sales support. In order to make these systems customer-friendly,

however, new technologies are required to support the user in getting through the vast amount of

information [172] (pp 80-90). In what follows, the section investigates intelligent sales support

with CBR in e-commerce, in particular in electronic shopping solutions during the retrieval of

appropriate products for the customer. 

1. http://www.google.com

2. http://www.openfind.com
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6.3.1  A General Model for Intelligent Sales Support with CBR

Wilke et al. [335] investigated the sales situation and applied CBR in e-sales. The model of e-

sales with CBR is shown in Fig. 6.4. In this model, the selling process via the Internet can be

classified into the following major steps: The e-sales process starts with a set of demands stated

by the customer [53]. After the preliminary presales process [335][286] (p 103), the demands of

customers will be translated into a normalised query, which facilitates e-sales processing using

WWW techniques. The CBR system will search the product case base to know if there is a

problem case that is identical with the normalized query or similar to it. Next, the sales assistant

retrieves appropriate product offers using similarity-based reasoning, which is one part of CBR.

During a possible adaptation of the retrieved products (synonymous to product configuration, see

the later subsection ) the retrieved products are tailored based on a case adaptation algorithm to

best fit the customers’ demands, if necessary. The adapted products are offered to the customer

and, at the same time, the difference of the offers and demands is explained to the customers. The

customer evaluates these offers during the revise phase, which is also a part of CBR, and results

in a set of evaluated products. The customer can state that he accepts certain products or parts of

the products or he may state that something is not appropriate.

If the adapted products have been accepted by the customer, the information of these products

will be processed and stored it into product case base, which is, in essence, the retain phase in

CBR. 

In some cases, the adapted product is not available in the current product case base, and it is

basically searched and obtained from other resources on the Web. This means that retain phase
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can take place because a successful selling of a product leads to an additional product in the

product case base, which differs from what is in [167] (p 105). This also means that the product

adaptation or product configuration consists of, at least, search. The explanation is in accordance

with the sale process in the traditional shop. For example, if a customer visits a car shop, and asks

the sales assistant if he can buy a car with property X, the sales assistant at first retrieves all

available cars in his shop, and tries to meet the requirement of the customer. If not, the sales

assistant may tell the customer “I hope you come here tomorrow, and you can get the required

car”. After the customer leaves, the sales assistant uses his available resources (e.g. chain

partners) to search for the required car. Finally, he may succeed, because a chain partner has one

of that kind. Next day, the customer will be informed that a suitable car is available. This step

does not occur in the traditional CBR cycle, nor in the model of [167].

In another cases, a new step called refinement is introduced. Refinement is, in essence, a kind

of adaptation and based on the evaluation given by the customer. Therefore, the adaptation can be

considered a cyclic process. The successive refinement of customer’s requirement may lead to a

cyclic sales process, which is the same as discussed in Section 6.2. 

If the customer has obtained a satisfactory result, the overall business process can proceed to

the processing of the order.

6.3.2  CBR Supports Sales Staff for Sales Support

Watson and Gardingen [98][319][320] developed a Web-based CBR system, Cool Air, to support

engineering sales staff in Western Air, Australia, for selling and installing HVAC1 systems in

1997. The system has been successfully fielded, and has made impressive revenue [320]. The

goals of the system are: 

• To reduce the installation specification and quotation time from five days or more to two days

• To reduce the margin of error built in to pricing and thereby produce more competitive quota-

tions, and 

• To reduce the burden on head office engineers in checking every detail of every specification. 

The system architecture is shown in Fig. 6.5. On the sales staff (client) side a Java applet is

used to gather the customer’s requirements and send them as an XML query to the server. On the

1. HVAC is a heating, ventilation, and air conditioning system. 
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server side another Java applet (a servlet) uses this information to query the database, a product

case base, to retrieve a set of relevant records. The Java servlet then converts these into XML

cases and sends them to the client side applet that uses a nearest neighbour algorithm (NN) to rank

the set of cases. This also means that the system uses the XML standard as a communication

protocol between client and server side Java applets.

Product cases in this system are represented in XML and stored within a database. Each case

(record) comprises 60 fields used for retrieval and many more used to describe the HVAC

installations. Case retrieval is a two-stage process. In the first stage the customer’s requirements

are relaxed through a process of query relaxation. This process takes the original query and

relaxes terms in it to ensure that a useful number of records in a broad domain are retrieved from

the case base that includes 10k records using SQL retrieval. In the second stage of retrieval the

small set of retrieved records are compared by the client-side applet with the original query and

similarity degree is calculated using the simple NN algorithm. The key idea is based on the

“Many are called but Few are chosen” retrieval algorithm. 

6.3.3  CBR-based Catalog in Analog Devices 

Analog Devices is one of the major manufacturers and sellers of electronic devices in the USA

[172] (p 96). Its online catalog of operational amplifiers is based on CBR, in which the case for an

operational amplifier consists of about 40 parameters [172] (p 97). As to the similarity metric, the

similarity for all corresponding parameter values are calculated by applying local similarity

functions to each pair of corresponding parameters. These local parameter similarities are then
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used to calculate an overall similarity value for the two devices. The overall similarity is

computed as the weighted average of the individual local similarities. It should be noted that the

local similarities for discrete and continuous values are calculated in different ways. Discrete

similarity metrics are defined by a table which explicitly lists the similarity values for all possible

attribute combinations, while continuous similarity metrics are formulated as a function. In many

cases, the new CBR system is able to provide customers with information about devices that

satisfy their requirements. This reduces the number of calls to Analog Devices’ sales support line

and enables some engineers to care about more advanced support problem that cannot be solved

automatically. 

It should be noted that this application does not use case adaptation, although the latter is very

important in the CBR-based system. This is because operational amplifiers are unchangeable

parts that cannot be reconfigured to the customer’s individual demands. Instead of case

adaptation, this CBR-based catelog uses problem adaptation (or query adaptation) to support

intelligent sales as follows [172] (p 99):

The customer enters the parameter values s/he needs into the query form. The CBR system

will then retrieve the ten best matches to the request. If the results do not exactly fit the

customer’s needs, s/he will usually increase the priorities of the parameters that are most

important to them. Again, the system displays the ten best matches to the refined query. If the

results still do not satisfy the customer, s/he might fill more parameter slots that s/he left empty so

far, thus further improving the quality of the returned results. When finally a suitable device has

been found, the customer can directly to its detailed data sheet.

Based on above discussion, case adaptation should be therefore decomposed into problem

adaptation and solution adaptation. Because a case consists of problem description and solution

description, the adaptation in the mentioned CBR catalog system is, in essence, problem

adaptation. By problem adaptation, the customer changes or adjusts his problem descriptions to

suit the available product (descriptions) if the customer doesn’t lost his patience and satisfaction.

The philosophy behind problem adaptation is that in many cases, the customer has not crisp but

flexible requirements. By solution adaptation, the CBR system tries to change the product

configuration in order to meet the crisp requirements of the customers. After this decomposition,

it is necessary for a CBR system to look at its running environment to determine if the
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requirements of the customer are flexible. Further, in practice, both problem adaptation and

solution adaptation should be combined in a CBR system to provide powerful intelligent support

for e-commerce. Finally, in e-commerce, problem adaptation corresponds to demand adaptation,

while solution adaptation corresponds to product adaptation. Demand adaptation and product

adaptation will be further examined in the CBR-based negotiation in Section 6.6. 

6.3.4  Summary

This section examined the basic framework of intelligent sales support with CBR and reviewed

three successful examples of intelligent sales support, which motivated this research to

decompose case adaptation into problem adaptation and solution adaptation. It should be noted

that compared to other application areas of CBR, intelligent sales support solution for e-

commerce is rather new. However, case-based product recommendation, configuration, and

negotiation will facilitate research and development of intelligent support for e-commerce, as

argued in Section 6.2.

6.4  Product Recommendation 

As discussed in Section 6.2, product recommendation is one of most important applications of

CBR in e-commerce [3][33][47]. Building effective recommendation systems using case retrieval

techniques has drawn some interest in CBR in the past few years [53]. The product

recommendation engine represents one of the core parts of a CBR system for e-commerce [3]. It

takes inputs as the partial collection being assembled. Its outputs are a subset of the case base with

a ranking or rating. This section will look into product recommendation, in particular in case-

based product recommendation and collaborative filtering product recommendation. For

simplicity, this section refers to e-sales as its real world scenario, without loss of generality.

6.4.1  Case-based Product Recommendation

In product recommendation, a customer is presented with a selection of products from a product

catalogue or product case base [33]. Traditionally, there are two approaches to product

recommendation [47]: content-based and collaborative (see next subsection). The former is

referred to as case-based recommendation [47]. It selects products by matching product

descriptions from the catalogue with descriptions of customer preferences and requirements,

while the latter is representation-less; that is, content-based approach is based on a more
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semantically rich representation. The collaborative approach is based on a raw representation of

users and assets, while the case-based approach is a representation-based approach. This

subsection examines the fundamentals of case-based product recommendation.

The way most case-based product recommendation systems work is as follows [33]: The

customer supplies some preferences and demands by filling in an on-screen form. On the basis of

the values supplied, the system retrieves and passes one or more product descriptions to the user

interface for product recommendation. As mentioned in Section 6.2, case-based product

recommendation is a cyclic process, in which the demands of the customer is often adjusted (i.e.

demand adaptation). More specifically, it is often the case that the customer will not be

immediately satisfied with the recommended products. In most cases, the customer has to return

to the on-screen form and adjust the data entered. The adjustment of the demands and product

recommendation will be repeated a few times till the deal is done successfully. Based on this

discussion, the architecture of a case-based product recommendation system (CPRS), as a

subsystem of CECS, is demonstrated in Fig. 6.6. In this architecture, the product case base

consists of all prior successful deals; that is, demands and corresponding products. For brevity,

this architecture doesn’t include product adaptation or product configuration, which will be

separately discussed in late section. In what follows, some components will be described in some

detail.

• Submit demand. The customer will submit his requirements to the CPRS in a on-screen form.

The form will be processed and converted to a normalized demand, which is to be used for the

next step

• Retrieve product. The CPRS uses a certain similarity metric mechanism to retrieve the product

from the product case base, based on the normalized demand from the customer

Fig. 6.6 Architecture of a case-based recommendation system
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• Reuse case. The CPRS directly passes the retrieved products with the normalized demand to

the customer to meet the demand of the customer. However, in e-commerce, a recommenda-

tion mechanism is necessary to satisfy the customer, because the number of retrieved cases or

products are too large for the customer to know which is the best to meet his own demand 

• Recommend product. The CPRS uses special recommendation mechanism to reduce the

number of retrieved products and rate them with the importance degree and then pass a fixed

number (e.g. 10) of most important products from the retrieved cases to the customer

• Product evaluation. The customer will evaluate the recommended products based on his

demand

• Demand adaptation. If the customer doesn’t accept any recommended product from the CPRS,

then he might adjust his demands and ask the CPRS to try once again. For example, if one

wishes to fly from the Gold Coast to Beijing, he has to adjust his demands for travel a few

times, because the airport in the Gold Coast is not large so that it is not easy to meet the

requirements of each customer satisfactorily. 

The CPRS uses a similarity metric mechanism. A customer supplies “ideal” values for some

or all of the attributes [33]. The similarity degree between attributes in cases and these ideal

values can be computed by local similarity metrics. The degree of similarity of cases in the

product case base to the “ideal” case is computed by a global similarity metric (see Section 5.2.).

The cases with the highest degrees of similarity to the ideal case are the ones to be recommended

to the customer. 

It should be noted that this architecture refines the models of case-based recommendation in

[3][35][47]. It also stresses that product recommendation is a cyclic process. Finally problem

adaptation or demand adaptation is first explicitly included in the architecture of case-based

recommendation systems. 

6.4.2  Collaborative Product Recommendation 

As mentioned, another approach to product recommendation in e-commerce is collaborative

filtering, which is based on data of users’ consumption of assets [47]. In collaborative

recommendation systems, customer preferences and requirements are encoded using filters [33].

Filters are absolute: products either satisfy them or they do not. Only products that satisfy the

filters are recommended to customers. 
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The collaborative recommendation process is illustrated in Fig. 6.7, which works with raw

data on user’s ratings and behaviour and uses this data to produce recommendations. 

Generally speaking, collaborative recommendation is a three-step procedure:

1. Identify the virtual community associated with a given target user

2. Produce a ranked list of recommendable products

3. Select the top n recommendable products as a recommendations, where n >1.

Amazon.com uses collaborative recommendation to allow its customers to rate both their

purchases and other items in the catalog. Of course, Amazon.com has done more than mentioned.

For example, after a customer searches and gets a book, amazon.com lists a few related books for

selection by the customer, based on the selling experience “customers who bought this book also

bought“[53]. This is a kind of experience-based reasoning or similarity-based reasoning, although

Amazon has not declared that it has used CBR in its system.

From a CBR perspective, collaborative recommendation is also a following step after case-

retrieval. A search engine such as Google has no special recommendation, because it provides the

customer with all retrieved or searched references, and leaves the selection to the customer.

The advantage of case-based recommendation over collaborative commendation is that the set

of the recommended products will never be empty, while its disadvantage is that it allows the

customer to supply only “ideal” values. Basically speaking, the success of case-based

recommendation rests on its ability to order the cases in the product case bases, rather than to

filter them [33], Similarity in this kind of system is used to obtain an ordering. The main

advantage of collaborative recommendation is that, if enough data is available, good quality

recommendations can be produced without requiring representations of the assets being

recommended.

Fig. 6.7 Collaborative product recommendation after [47]
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6.4.3  Wasabi Personal Shopper- Case-based Recommender Systems

The Wasabi Personal Shopper (WPS) is a case-based recommender system proposed by Burke

[35]. WPS provides a conversational interface to a database, based on the principle of CBR. The

user examines a suggestion from the system- an item from the catalog- and responds to it with a

critique. The system uses the item and the associated critique to formulate a new query returning

a new item for consideration. WPS has its roots in a line of FindMe systems. The FindMe

technique is one of knowledge-based retrieval. Like other CBR systems, there is a fundamental

retrieval mode: Similarity; that is, the user selects a given item from the catalog (called the

source) and requests other items similar to it. First, a large set of candidate entities is retrieved

from the case base. This set is sorted based on similarity to the source and the top few candidates

returned to the user. The architecture of WPS has five basic parts: external information

environment, WPS engine, knowledge engineering tools, WPS database, and profiling and

reporting part [35]. 

6.5  Product Configuration with CBR

Product configuration has become an interesting topic of investigation [128], for example, it has

been applied to the design of computer systems. Because customisation is one of goals of e-

commerce, product configuration will play an important role in some e-business activities such as

insurance and travel. 

Product configuration is a problem to present the most satisfactory configuration for user

requirements while observing the definition of product family [128]. A product family in e-

commerce consists of generic products and a variety of parts for implementing the special

functions. The goal of product configuration is to arrange products quickly and avoid use of the

wrong configurations. 

There are many approaches to product configuration such as the constraint-based approach

and case-based approach. This section only looks into case-based approach to product

configuration, in what follows.

A case-based approach can work without a complete configuration model. Instead, such an

approach uses configurations that are similar to user requirements as solutions. Thus, a case-based

approach greatly decreases the required effort to obtain and maintain configuration models.
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However, a case-based approach sometimes requires a case adaptation phase, in which the similar

configurations must be modified to suit the current requirements. Fig. 6.8 is a framework for case-

based product configuration. The components in the framework are described below. 

• Configuration case base. The configuration case base consists of the prior successful configu-

ration cases, each of which is a pair of customer demands and its corresponding configurations

• Case retrieval. Similar cases are retrieved from the configuration case base in accordance with

the similarities between the current demands and a past demand, which was stored as the suc-

cessful configuration

• Requirement formalization. An object function is dynamically generated by using similar

cases to the current demand

• Requirement modification. The well-defined requirement is modified only if there is no con-

figuration which meets the demand of the customer

• Parts database. A parts database contains the definition of a product family. It defines the types

of parts, the constraints on parts connectivity, and other kinds of restrictions on the products. 

Inakoshi [3] proposed a framework for product configuration that integrates a constraint

satisfaction problem (CSP) with CBR, and successfully applied this framework to an online sales

system for personal computers. 

However, from a theoretical viewpoint, the proposed framework for CBR-based product

configuration is essentially similar to CBR-based product recommendation, although both stem

from different real world scenarios; that is, product recommendation and product configuration,

because neither CBR-based recommendation systems nor CBR-based configuration systems

involves solution adaptation, although both have involved problem adaptation (introduced in

Fig. 6.8 Framework for case-based product configuration based on [3]
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Section 6.2.). Therefore, how to realize product adaptation in CBR-based product configuration is

still an open problem. 

6.6  Negotiation Using CBR

From a CBR perspective, product configuration is mainly solution adaptation. However, the goal

of CBR-based negotiation is the combination of problem adaptation and product adaptation. This

combination is necessary for maximizing the customer satisfaction during e-sales that will be

examined in what follows. The first part is to examine the CBR-based negotiation and the second

part is to introduce an example of a framework for CBR-based negotiation. 

6.6.1  CBR-based Negotiation

Negotiation in e-commerce is a process where two parties bargain resources for an intended gain,

using tools, and techniques of e-commerce solutions [215][335]. Negotiation is an important part

of the selling process on the Internet. In order to support customers in a sufficient way, e-

commerce systems should possess the ability of negotiating [335]. However, negotiation is a

process with relatively little support to date become of the complexity of the negotiation process,

which depends on the complexity of the product or service being negotiated. 

The underlying kinds of problem solving strategies divide different approaches for negotiation

in e-commerce into two classes: a cooperative approach and a competitive approach [104]. It is

assumed that a conflict is in the price of a good with n attributes. Competitive negotiation takes

place if there is at least a conflict of interests between the buyer and seller. Consequently, there

will not be more collaboration than necessary between the buyer and the seller to solve the

negotiation problem, although cooperative negotiation tries to get as much collaboration as

possible between the two negotiation parties. However, both approaches present two extremes on

a continuum of possible underlying problems. In practice, negotiation during the business

bargaining process is a compromising negotiation, which lies in between cooperative negotiation

and competitive negotiation.

A second criterion to distinguish between different negotiation approaches is the underlying

paradigm: the human factor approach, the e-economics/game theory approach, and the computer

science approach. The human factor approach provides not much that is directly applicable to e-

negotiations. However, it defines the general objective of a satisfactory solution and should, thus,
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be taken into account. The focus is to manage human factors, like pride, ego, or culture as well as

possible, which leads to customer satisfaction if such criteria are fulfilled within a negotiation

outcome. The fields of economics and game theory give some valuable insights into the problem.

However, these fields are not so applicable in e-commerce, while the computer science approach

is most applicable to product search and negotiations in e-commerce. 

During the sales process, the customers are navigating through the available products and

searching for a product that meets their demands [335]. Some demands are known in advance and

additional ones may be discovered during the navigation in the product space. Some demands are

fixed and must be fulfilled by the product and other demands are more or less weak or flexible.

Generally speaking, the customer’s satisfaction is maximal if the modification of his weak and

hard demands is minimal and he finds his product as quickly as possible. The goal of CBR-based

negotiation system is to identify these demands in cooperation with the customers and to find a

product that fulfils them. During negotiation in e-sales, the CBR-based negotiation system might

suggest or even add some new demands or modify some weak demands for the purpose of finding

an appropriate product. For configurable products, it is also possible for the CBR-based

negotiation system to modify existing products during product (solution) adaptation to meet the

customer’s demands. 

So the task for the CBR-based negotiation system during the negotiation process is the

iterative demand adaptation and the iterative product adaptation. The former is realized by

making proposals for adding or changing the demands from the customer, while the latter is done

by product adaptation with the goal of finding an agreement point in the multidimensional

demand/product space1. Therefore the task of the CBR-based negotiation system during the

negotiation is, in essence, the iterative adaptation of sales cases or modifications of demands and/

or the product. During the negotiation, the customer or the CBR-based negotiation system is

allowed to modify the customer demands. If products in the product case base are configurable, it

might also be possible to modify the products during negotiation. 

1.  Noted that the mentioned user demands corresponds to the problem descriptions, while the products to the 

product descriptions in the sale case in Section 6.4.
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6.6.2  A Negotiation Framework with CBR 

Zhang and Wong [352] examined a negotiation framework that is called Case-Based Negotiation

(CBN). The CBN applies CBR techniques to represent and reuse previous negotiation

experiences. The negotiation in the CBN framework involves three fundamental actions:

1. Evaluating the offer from the other agent

2. Defining a negotiation strategy by CBR, and 

3. Generating a counter-offer based on proposed strategy. 

Given an offer by the opposite agent, if the negotiation agent evaluates it and decides not to

accept it, the negotiation agent needs to determine what strategy to follow in the process of

generating a counter-offer. A counter-offer is then produced using the proposed concession.

The crucial component in the CBN is a process of defining an appropriate negotiation strategy

using CBR techniques. Since the negotiation strategies of each agent are usually hidden to other

agents, the agents can only know the results of the negotiation strategies of other agents in the

form of offers-counter-offers [352]. During negotiation, a series of offers/counter-offers reflect

information related to negotiation strategies. It can be captured as the basis of the previous

negotiation experiences. The change from one offer/counter-offer to another offer/counter-offer

shows variation of negotiation strategies and information that can be used by agents to perform

further negotiation. In the CBN, concessions between offer/counter-offers are used as the basis of

negotiation strategy for further negotiation. The concession facilitates reuse and adaptation of

previous strategies in similar negotiation contexts. The process for defining a concession by CBR

can be composed of three main processes:

1. Retrieving relevant previous negotiation experience

2. Selecting the most matched case based on similarity of retrieved cases and input negotiation 

context; and

3. Adapting the strategy information in the selected case to propose a concession.

In what follows, how to use CBR to propose appropriate concessions is examined. 

Previous negotiation experiences are represented as negotiation cases [352], A negotiation

case represents information related to a special buyer or seller in a previous negotiation and

captures contextual information and negotiation experience available to the agent. In some detail,

a negotiation case can contain the following information:
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• Buyer’s profile

• Seller’s profile

• Product’s (e.g. car’s) main properties

• Offer made from other agent and concessions used in the previous negotiation session

• Counter-offer made by the agent and concessions used in the previous negotiation session

• Performance information about the feedback of negotiation results.

where, in the context of used car trading, the buyer’s and seller’s profiles may include name, age,

buyer/seller’s desire, expected negotiation duration, issues of negotiation (e.g. price, warranty,

trade-in, etc.), constraints (e.g. budget), and preferences. The main properties of a used car may

include car size, car maker, and car age. It should be noted that the negotiation experience in cases

can be extracted from the received offers, the generated counter-offers, and the concessions used

in the previous negotiation session. 

Rule-based reasoning is applied in the case matching and selection process in the CBN [352].

Case matching is based on fuzzy similarity metrics, which enables partial matching of concession

sequences between negotiation cases and input concessions. Further, there are a few heuristics for

case selection process. For example, 

1. Select negotiation cases which match both buyer’s and seller’s concessions of input

2. Select negotiation cases after the profile matching.

Once a negotiation case is selected as the most relevant case, which is called candidate

concession, to the given input, the CBN takes the concession that was used in previous

negotiation and proposes a concession by reusing or adapting it [352]. The case adaptation

process is to ensure that the candidate concession fits the current negotiation situation. In the

current development, this process checks whether the candidate concession leads to a counter-

offer that is over the maximum budget specified in the agent’s profile. If so, a set of adaptation

rules is applied to modify the candidate concession and submit an appropriate one to the

negotiation agent for the generation of a counter-offer. If not, the CBN recommends the candidate

concession to the negotiation agent by directly applying the concession without modification.

A Web-based system has been implemented based upon CBN framework and using Java 1.2

and a standard SQL capable relational database management system by Zhang and Wong [352]. It

is designed as a distributed three-tier server client architecture and includes a negotiator client,
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negotiator server, and a negotiation case repository. The negotiator server is the reasoning engine

in which the processes of the CBN are performed, including offer evaluation, case retrieval, case

matching and reuses as well as counter-offer generation. The negotiator client provides the

graphical user interface that is implemented using the Swing API. 

It should be noted that an intelligent negotiation agent should be used to negotiate with the

customers about their demands and to assist them during the search for an appropriate product

[335], which will be examined in the multiagent negotiation is Chapter 7 and Chapter 8. 

6.7  Concluding Remarks

This chapter examined applying CBR in e-commerce, in which intelligent sales support,

production recommendation, production configuration, and negotiation have been investigated

based on the proposed unified architecture for CBR-based e-commerce systems. It stressed that

production recommendation is a process that follows case retrieval, while production

configuration is a part of case adaptation, and negotiation requires the deeper understanding of

case adaptation from a CBR perspective. 

This chapter also decomposed case adaptation into problem adaptation and solution

adaptation. From the e-commerce viewpoint, customer demand adaptation can be considered as

problem adaptation, while product (or goods) adaptation can be taken as solution adaptation.

Customer demand adaptation and product adaptation play an important role in e-commerce and

lead to two different categories of product recommendation: customer-oriented recommendation

and system-based recommendation. Customer demand adaptation is suited to the business

situation that the customer can adjust his requirements or problem descriptions with patience.

Product adaptation can serve the business situation in which the required product or goods should

be tuned to at most satisfy the requirements of the customer. In practice, both problem adaptation

and solution adaptation should be combined in a CBR system to provide powerful intelligent

support for e-commerce. 

Although a wide range of potential applications has been explored, commercial CBR

applications in e-commerce have focused for the most part on using case retrieval for decision

support [1]. Further, to build up a complete e-commerce framework with a CBR engine as

middleware is one of the future challenges. Also, the seamless integration of the CBR process into
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the intelligent sales process is a promising investigation for the future of e-commerce [172] (p

112). However, it should be noted that in CBR-based e-commerce, CBR plays the role of a

“background technology;” that is, it has been seamlessly integrated within the existing application

systems. Sometimes, customers and/or businessmen are not aware of the fact that they are using

CBR techniques. Following this direction, a CBR system should be viewed as a medium to be

used in conjunction with other Web-based intelligent system for e-commerce [112].

Beside those mentioned in this chapter, some issues in the following fields can be considered

to lead to new advances in CBR in e-commerce: auctions, brokering/negotiation, customer

relationship management, and supply chain management (see http://www.ics.uci.edu/~burke/

research/cbrec/cfp.html). Further, the effective application of CBR in e-commerce will certainly

be facilitated through multiagent systems, because intelligent agents will play an important role in

e-commerce, just as human agents have done and are doing in traditional commerce, which will

be examined in Chapter 8. 
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7 Case Based Reasoning in Multiagent Systems

This chapter is the second chapter in Part II of the thesis. It is also the basis for Chapter 9, as

shown in the shaded area of Fig. 7.1. This chapter first examines the relationship between case-

based reasoning (CBR) systems and multiagent systems (MASs), and proposes knowledge-based

models of multiagent CBR systems from both logical and knowledge-based viewpoints. Then this

chapter investigates the case base and case retrieval in a distributed setting and examines the

integration of case-based reasoning capabilities in a BDI architecture. This chapter also discusses

CBR for agent team cooperation. Finally this chapter proposes an agent architecture using CBR to

model an agent negotiation strategy.

7.1  Introduction

Case-based reasoning (CBR) and multiagent systems (MASs) are two different paradigms in AI.

CBR is a reasoning paradigm based on experience-based reasoning or similarity-based reasoning.

MAS is a new paradigm to organise AI applications. However, integration of CBR and MASs has

drawn increasing attention in the AI community [101][232][237], because CBR offers the

multiagent systems paradigm the capability of autonomously learning from experience. Plaza and

Ontañón [233] propose a framework for collaboration among agents that use CBR. Prasad [237]

discusses issues pertaining to cooperative retrieval and composition of a case in which subcases

are distributed across different agents in a MAS. Giampapa and Sycara [101] discuss

conversational case-based planning for agent team coordination, in which the acquisition and

maintenance of the contextual information that determines the plan requirements is performed by

a conversational case-based reasoner, NaCoDAE. NaCoDAE is also used to compositionally

generate hierarchical task network plan objectives for the team agents with a MAS. Plaza et al.
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[232] investigate cooperation among agents that learn and solve problems using CBR. Further,

Olivia et al. [220] describe a framework that integrates CBR capabilities in a BDI architecture. 

One of the differences between these investigations is that some of them are in a

heterogeneous environment, while the others are in the homogeneous environment. This chapter

pursues this advance from a new perspective. That is, it first examines the relationship between

CBR systems (CBRSs) and MASs, and proposes knowledge-based models of integrating CBRSs

and MASs, which covers almost all attempts that apply CBR in MASs at a high level. Then it

discusses how CBR has been applied in MASs at a concrete level. More specifically, this chapter

will investigate the case base and case retrieval in a distributed setting, and examine the

integration of case-based reasoning capabilities in a BDI architecture. This chapter will also

discuss CBR for agent team cooperation. Finall this chapter will propose an agent architecture

using CBR to model an agent negotiation strategy

The rest of this chapter is organised as follows: Section 7.2 examines the relationship between

CBR and MASs from both a logical viewpoint and a knowledge-based viewpoint and then

proposes knowledge-based models for multiagent CBR systems integrating CBRSs and MASs.

Section 7.3 investigates the case base and case retrieval in a distributed setting. Section 7.4

discusses CBR for agent team cooperation, which consists of a MAS and an agentified CBR

system. Section 7.5 investigates the integration of CBR capabilities in a BDI architecture. Section

7.6 examines how CBR can improve cooperation among the agents within a MAS and how agents

use CBR to learn from experience in a medical domain by discussing two cooperative modes for

CBR agents within a MAS. Section 7.7 looks into the multiagent negotiation with CBR and the

last section ends this chapter with some concluding remarks.

7.2  A Knowledge-based Model of Multiagent CBR Systems

Section 2.3 discussed the relations between expert systems (ESs) and case-based reasoning

systems (CBRSs), while Section 4.6 investigated interrelationships of ESs and MASs. Therefore,

this section integrates discussions in Section 2.3 and Section 4.6 and examines the relationship

between CBRSs and MASs from both a logical viewpoint and a knowledge-based viewpoint and

then proposes knowledge-based models of MASs which are based on both CBR systems and

knowledge-based systems (see Fig. 7.2). 
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Section 2.3 concluded that CBRSs can be considered a further development of ESs. Further,

both CBRSs and ESs rely on the explicit symbolic representation of experience-based knowledge

to solve a new problem [191]. However, ESs use past experience stored in a knowledge base of

generalized heuristics to assist in solving a new problem. They can store the generalized

heuristics as rules of thumb or as logical inferences. CBRSs use an abstraction of specific

problem-solving experiences to learn to solve a new problem. The representation of specific

experiences usually includes the justification of the solution or the requirements of the problem as

well as its solution. Moreover, compared to knowledge-based reasoning in ESs, CBRSs stress

experience-based reasoning. The case base is an important component in CBRSs, while the

knowledge base is one of the main components in ESs. Because similarity-based reasoning is an

operational definition of experience-based reasoning, CBR can be considered as a kind of

similarity-based reasoning from a logical viewpoint, while the CBRS is still a kind of knowledge-

based system from a knowledge-based viewpoint. Therefore, the traditional CBRS can be briefly

modelled as: 

CBRS = Case base + CBR engine (1)

where CBR engine denotes the inference engine in CBR system. The CBR engine performs

deductive reasoning, in particular similarity-based reasoning, while inference engine in ESs

performs traditional deductive reasoning. In this sense, the CBRS is a further development of an

ES. This means that the CBRS is similar to the ES from a knowledge-based viewpoint; that is: 

(2)

where  denotes the case base in the CBRS, while  is the knowledge base in the ES. CBRE

denotes the CBR engine in the CBR system, while IE is the inference engine of the ES. 

Fig. 7.2  ESs, CBR systems and MASs
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Section 4.6 investigated interrelationships of ESs and MASs and showed that high-level

intelligence of a system requires a more complex system structure than low-level intelligence

does in most cases. The intelligence level of the MAS can be improved through coordination,

cooperation, communication, and negotiation among the agents within the MAS, although each of

them may be less intelligent than an ES. It thus emphasized that simulation of human intelligence

depends not only on the computerized knowledge and reasoning of human experts, to which ESs

have paid much attention, but also on cooperation, coordination, communication, and negotiation

among the components (agents) within an intelligent system, which MASs have emphasized. The

above consideration was summarized in Section 4.6 as the following important relationship

between ESs and MASs: 

(3)

where Ai is agent i within the MAS,  is the quasi-ES corresponding to agent i,

. C is the above-mentioned modules for coordination, cooperation,

communication, and negotiation among the agents.  stands for “is similar to”. An concrete

example for model (3) is the rule-based multiagent system MAGSY in [92]. Each agent in

MAGSY has the problem solving capacity of an expert system and is defined by a triple

, where

•  is a set of facts which represent the local knowledge of the agent

•  is a set of rules which define the strategies for the general behaviour of the agent

•  is a set of services which are provided by the agent.

Now taking into account (2), (3) becomes

(4)

where Ai is still agent i within the MAS,  is the quasi-CBRs

corresponding to agent i, . 
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Therefore, a MAS can be viewed as a kind of CBRSs. Furthermore, it might be practical to

simulate each agent within the MAS using CBR technology as much as possible, while one

should make good use of MAS technology to deal with coordination, cooperation,

communication, and negotiation among the agents in order to improve the intelligence of the

MAS. 

A concrete example of this model (4) is DistCBR and ColCBR in [232], in which all agents

have CBR ability. Another example is a Web-based CBR agent for financial forecasting in [181].

Further, this model is also a more precise form for the multiagent CBR (MAC) system:

 proposed by Plaza and Ontañón [233], where  is composed of n

agents, and each agent  has a case base . Therefore, the above investigation can be

considered a generalization of the models of Plaza et al. in [232], and Liu et al. in [181] as well as

Plaza and Ontañón [233] for applying CBR in MASs. 

The rest of this section will examine the (4) in some more detail:

1. If  for , then any different two agents  and  don’t 

share common cases in their own case base. This means that the agents have different experi-

ence. This condition sometimes facilitates the corresponding experiments (see [233]) but it 

might affect the cooperation among agents

2. If  for   and , then 

the MAS degenerates to the Ensemble CBR system [233] in which CBR agents  

work with the same CBR method but they have different experience (i.e. different case base 

) 

3. If  for  and , then the MAS is a 

model for the real world scenario in which CBR agents  work with different CBR 

methods, and they have also different experience (i.e. different case bases . It 

should be noted that the different CBR methods result from that CBR is a kind of similarity-

based reasoning from a logical viewpoint. Different similarity metrics lead to different CBR 
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methods or CBR engines. When , agent  and  work with different CBR methods 

and have different experience to negotiate over a series of negotiation issues (see Section 7.7) 

4. If  and , then the CBR agents 

within the MAS share a common case base, , but work with different CBR methods. This 

case usually happens in the real estate agency in which each CBR agent is a software counter-

part of a human agent working in the real estate agency. They share the common resources of 

properties of houses in the real estate agency. However, they can use different CBR methods 

to negotiate with the customer over a certain property. 

It should be noted that the above discussion is limited to some special cases in multigant CBR

systems. In fact, the most general case is where some CBR agents within the MAS share a

common case base, while other CBR agents have their own case bases. Some CBR agents like to

work with the same CBR method, while other CBR agents work with different CBR methods.

Furthermore, it should be noted this model is homogeneous1, because each of the agents

within the MAS possesses the same ability; that is, CBR. This is not the real case in practice

[216]. Therefore, it is necessary to propose the following model, which can be called

heterogeneous,

(5)

where, . A concrete example of model (5) is CoDiT, a MAS for case-based therapy

recommendation in [197] (see Section 7.6). If , then another concrete example of model

(5) is the RETSINA multiagent system in [101], in which a conversational case-based reasoner

was agentified and inserted (see Section 7.4). This model will be used for integrating CBR and

MAS in e-commerce in Chapter 9. 

1. This research stresses homogeneous agents have the same knowledge-based reasoning paradigms, while 

Plaza et al [232] believe that homogeneous agents have the same representation languages so that communi-

cation among agents does not require a translation phase. 
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7.3  Distributed Case Base and Retrieval

In the model (4) of the previous section, the case bases  may not be situated at a

single physical location and may be distributed across the agents , . For example,

in the architecture of distributed CBR in [69] the case bases  are distributed across client

nodes and there is also a case base on a central server. How do distributed case bases arise in these

MASs [237]? A system that performs rote learning by storing successful problem-solving

episodes, where each agent  stores its own local case in its case base , could give rise to

such a distributed case base (DCB). However, this may not be the only way, because each of the

agents could acquire its own independent problem solving experiences by participating in

different teams of agents. Another scenario that one could envisage now is the existence of case

bases spreading across the Internet as Doyle et al. did in [69] and CMB, a multiagent CBR system

for e-commerce [292]. In this situation, case bases for individual agents may be built

independently, without complete knowledge of the kind of problem solving systems in which they

are going to participate [236]. Central retrieval queries may not be satisfied by any one case base

and may need a composite case derived from different case bases.

Reasoning about cases drawn from a case base that is a component of a DCB presents an agent

with additional uncertainties versus single agent CBR systems [236]. As discussed previously,

each agent has to rely on its possibly incomplete local view of problem solving to retrieve a local

case that best contributes to the overall case. This may lead to the retrieval of subcases that cannot

be effectively put together or there may be requirements on the solution that cannot be ascertained

until the subcases are aggregated. Thus, Prasad et al. [236] propose the negotiated case retrieval

(NCR) strategy that needs the agents to augment their local views with constraining information

from other agents to achieve the retrieval and assembly of a better overall case. This strategy

involves that each agent asynchronously executes one of the set of possible operations: initiate a

seed subcase, extend an existing partial case, merge existing partial cases or inform others about a

new partial case, as shown in Fig. 7.3.

Initiating a seed subcase involves an agent retrieving a local subcase from its local case base,

using the local problem solving state and the relevant portion of the user specification, and
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- 195 -



 7. Case Based Reasoning in Multiagent Systems 
forming a seed subcase that can be extended by local cases from other agents to obtain a complete

case.

An agent intending to extend a subcase from another agent obtains the subcase’s relevant

feature values that serve as an anchor for the local case retrieval, the result of which is integrated

with the corresponding partial case. 

Merge is similar to the extend operation. An agent intending to merge one of its chosen partial

cases with another agent’s partial case obtains the relevant feature values and performs the merge

operation. 

The inform operation involves an agent telling others about the existence of a newly formed

partial case that results from the local execution of one of the three previous operators. An extend

or merge operation involves checking for any violations of local constraints by the set of feature

values from the non-local partial case and the local case or partial case. Detection of such

violations leads to an interaction process among the agents by which they negotiate on conflict

resolution alternatives. The negotiation process involves an agent communicating feedback to

other agents on the causes and possible resolutions for each of the constraint violations. The

receiving agents assimilate this feedback, leading to an enhanced view of the global requirements

for future operations. Any subsequent initiate, extend or merge is more likely to avoid the same

conflicts.

Fig. 7.3  Model of negotiated case retrieval after [236]
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7.4  CBR for Agent Team Coordination

As mentioned in Chapter 4, a MAS comprises a group of intelligent agents working together

towards a set of common global goals or separate individual goals that may interact. In such a

system, each of the agents may not be individually capable of achieving the global goals and/or

their goals may have interactions- leading to a need for cooperation among the agents [237]. This

section examines the agentification of a CBR system, NaCoDAE, into a multiagent system

(MAS), RETSINA (reusable environment for task-structured intelligent network agents), in

which the agents may use capability-based or team-oriented agent coordination strategies, for

agent team coordination. 

RETSINA is a collection of heterogeneous software entities that collaborate with each other to

either provide a result or service to other software entities or to an end user [101]. Based on

functional viewpoint, RETSINA agents are classified into four types: interface agents, task

agents, middle agents, and information agents. RETSINA agents typically use the capability-

based coordination technique to task each other, which means that one agent will dynamically

discover and interact with other agents based on their capability descriptions. RETSINA agents

also support other forms of coordination techniques, such as the team-oriented coordination. 

NaCoDAE is a conversational CBR system that helps a user decide a course of action by

engaging him in a dialogue in which he must describe the problem or situation [101]. A

conversational session begins with the user providing an initial partial description of the problem

that he tries to solve. NaCoDAE responds by recommending the ranked solutions from the case

base, whose problem descriptions best match the user's problem descriptions, and the ranked

questions, which are the unanswered questions in these cases, to the user (interface). After the

user obtains these recommendations, he will either refine their problem description by answering

selected questions, or accept a solution from the recommended solutions. Therefore, from a

viewpoint of CBR, NaCoDAE has performed case retrieval, case recommendation, and problem

adaptation that is a part of case adaptation. 

NaCoDAE has three features that made it suitable for team co-ordination and interaction with

RETSINA agents [101]. First, NaCoDAE can work with partial descriptions of the problem and

use them for initiating a dialogue. This could allow one to encode a general strategy of “always
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knowing the strategy for how to get more information, if nothing else is known”. Second,

NaCoDAE can continually revise its list of most likely candidate cases, as data is provided to the

system by either an agent or the user. This feature leads itself to a form of coherent, compositional

and incremental construction of knowledge structures, such as hierarchical task network (HTN)

plan objectives and representations of situational or contextual knowledge. This knowledge can

be accessed even if time and the lack of specific information do not allow for a description to be

completely specified. Third, the cases can be modified to store any type of textual data, including

agent capabilities and queries.

After agentification, the NaCoDAE becomes a RETSINA task agent [101] who is situated in

the RETSINA community, where there are also Briefing Agents, Matchmakers, MissionAgents,

VoiceAgents etc. They work together to perform a certain mission. The agent communication that

involves BriefingAgent and NaCoDAE are run in the following way [101]: As the Company

Commander speaks, his speech is translated into text by the VoiceAgent. The BriefingAgent

receives those textual translations and attempts to match the text of the Commander's speech with

the textual answers to questions that were posed by NaCoDAE. If there is a match, then the

BriefingAgent will send that answer to NaCoDAE. If NaCoDAE can use that answer to complete

a case, then it will return a case to the BriefingAgent; otherwise return a regenerated ranked list of

questions and their associated answers. If NaCoDAE’s questions contain agent queries, the

BriefingAgent will directly query the provider agent if it is known, or first ask either or both of

the Matchmakers for the identity of a provider agent, and then contact it. Upon request of the

MissionAgents, or upon the completion of a case by NaCoDAE, the BriefingAgent will assemble

a shared plan from the case actions and send it to the MissionAgents. During the execution of the

scenario, the MissionAgents may also provide the BriefingAgent with updates to their

capabilities, which the BriefingAgent can forward to NaCoDAE.

This section examined the CBR system for the team coordination of independent, intelligent

software agents. According to Giampapa and Sycara [101], NaCoDAE has demonstrated that its

conversational nature is well-suited for agent information gathering domains.
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7.5  Case-based BDI Agents

Integrating CBR capabilities in a BDI architecture is another attempt to integrate CBR and MASs.

This section will examine a framework that integrates CBR capabilities in a BDI architecture as

well as its application to the design of Web information retrieval proposed by Olivia et al. [220]. 

BDI structure mainly consists of five factors: beliefs, desires, intentions, goals, and plans,

which constitute the mental state of a BDI agent [32] (p 47), as shown in Fig. 7.4:

• Beliefs contain the fundamental views of an agent with regard to its environment. An agent

uses them to express its expectations of the possible future states

• Desires are derived directly from the beliefs. They contains the agent’s judgements of future

situations

• Intentions are a subset of the goals. If an agent decides to follow a specific goal, this goal

becomes an intention

• Goals represent that subset of the agent’s desires on whose fulfilment it could act. In contrast to

its desires, an agent’s goals must be realistic and must not conflict with each other 

• Plans combine the agent’s intentions into consistent units. 

BDI agents have been widely used in relatively complex and dynamically changing

environments [32]. Olivia et al. [220] proposes a CBR-BDI agent architecture for information

retrieval (IR) on the WWW in order to improve the performance of currently deployed Web IR

systems in terms of search efficiency and resource discovery in well-demarcated domains. Web

CBR-BDI agents are designed to locate and extract information from homepages of academic

staff members with particular research interests. The CBR-BDI architecture has the following

main components: the case memory, the domain-specific knowledge base, and the CBR-BDI

interpreter, as shown in Fig. 7.5 In what follows, the first two mentioned components will be

examined in some detail.

Fig. 7.4  BDI structure based on Brenner [32]
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• The domain-specific knowledge base is implemented in a form of concept hierarchy, which is

collection of keywords representing broad areas of expertise (concepts). A collection of key-

words (sub-concepts) representing specific sub-area of expertise is also attached to these con-

cepts. Concepts are mapped to specific university academic entities on a well-demarcated

application domain such as Australian universities. The concept hierarchy plays an important

role in focusing on the search process in the start-up of the Web CBR-BDI agent where no pre-

vious cases are stored, and when the similarity-based mechanism does not target any particular

case in the case memory. Furthermore, it helps the system to identify related research interest if

it fails to retrieve an exact match information. For example, if no exact match for research

interest in mobile agents is found, the system is able to retrieve academic homepages with rel-

evant research interest such as intelligent agents and autonomous agents

• Case memory. Cases stored in the case memory are constructed in terms of belief, desire,

intention, outcome status, and outcome URL. More specifically, belief is the university domain

to be searched. Desire is a sub-concept/concept that represents the specific/similar research

interest being searched. Intention is the focused search to concept-related academic entities.

Outcome status is either a successful or unsuccessful case. Outcome URL is the URL staff link

directory academic entity.

The overall process is run as follows: The end-user is presented with the GUI where he can

specify sub-concepts or research interests associated with a given concept/domain of knowledge,

together with the universities of interest. Web CBR-BDI agents are triggered by pressing the start

button. The first objective of the agent is to perform a standard CBR analysis of the input problem

Fig. 7.5  A CBR-BDI architecture after [220]
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description. The input problem description is constructed by the combination of an end-user’s

selected university domain (belief), and subconcept/specific research interest (desire). The

similarity-based mechanism serves to find the most similar cases with the input problem

description. 

Given that similar cases are sorted by outcome status (found/not found), the Web CBR-BDI

agent first scans the most promising URLs (outcome status = found), and leaves for the last stages

of the search the less promising ones (negative cases).

In the case where the similarity-based mechanism retrieves similar cases, the case memory

may lead directly to a promising URL from where to initiate either a depth-first or breadth-first

search, instead of traversing exhaustively the sub-webs of a particular university. 

The results obtained from the CBR analysis drive the Web traversal of the agent to retrieve the

desired information.

7.6  Cooperative CBR Agents in MAS

As mentioned in previous Chapter 4 and Section 7.4, cooperation is an important characteristic in

MASs. An agent with “perfect” knowledge and “complete” capabilities for a given task has no

need to require the cooperation of other agents [232]. However, a regular agent is less intelligent

than an expert as discussed in Chapter 4, he can’t have “perfect” knowledge and “complete”

capabilities for a given task. Even an expert in a society can’t say that he has “perfect” knowledge

and “complete” capabilities for a given task in his professional field. Therefore, it is necessary for

an agent to cooperate with other agents within the MAS to perform a given task. This section

examines how CBR can improve cooperation among the agents within a MAS and how agents

use CBR to learn from experience in a medical domain, which used to be an important application

field of expert systems such MYCIN [287]. The real world scenario is CoDiT. 

CoDiT is a MAS, wherein agents use CBR to recommend therapy for diabetic patients [197].

CoDiT consists of a few agents that perform CBR and are able to communicate and cooperate for

recommendation of a therapy1. Each agent, as a software counterpart of a human doctor, has a

case base with data of the patients of a specific M.D.; moreover, legal and deontological reasons

prevent that patient data could be centralised since only the patient’s doctor is entitled to have that

1. For more information see http://www.iiia.csic.es/Projects/smach
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data. Thus, this scenario fits the MAS approach since resources are distributed but some doctors

(or their agents) could also be interested in the case of a patient that is unknown to them but stored

in some other doctor’s case base. Further, the diabetes therapy CBR agents in the MAS are peer

agents, since each agent is capable of solving the whole task alone (recommending a therapy)

using the resources available in its case base. However, it is obvious that in such a scenario the

agents should exchange patient data (maintaining anonymity for legal and deontological reasons)

in order to improve their performance. 

The main CBR task involved in CoDiT is retrieve and reuse, as shown in Fig. 7.6. There is

also an automatic retain task (not shown in the figure) that incorporates a solved problem into the

agent’s episodic memory. Generally speaking, the main retrieve task can be decomposed into

three subtasks: identify, search, and select (also see [1]). The identify task has a method that

constructs a perspective on the patient; then task search retrieves from the case base those cases

that satisfy the model built by the perspective. Next, the select task has a method that constructs a

preference model of the retrieved cases from domain-specific knowledge. Finally, reuse is a task

that takes the most preferred case and adapts its solution (therapy) to the current patient; the

adaptation method uses domain-specific knowledge and if a most preferred case cannot be

adapted then tries to adapt the next-preferred case. This means that case adaptation has been used

here as a part of case reuse. In what follows, the rest of this section examines how the methods

used in the retrieve task can incorporate communication and cooperation with other agents in

order to find out relevant cases for other agents. 

Fig. 7.6  Task decomposition of CBR for diabetes therapy after [197]
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A cooperation mode establishes how two agents must behave to accomplish a particular task.

However, when an agent can opt for more than acquaintance to cooperate in solving a specific

(sub)task, then different co-operation strategies can be established for each cooperation mode

depending on different criteria followed by the agent to solve such (sub)task. For instance,

depending on how the set of helper agents chosen to cooperate is constructed and how this set is

sorted to be traversed in search of a competent agent. In this way, a cooperation mode can

determine how two agents cooperate whereas a cooperation strategy settles how more than two

agents do.

Therefore, the term cooperative CBR groups together the set of cooperation modes and

cooperation strategies that can be deployed by some CBR agents wherein each CBR agent has its

own case base.

Cooperation among CBR agents can be thought as an extension of agents’ set of precedents;

that is, an expansion of the individual memory of a CBR agent to the memories of some CBR

agents. For instance, in CoDiT the retrieve task incorporates cooperation with other agents in

order to find relevant cases known for other agents- i.e. to find the patient record most relevant to

the current problem. 

Two cooperation modes between CBR agents were proposed in [197]: Distributed Case-Based

Reasoning (DistCBR) and Collective Case-based Reasoning (ColCBR). The DistCBR

cooperation mode is a class of cooperation protocols where a CBR agent  is able to ask one

or several other CBR agents  to solve a problem on its behalf, and the ColCBR

cooperation mode is a class of cooperation protocols where a CBR agent  is able to send a

specific CBR method to one or several CBR agents  that are capable of using that

method with their case base to solve the task at hand [232]. Therefore, the DistCBR cooperation

mode enables an agent to share experiential knowledge acquired by an acquaintance by means of

particular problem solving methods, while the ColCBR cooperation mode allows a couple of

CBR agents to share experiential knowledge. Both DistCBR and ColCBR are based on solving

the retrieve task reusing the experiential knowledge (in form of cases) of other CBR agents:

• DistCBR. An agent (the originator) delegates the retrieve task to another agent (the helper)

indicating the helper’s CBR method to solve such task. In this sense, the CBR process is dis-

tributed since every agent works using its own method of solving problems [232]

Aorig
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• ColCBR. An agent (the originator) forwards the retrieve task and the PSM (problem solving

method) of that task to an acquaintance (the helper). That is to say, the originator, in addition to

the task, also conveys the PSM to solve that task. In this sense, the originator is using the mem-

ory of the other agents as an extension of its own- as a collective memory- by means of being

able to impose to other agents the use of the CBR method of the originator [232].

In both cooperation modes helper’s experiential knowledge is shared and then reused by the

originator [197]. However, while the DistCBR cooperation mode also allows helper’s problem

solving knowledge to be shared and reused by the originator, using the ColCBR cooperation

mode the PSM sent by the originator is shared by the helper to retrieve the most relevant case(s)

that will be later reused by the originator. From an authority point of view, it can be said that using

DistCBR the originator delegates authority to the helper to solve the task in hand. On the contrary,

using ColCBR the originator maintains the authority, since it has fully control over the PSM

applied, merely using the experiential knowledge of the helper.

The following actions are performed by two CBR agents whilst cooperating using the

DistCBR cooperation mode [197]:

1. The originator asks the helper to solve (delegates) the retrieved task indicating which helper's 

problem solving method must be applied to solve such task

2. On receipt of the task, the helper retrieves the most relevant precedent(s) using its correspond-

ing retrieval method (as indicated by the originator)

3. Thereafter, the helper refers the available precedent(s) back to the originator which will have 

been inferred using its own (helper's) PSM.

The ColCBR cooperation mode implies the following actions to be carried out between two

CBR agents [197]:

1. The originator sends the retrieve task to be solved and a originator's retrieval method to be 

applied to solve such task together to the helper

2. On receipt of the task and the PSM, the helper retrieves the most relevant precedent(s) using 

the PSM received

3. Thereafter, the helper refers the available precedent(s) back to the originator which will have 

been inferred using the originator's PSM method.
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This section discussed two different cooperative modes for CBR agents within a MAS. The

above discussion allows us to exemplify the sharing and reuse of problem solving knowledge and

experiential knowledge (in the form of cases in CBR) among agents within a MAS. 

It should be noted that from a viewpoint of pure CBR, CoDiT is a case-based recommendation

system for a medical domain, in particular for diabetic patients. The basic difference of CoDiT

from other case-based recommendation systems mentioned in Chapter 6 is that CoDiT is placed

in multiagent settings. Because of communication and cooperation, case-based recommendation

systems become more complex in multiagent settings. 

7.7  Applying CBR to Multiagent Negotiation

As mentioned in Chapter 6, an intelligent agent should be used to negotiate with the customers (or

customer agents) for their demands and to assist them during the search for an appropriate

product. This section will examine how to use CBR to automating negotiation in a multiagent

setting. 

7.7.1  Introduction

Negotiation in MASs is one of the main research lines in MASs and has been studied from many

different points of view such as game theory, artificial intelligence, and CBR in Chapter 6. In the

area of CBR, Sycara presents a model of negotiation that combines CBR and optimization of

multi-attribute utilities of intelligent agents. She provides a model of goal conflict resolution

through negotiation implemented in the PERSUADER system that resolves labour disputes.

Matoes [199] employs CBR to determine in each step of the negotiation the best performance of

the agent by selecting the weighted proposal combinations and the parameters associated with a

set of tactics. Recent growing interest in intelligent agents in e-commerce has given more

importance to the problem of automated negotiation. Intelligent agents negotiate to coordinate

their activities and come to mutual agreement, in particular in the e-bargaining process (see

Chapter 8). In many cases, automated negotiation requires different behaviours of intelligent

agents for different negotiation situations [199]. The rest of this section will first look at the

negotiation in a real estate agency and negotiation strategies. Then it will present an agent

architecture using CBR to model an agent negotiation strategy.
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7.7.2  Negotiation in a Real Estate Agency

In a real estate agency there is a set of properties that need to be sold. In this domain there are two

main players: seller agents and buyer agents. The seller agent acts on behalf of the interests of the

real estate agency, while the buyer agent represents the interests of a customer. The seller agent

needs to sell a house with maximal profit for the agency, while the buyer agent wants to buy a

house for his buyer with specific features and minimal price. This is an obvious conflict of

interest that is usually resolved by a negotiation. 

The seller agent has complete information of all the properties about houses on sale at the real

estate agency. However, in some cases the buyer agent does not have a clear opinion on his

preference on the negotiation issues. During the negotiation, the seller agent usually includes new

negotiation issues to enrich the description of a house. Then the buyer uses this new information

to compare and discriminate better among the different offers made by the seller agent. Thus, the

buyer agent tries to obtain a complete description of the properties, negotiating over the set of

negotiation issues mentioned before. Usually the agents try to adjust either the issues related to

the description of the house and later the price issues. They negotiate until they obtain an

agreement, in this case a property that satisfied both sides, if any exists, or one of them withdraws. 

7.7.3  Negotiation Strategies

The negotiation strategies are defined based upon the knowledge, past experience, and

information available to the negotiation agents [352]. The aim of a negotiation strategy is to

determine the best courses of action to reach an agreement [199]. When agent  receives an offer

from agent , it becomes the last element in the current negotiation thread between the agents. If

the offer is unsatisfactory to , the agent  generates a counter-offer. In generating its counter-

offer,  may use the information of mental state and different weighted combinations of tactics

for each of the negotiation issues. The negotiation issues in the real estate agency mainly include

the features of a house, for instance, surface, district, number of rooms, floor number, garage,

price, brightness, number of bathrooms, elevator, and address [199]. 

Most systems use a number of predefined negotiation strategies to generate counter-offers. For

example, negotiation in Market Maker [209] allows the agents to use three predefined negotiation

strategies: anxious, cool-headed, and frugal corresponding to linear, quadratic, and exponential

a

b

a a
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functions in the generation of offers/count-offers. The users need to decide which strategy the

agents will follow during negotiation. However, negotiation strategies can also be acquired from

previous negotiation cases or experiences based on CBR in the CBN (case-based negotiation)

framework [352]. The CBN agents revise and adapt negotiation strategies in each decision-

making episode of the negotiation process [352]. 

7.7.4  Case-based Agent Architecture

As mentioned in previous chapters, CBR has received a lot of attention over the last few years,

and has been employed with good results in many areas [199][317] including negotiation in e-

commerce. The case-based negotiation agent uses CBR technology to perform negotiation on

behalf of either seller or buyer or broker; that is, he will assess at the similarity of the current

negotiation to previous negotiation cases kept in the negotiation case base. The successful

negotiation cases that the case-based negotiation agent performed are kept in the negotiation case

base for reuse in later negotiation case retrieval. The case-based negotiation agent can use the

fuzzy rule-based adaptation to adapt the most similar negotiation case to the current negotiation

situation. The architecture of the case-based negotiation agent is shown in Fig. 7.7. Some

components will be discussed in more detail.

• Negotiation issues are similar to the current problem in the traditional CBR model. It is also

the requirements of a customer. For example, during the negotiation in a real estate agency

[199], the seller agent and buyer agent will negotiate over the following negotiation issues for

a house: price, number of rooms, garage, floor number, number of bathrooms, address, surface,

district, furnished or unfurnished

Fig. 7.7  An architecture of a case-based negotiation agent 
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• A negotiation case in the negotiation case base can be considered as a prior successful negotia-

tion process, which mainly includes the sequence of offer and counter-offer and the eventual

successful offer based on the initial negotiation issues. It also provides detailed negotiation

context and decisions made in previous negotiations 

• The negotiation case retrieval is executed concurrently with the other activities of a case-base

negotiation agent. When an agent sends an offer, it immediately begins to retrieve those nego-

tiation cases that are most similar to the current negotiation cases from its negotiation case

base. When it receives a counter-offer corresponding to its offer it is incorporated into the

negotiation thread and used to finally select the most similar negotiation case from those that

were obtained in the meantime

• Once a negotiation case is selected as the most relevant negotiation case to the current negotia-

tion issues, the case-based negotiation agent might revise or adapt the negotiation case in order

to meet the changing count-offer from his counterpart. The negotiation case adaptation can

depend on a set of fuzzy adaptation rules, which represent conditions of the environment in

which the negotiation acts and determines variations in the value of the parameters of the nego-

tiation issues and negotiation tactics (also see [199]). In general, these fuzzy rules follow the

following classical form:

: IF  Then  (6)

where  and  are the feature variables, , and  are linguistic labels of

the variables ,  which are in the universe of discourse ,  of the varia-
bles. An example of linguistic labels might be: {excellent, good, not satisfactory, bad}. These
linguistic labels are characterised by their membership functions : ,

; : . 

7.8  Concluding Remarks

This chapter examined the relationship between CBR and MASs from both a logical viewpoint

and a knowledge-based viewpoint and then proposed knowledge-based models of a multiagent

CBR system integrating CBR systems and knowledge-based systems, which basically cover

almost all attempts that have applied CBR in MASs in a homogeneous or heterogeneous setting.

The key idea behind these models are that CBR systems can be considered as a further

development of expert systems (ESs), and the integration of CBR systems and MASs should take

Rulei x1is Ai1  and  … and xn is  Ain y is Bi

x1 … xn, , y Ai1 … Ain, , Bi

x1 … xn, , y U1 … Un, , V

µAij
Uj 0 1,[ ]→

j 1 … n, ,= Bi V 0 1,[ ]→
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into account cooperation, coordination, communication, and negotiation, in order to model the

social function of individual intelligence. Then this chapter investigated the case base and case

retrieval in a distributed setting and examined the integration of case-based reasoning capabilities

in a BDI architecture. 

Cooperation is an important characteristic in MASs. This chapter discussed CBR for agent

team cooperation, which consists of a MAS and an agentified CBR system, and examined how

CBR can improve cooperation among the agents within a MAS and how agents use CBR to learn

from experience in a medical domain by discussing two cooperative modes for CBR agents

within a MAS. 

Negotiation is another important characteristic in MASs. This chapter looked into CBR-based

negotiation in a real estate agency and negotiation strategies. Then it proposed an agent

architecture using CBR to model an agent negotiation strategy.

It should be noted that research and development of multiagent CBR systems is still in its

infancy, although some advances in this field has been reported or appeared in the past few years.

Further, the studies are basically in a homogeneous multiagent setting. Therefore, there are a lot

of issues in the future study of multiagent CBR systems. For example, the proposed models ((4)

and (5)) require further investigation at a more detailed level. Negotiation is a general concept in

a multiagent setting. In fact, its special forms are auction, brokering, and mediation, which are all

important for commerce and business. Therefore, how to apply CBR in auction, brokering, and

mediation in a multiagent e-commerce setting is a big issue for intelligent e-commerce, which

will be examined in Chapter 9. 
- 209 -



 8. Multiagent E-Commerce 
8 Multiagent E-Commerce

This chapter is the final chapter in Part II of the thesis. It is also the basis for Chapter 9, as shown 

in the shaded area of Fig. 8.1. This chapter will examine multiagent e-commerce. Then it 

examines multiagent-based negotiation. Further it classifies multiagent-based negotiation into 

multiagent-based auction, multiagent-based mediation, and multiagent-based brokerage, and 

gives a brief survey of related works in each. Then it investigates multiagent brokerage and argues 

that bargaining and compromise play an important role in brokerage. Finally, this chapter 

proposes an architecture of a multiagent-based intelligent broker for the bargaining process. 

The exploration here differs from the available approaches in several ways. First it emphasizes 

that compromise and bargaining are the central activities in the negotiation process. Second, 

negotiation is a very general concept in Web Intelligence. Three special cases of negotiation are 

mediation, auction and brokerage. Third, compromise1 is the necessary condition for negotiation. 

Finally, the difference between negotiation, auction, mediation, and brokerage can be classified 

based on the strength of compromise and bargaining.

8.1  Introduction

The revolution of the Internet and the WWW has changed traditional commercial activities such 

as shopping, brokerage, negotiation, and retailing. Customers can purchase a large selection of 

merchandise items from an ever-increasing number of Internet stores [179]. Basically speaking, 

there are two forms of e-commerce applications [53]: ones that simply put existing products and 

1. Although Davis and Smith mentioned compromise in [59]: “cooperation as a form of compromise between 

potentially conflicting desires,” they still focused on cooperation rather than compromise 

 1. Introduction
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means of selling online, and others that create new ways of selling online using intelligent 

techniques. The first category is a natural mapping from traditional commerce, while the latter 

can be considered as an intelligent transformation from traditional commerce to intelligent e-

commerce, which involves the birth of new business processes made possible by the Internet and 

new technology to make it successful. Applying intelligent agents in e-commerce belongs to the 

latter category [292].

Applying intelligent agents or multiagent systems (MASs) in e-commerce can be considered 

as multiagent-based e-commerce1, which has been among the most rapidly growing areas of 

research and development in information technology in the last few years [142][292][294][344]. 

Recently, agent technologies have been applied to e-commerce to improve search effectiveness 

and reduce transaction costs. Many research studies or commercial projects on intelligent agents 

for e-commerce have been undertaken such as Jango, AuctionBot, BargainFinder, and Market 

Maker [32][188][209][104]. Intelligent agents are rapidly gaining popularity in e-commerce 

[332], in which agents have been playing the roles of buyers, sellers, intermediaries, and 

information providers [183]. 

Automation of negotiation, which corresponds to negotiation-based e-commerce, has received 

a great deal of attention from the MAS community [268], because such endeavours have the 

important potential for significantly reducing negotiation time and removing some of the 

reticence of humans to engage in negotiation and then facilitating the intelligent negotiation 

agents that are able to perform negotiation on behalf of users [183][187]. Furthermore, auction, 

mediation, and brokerage can be considered as three concrete forms of negotiation [292]. These 

attempts correspond to the following three different kind of e-commerce: auction-based e-

commerce, bargaining-based e-commerce, and mediation-based e-commerce [292]. There are a 

number of studies on multiagent-based negotiation, mediation [209], auctions [352], brokerage 

[286], and the bargaining process [85], although there are few studies that examine their 

interrelations. For example, Maes et al. have done considerable research on mediation-based e-

commerce using intelligent agents [188], which has also been drawn increasing interest in 

European countries [67].

1. For brevity, “multiagent” stands for “multiagent-based”. 
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This chapter will first reviews intelligent agents in e-commerce or agent-based e-commerce. 

Then it examines multiagent negotiation, which is the core of multiagent negotiation-based e-

commerce. Further it classifies multiagent negotiation into multiagent auction, multiagent 

mediation, and multiagent brokerage, and gives a brief survey of related works in each. Then it 

investigates multiagent brokerage and argues that bargaining and compromise play an important 

role in brokerage. Based on the characteristics of buyer agents, seller agents, and brokers, this 

chapter proposes an architecture of a multiagent-based intelligent broker for the bargaining 

process.

The rest of this chapter is organised as follows: Section 8.2 reviews agent-based e-commerce. 

Section 8.3 examines multiagent negotiation. Section 8.4 investigates auction-based e-commerce. 

Section 8.5 examines mediation-based e-commerce. Section 8.6 studies brokerage-based e-

commerce. Section 8.7 proposes an architecture of a multiagent-based intelligent broker for the 

bargaining process. Section 8.4 ends this chapter with some concluding remarks.

8.2  Agent-based E-commerce

Intelligent agent technology has been applied to the e-commerce domain. This section will review 

intelligent agents in e-commerce and examine multiagent-based e-commerce. 

8.2.1  Intelligent Agents in E-Commerce

Intelligent agents are rapidly gaining popularity in e-commerce [135][332]. There have been 

various intelligent agents available for e-commerce activities such as process management, 

information mining, knowledge management, decision making, and so on [86][141][203]. For 

example, agents can search for information about products of interest to the user, compare prices 

and features, negotiate for a fair price and even, if authorized by its user, make a purchase, and 

authorize payment through a credit card or digital cash provider. There are opportunities for retail 

and financial institutions to make use of their agents to provide personalized service to customers, 

to collect and make use of detailed customer information, and to develop products and services 

which reflect the interests of customers searching their Websites. As security techniques become 

more highly developed and customers gain more confidence in them, agents will frequently be 

authorized to make purchases for the user. 
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8.2.2  Intelligent Agents as Personal Assistants 

The intelligent agent, as a personal assistant, is collaborating with the user in the same work 

environment [189]. The assistant becomes gradually more effective as it learns the user’s 

interests, habits, and preferences. Notice that the agent is not necessarily an interface between the 

computer and the user. In fact, the most successful interface agents are those that do not prohibit 

the user from taking actions and fulfilling tasks personally.

Intelligent agents assist users in a couple of different ways: they hide the complexity of 

difficult tasks, they perform tasks on the user’s behalf, they can train or teach the user, they help 

different users collaborate, and they monitor events and procedures, and so on [189][332].

8.2.3  Intelligent Information Agents

The explosive growth of information available on the Web makes information search and filtering 

an early application domain of intelligent agents [178], A typical approach is to use keyword 

matching to locate a document or to measure the relevance of a document. Many AI techniques 

such as rules, best-first search, and genetic algorithms have been used to search information 

intelligently and effectively. Based on the intelligent agent technology, information agents also 

attempt to facilitate information search and filtering.

Information agents will be continuously active, proactively trying to gather information even 

without the user’s explicit command. An information agent must have modules that search 

information resources, collect search results, and present the results [32]. The information agents 

must be capable of interacting with other agents at the social or communicative level [150].

8.2.4  Multiagent-based E-Commerce

Just as human agents have played a critical role in traditional commerce, as the software 

counterpart of human agents, intelligent agents will also be playing an important role in e-

commerce. However, just as a single agent can play an important role in a special organisation of 

current commerce only if he can cooperate with other agents, an intelligent agent has to cooperate 

with other agents in order to play an active role in e-commerce; that is, multiagent-based e-

commerce, which is denoted as multiagent e-commerce, for brevity. 

Multiagent e-commerce is any attempt to apply multiagent technology to e-commerce 

[269][292]. Recently, multiagent e-commerce has drawn increasing attention, promising a 
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revolution in the way we conduct some of the most important activities in traditional commerce, 

negotiation, auction, mediation, and brokerage. Negotiation-based e-commerce, auction-based e-

commerce, mediation-based e-commerce, and brokerage-based e-commerce can be considered as 

the important aspects of intelligent e-commerce systems. All four involve AI technologies. How 

to use intelligent agents and MASs in negotiation-based e-commerce, auction-based e-commerce, 

mediation-based e-commerce, and brokerage-based e-commerce has become a central issue in 

multiagent e-commerce, which are respectively realized by multiagent auction systems, 

multiagent mediation systems, and multiagent brokerage systems [294]. All these systems can be 

considered a specialisation of multiagent negotiation systems, as shown in Fig. 8.2. The following 

sections will be devoted to the techniques behind these mentioned systems.

8.3  Multiagent Negotiation

Negotiation has long been recognised as a central topic in distributed AI (DAI) and MAS [66] (p 

70) since it became a metaphor for distributed problem solving in MAS in 1983 [59]. Initially it 

focused primarily on negotiation as collaborative, distributed problem solving, as a means 

towards improving coordination of multiple agents working together on a common task 

[59][238]. As e-commerce became increasingly important, the work expanded to encompass 

situations with agents representing individuals or businesses with potentially conflicting interests. 

This can be considered as automated negotiation [136], or multiagent negotiation or negotiation 

in e-commerce [294], in which intelligent agents bargain for goods and services on behalf of some 

end-users.
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8.3.1  Characteristics of Negotiation

Negotiation in e-commerce is a decision making process by which two or more parties 

multilaterally bargain resources for mutual intended gain, using the tools and techniques of e-

commerce [12][26][177][292]. Negotiation basically consists of a negotiation protocol, 

negotiation strategies, negotiation issues, and negotiation processing [288]. While negotiation 

protocol comprises the rules (i.e. legitimate actions) of the negotiation, negotiation strategies or 

tactics define how to win the negotiation. 

According to Adam et al. [2] (pp 107-8), there are four main dimensions that affect the design 

and operation of a multiagent negotiation system: ability of negotiation agents, autonomy of 

agents, number of parties (agents) involved, and the number of negotiation issues. The dimension 

of the ability of negotiation agents ranges from no bargaining to a bargain for everything. 

Autonomy of agents could range from full autonomy where the agent conducts the negotiation 

without any human intervention to an advisor system that operates in a helper mode to a human 

negotiator. The negotiation process can involve only two parties (e.g. buyer and seller) or multiple 

parties (e.g. buyer, seller, and broker). In terms of the number of negotiation issues, negotiations 

can vary from single issue (e.g. price) to multiple issues (e.g. integration bargaining) [2].

More generally, Lumuscio et al. [183] propose a classification scheme for negotiation in e-

commerce, in which they list the following main parameters for characterizing negotiation: 

• Cardinality of the negotiation

  - negotiation domain: single issue or multiple issues

  - interactions: 1 : 1, m : 1, and m : n [313]

• Agent characteristics (also see Chapter 4)

  - role, i.e. buyer, seller, auctioneer, mediator, coordinator [219], or broker [85]

  - rationality: perfect or bounded 

  - knowledge

  - commitment

  - social behaviour, i.e. cooperation, coordination

  - bidding strategy

• Event parameters
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  - bid validity

  - bid visibility

  - clearing schedule and timeouts

  - quote schedule

• Information parameters

  - price quotes

  - transaction history

• Allocation parameters, which only is applied in m : 1 and m : n cases, for example, in auction.

The following sections will use this classification scheme to examine the relationship between 

negotiation, auction, mediation, and brokerage.

8.3.2  Automated Negotiation in E-Commerce

Automated negotiation has been of particular interest due to the relevant role that negotiation 

plays among trading agents at the activity of auction, mediation or brokering [15][81][93][225].

Matos in [199] presents two types of agent architecture: one based on CBR and another based on 

fuzzy logic, to model an agent negotiation strategy. At each step of the negotiation process these 

architectures fix the weighted combination of tactics to employ and the parameter values related 

to these tactics. When an agent is provided with the case-based architecture, it uses previous 

knowledge and information of the environment state to change its negotiation behaviour. On the 

other hand, when provided with a fuzzy architecture it employs a set of fuzzy rules to determine 

the values of parameters of the negotiation model.

In the buying and selling environment, negotiation agents need to manage their own 

negotiation strategies during the whole negotiation process. Current e-commerce trading systems 

which look at e-negotiation usually use a lot of predefined negotiation strategies [104][188]. For 

example, Market Maker, the successor of Kasbah, is an example of e-commerce negotiation 

systems [62], and assists the negotiations between buyers and sellers by providing agents that can 

autonomously negotiate and make the best possible deal on the user’s behalf and allows the 

agents to use predefined negotiation strategies in the generation of offers/counter-offers. The user 

needs to decide which negotiation strategy his agent should follow during negotiation.
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To achieve an agreement through negotiation, the negotiation agent can use various 

negotiation strategies available. Basically, according to the changing situation, they may [177]

• relax the soft constraints of the subgoal

• change the values of the properties in the bid

• further decompose the sub-goal into a set of sub-goals that make it easier for the seller / buyer 

agent to be satisfied.

In order to deal with inherent complexity and changing world information of the real-world 

transactions, the negotiation could also use the corresponding promising techniques such as 

multi-objective decision analysis and multi-attribute utility theory (MAUT), distributed constraint 

satisfaction, conjoint analysis, and machine learning [105][352].

8.3.3  Integrative Negotiation 

Integrative negotiation and distributive negotiation are two types discussed in [105][292]. The 

former is the decision-making process of resolving a conflict involving two or more parties over 

multiple interdependent, but non-mutually exclusive goals. Desired retail merchant-customer 

relationships and interactions can be described in terms of integrative negotiation - the 

cooperative process of resolving multiple interdependent, but non-mutually exclusive goals [105]. 

In essence, integrative negotiation is a “win-win” type of negotiation, while distributive 

negotiation is a “win-lose” type of negotiation [105]. From a merchant’s perspective, integrative 

negotiation is about tailoring its offerings to each customer’s individual needs resulting in greater 

customer satisfaction. From a customer’s perspective, integrative negotiation is about conversing 

with retailers to help compare merchant offerings across their full range of value resulting in 

mutually rewarding and hassle-free shopping experiences. Therefore, an integrative negotiation 

through the space of merchant offerings can help maximize goals of consumer-owned shopping 

agents and merchant-owned sales agents across each product’s full range of value. 

8.3.4  Summary

Multiagent negotiation is one of the main research activities in multiagent e-commerce 

[199][249][352], because negotiation is the common basis for auction, mediation, and brokerage 

in commerce. In other words, auction, mediation, and bargaining are more concrete forms of 
- 217 - 



 8. Multiagent E-Commerce 
negotiation. The following sections will examine multiagent auction, multiagent mediation, and 

multiagent brokerage. 

It should be noted that practical work on negotiation goes in two directions: negotiation 

support systems (NSSs) and Web-based negotiation support tools [2] (pp 107-8). NSSs are aimed 

to assist optimal agreement among human negotiators. The NSS by Rangaswamy and Shell uses 

computers initially to collect, refine, formalize rather vague human preferences and analyse the 

offers and suggest better solutions. INSPIRE© is a Web-based negotiation support tool developed 

by the InterNeg Group, Carleton University and Concordia University1. It can be used to study, 

teach, simulate, and facilitate real life situations. Although it focuses on cross-cultural 

international negotiations, both of those systems can be used for online negotiations.

8.4  Auction-based E-Commerce

Auction, mediation, and brokering are three key concepts for commerce. In fact, they are also 

major functions of an intermediary in business, although the essential part in all of them is 

negotiation. Therefore, e-commerce can be classified using these three concepts: 

• Auction-based e-commerce

• Mediation-based e-commerce

• Brokerage-based e-commerce.

The first has been intensively studied at Michigan University, while the second has been 

carefully studied at MIT. Now it has been considered as the mainstream research of agent 

mediated e-commerce in European countries [66][67][269]. In what follows, these three kinds of 

e-commerce will be examined in some more detail. 

8.4.1  Characteristics of Auction 

Auction is a trade type that involves a seller (agent), many potential buyers (or buyer agents) 

[143], and an auctioneer governing the auction. The seller basically doesn’t participate in 

auctioning but tells the auctioneer what the reserved price of the product is. The buyers bid 

sequentially to compete for the product to be sold. The main auction rule is that a bid is required 

to be higher than the last bid. During the final stage of the auction, the auctioneer indicates that he 

1. See http://interneg.org/inspire/
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is willing to accept the highest bid. The highest bidder expresses his wish to accept the 

auctioneer’s offer [241].

Auction is a popular model of negotiation for open multilateral bidding [208][228]. Auctions 

are a simple form of negotiation to implement, due to their well-predefined rules and only involve 

single negotiation issue. Auctions are thus a paradigm used in many automated negotiation 

systems [219], and have become increasingly important part both for business transactions and 

for consumer purchasing in e-commerce [238]. 

The relationship between auction and negotiation can be verified based on the classification 

scheme mentioned previously, which formats auction as follows:

• Cardinality of the auction

  - negotiation domain: single issue; that is, price

  - interactions: m : 1; that is, where many bidders and one auctioneer (or seller)

• Agent characteristics

  - Role, i.e. auctioneer and bidders

  - Rationality: Bounded computation 

  - Knowledge: Bidders have the basic knowledge about the goods, while the auctioneers have 

more knowledge about the goods. From the knowledge-based viewpoint, they have their 

own knowledge base about the knowledge of the goods and the knowledge about auction 

strategy

  - Commitment: Various levels of commitment can be present. For example, after having 

made an offer, agents might be obliged to stop bidding for similar goods until an acceptance 

or counter offer is received 

  - Social behaviour, i.e. cooperation, coordination, and communication. The bidders can coop-

erate, coordinate, and communicate with other bidders to improve the bidding strategy

  - Bidding strategy: Which is the important part for the bidders to propose the bidding prices 

• Event parameters

  - Bid validity: The bidders often have to offer the bids at an appropriate time and the bids 

must satisfy some constraints on their value [183]. For example, a bid is required to be 

higher than the last posted
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  - Bid visibility: At auction, the bid is always visible to other bidders and the auctioneer 

  - Clearing schedule and timeouts: These depend on which kind of auctions has been used 

  - Quote schedule: N/A

• Information parameters

  - Price quotes, which is the reserved price in the auction

  - Transaction history: From the case-based viewpoint, this is stored in the case base

• Allocation parameters. The allocation governs the winner of an auction when more than one 

agent has shown an interest in the good [183]. The M-th and (M+1)-th price allocation policies 

cover most auction scenarios, where M is the number of received bids.

The most popular auctions are English auctions, Dutch auctions, first-price sealed bid 

auctions, and second-price sealed bid auctions (also caled Vickrey auctions) [228][267]. In an 

English auction, the auctioneer offers a good for sale and the bidders bid the price they are willing 

to pay [238]. Each bid announced must be greater than the previous bid, and then the item is sold 

to the highest bidder. In a Dutch auction, the process runs in reverse. The auctioneer announces a 

proposed price, and bidders can accept it if they choose. As time progresses, the auctioneer 

decreases the proposed price until a bidder accepts. In a Vickrey auction, bidders place their bids 

in a sealed envelope and submit them to a trusted third party or auctioneer. At a certain time, the 

auctioneer opens the envelope, and the item is sold to the bidder at the second highest price. 

8.4.2  Electronic Auction 

This subsection looks at the open-bids auction [241], which follows an offer which was posted 

and published at the auction’s start. The auction is open for a limited time interval. A bid is 

required to be higher than the last posted. During the final stage of the auction, the auctioneer 

indicates that he is willing to accept the highest bid. The highest bidder expresses his wish to 

accept the auctioneer’s offer. The highest bidder buys if its bid is greater or equal to the reserved 

price. 

The above open-bids auction can be transformed into e-auction or Web-based auction; that is, 

a set of users subscribed to an e-auction website forms a community. A set of trade-objects is 

published for sale in e-auction. A subcommunity is formed when (1) a vendor offers a trade-
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object with a reserved price, the minimum price that the vendor is committed to the auctioneer, 

and (2) an auctioneer takes charge of the offer and sets the auction rules. 

Once the two roles (i.e. vendor, auctioneer) are fulfilled, the auctioneer opens the auction and 

bidders can start bidding, shown in Fig. 8.3. Numerous policy rules for e-auction have been 

developed as in the traditional auction process. For example, the auctioneer and the vendor cannot 

bid; only subscribed users can bid. From the viewpoint of agent technology, e-auction bidders are 

mobile, adaptive, and autonomous.

The dramatic development of the Internet has led to a plethora of e-auctions on the Internet, 

which offer electronic implementations of traditional auctions; that is, they offer integration of the 

bidding process with contracting, payments and delivery [300] (p 37). The sources of income for 

the auction provider are in selling the technology platform, in transaction fees and in advertising. 

Benefits for suppliers and buyers are increased efficiency and time savings, no need for physical 

transport until the deal has been established. Because of the lower cost, it becomes feasible to 

offer small quantities of low value, e.g. surplus goods for sale. Sources of income for supplier are 

in reduced surplus stock, better utilization of production capacity, and lower sales overheads. 

Sources of income for buyers are in reduced purchasing overhead cost and reduced cost of goods 

or services purchased. Examples for B2B electronic auctions are Infomar and FastParts1. 

Some websites are running English auctions, such as Auction sales (http://

www.auctionsales.com) [238]. These auction sites offer a bidding agent which bids on your 

behalf. The user enters the maximum he is willing to pay, and it places the lowest possible bid on 

the website. If all bidders in an auction use such an agent, the auction becomes a Vickrey style 

1. http://www.fastparts.com
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auction instead of an English auction. The sale is made at second price plus the minimum bid 

increment. 

There are automated, semi-automated, and manual auctions currently online [228]. The 

auctioning is restricted to price. Auctions do not function very well in cases where the buyer 

needs a customised product or service, because they reduce the negotiation to a single negotiation 

issue: price [313]. Another problem is that bids in auctions are usually binding and therefore the 

user has to trust his agent. 

8.4.3  Multiagent-based Auctions 

E-auction has also been improved using MAS techniques [66]. Examples for multiagent auction 

are ONSALE®, AuctionBot, and Fishmarket. 

ONSALE® is an e-auction site where people submit bids on products according to the rules of 

the auction [332]. There is an opportunity for intelligent agents to participate in this e-auction. 

Prototype marketplaces have been developed where potential buyer agents compete against each 

other using game theoretic strategies to outwit the other bidders. 

AuctionBot is a general-purpose e-auction server [188], and provides an automated auction 

house for experimentation with bidding algorithms. Its users create new auctions by choosing an 

auction from the auction types and then specifying its parameters such as clearing times and 

method for resolving tie bids. Buyers (or buyer agents) and sellers (or seller agents) can then bid 

according to the auction’s multilateral distributive negotiation protocols. 

The Spanish Fishmarket provides a sophisticated multiagent platform for an electronic auction 

[18] (p 156). It follows the different scenes that a traditional fish auction involves, as registration 

of the sellers goods in the auction house by a seller manager, register of the buyers by an admitter 

agent, bid for goods directed by a seller manager. The Fishmarket defines an electronic institution 

that is managed by a central agent. All the interactions between the other agents and the 

institution are managed by this manager agent. Each agent is given an identification and an 

interaction protocol that defines which ilocutions can be used and its meaning. 

8.5  Mediation-based E-Commerce

Mediation-based e-commerce stems from the work in MIT [104]. Recently it has attracted 

increasing interest in Europe [66][67]. Dignum et al. [66] use agent-mediated e-commerce to 
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cover all attempts of applying intelligent agents or MASs in e-commerce. However, mediation is 

only one of main business role of intermediaries in commerce, as discussed in Section 8.3. The 

automated mediation based on MASs can only be considered some of all attempts of multiagent 

e-commerce. This section argues that mediation is one special case of negotiation in e-commerce. 

Therefore, it is better to use mediation-based e-commerce instead of agent-mediated e-commerce. 

More specifically, mediation-based e-commerce is a special form of negotiation-based e-

commerce. It emphasizes the role of agent’s mediation in e-commerce, and is realized with MAS 

technology. 

8.5.1  Mediation and Intermediatory

An dictionary definition1 states that to mediate is to “arrange (an agreement) by talking to two 

separate people or groups involved in a disagreement, or to arrange a connection between two 

things, people or groups.” Thus, from a commerce viewpoint, a mediator is an independent 

intermediary mediating the interests of two opponents (e.g. buyers and sellers), which is very 

common in real life business interactions [292]. For e-commerce, mediation is even more 

important [80]. 

Mediation can also be verified based on the classification scheme for negotiation mentioned 

previously [183] as follows:

• Cardinality of the auction

  - negotiation domain: single issue or more issues

  - interactions: 2 : 1; that is, a mediator basically interacts with two buyer agents and seller 

agents in e-commerce

• Agent characteristics

  - Role, i.e. mediator

  - Rationality: Bounded computation 

  - Knowledge: Mediators have the basic knowledge about how to arrange the buyer agents 

and the seller agent to reach a deal

  - Commitment: N/A

1. Cambridge International Dictionary of English, Cambridge University Press, 1995.
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  - Social behaviour, i.e. cooperation, coordination, the mediator can coordinate the buyer 

agent and seller agent to resolve the disagreement 

  - bidding strategy: N/A

• Event parameters

  - Bid validity: N/A

  - Bid visibility: N/A

  - Clearing schedule and timeouts: N/A 

  - Quote schedule: N/A

• Information parameters

  - Price quotes: N/A

  - Transaction history: From the case-based viewpoint, mediator has also rich experience in 

mediation, which is stored in the mediation case base

• Allocation parameters. N/A.

Based on the above discussion, the mentioned classification scheme for negotiation is less 

important for modelling mediation than auction. Further, from a viewpoint of e-commerce, the 

mediators have some different tasks from those of auctioneers. For example, according to 

Wierderhold [333], mediators are modules occupying an explicit, active layer between the user 

and applications and the data resources. They will be accessed by application programs residing 

in the user workstations. Mediators form a distinct middle layer, making the user applications 

independent of data resources. Further, in most cases, negotiation is not the main function of the 

mediator [264]. 

A mediator may provide any of the following main forms of assistance in the resolution of 

traditional industrial conflict [254] (p 61):

1. Reducing irrationality

2. Reducing non-rationality, by main interventions that enable the parties to clarify their inten-

tions and their expected gains and costs 

3. Exploring alternative solutions

4. Facilitating (constructive) communication between opposing parties

5. Regulating the costs of conflict
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6. Establishing and reinforcing norms and rules of procedure.

It should be noted that not only the auctioneer but also the mediator belong to the categories of 

intermediary, which has also drawn increasing attention in e-commerce. An electronic 

intermediary is a business entity that performs at least one intermediation function [264]. 

Intermediation functions are those which help or completely enable a buyer and a seller to 

complete a transaction. Mediated transactions use an outside third party to give some assistance to 

at least one party (sometimes both) in at least one commercial function. It has been argued that in 

the perfect electronic market, buyers and sellers will be able to contact each other in a direct, 

frictionless manner, thereby “eliminating the middleman”. However, evidence in the marketplace 

demonstrates that at least for some time to come, the role of intermediaries is becoming 

increasingly important, in particular with the heavy information overload on the Internet. The 

major functions of an online intermediary are searching, trust, aggregation, as an infomediary, 

negotiation etc. [264][332].

8.5.2  Multiagent-based Mediation

Mediators, as special intelligent agents, have been proposed to optimize the whole buying 

experience and revolutionize commerce [209]. The personalized, continuously running, 

autonomous nature of agents make them well-suited for mediating consumer behaviors involving 

information filtering and retrieval, personalized evaluations, and complex coordinations when 

certain prespecified conditions apply [188].

Guttman et al. believe that it is useful to explore agents as mediators in e-commerce in the 

context of the traditional marketing consumer buying behaviour (CBB) research with concepts 

from software agents to accommodate e-markets [104][105]. The CBB consists of six 

fundamental stages which guide buying behaviour of customers: 

1. Need identification or recognition: the customer becomes aware of some unmet need. Within 

this stage, the buyer can be stimulated through product information

2. Product brokering: the retrieval of information to help determine what to say. This includes 

the evaluation of product alternatives based on buyer-provided criteria

3. Merchant brokering: to determine who to buy from. This includes the evaluation of merchant 

alternatives based on buyer-provided criteria (e.g. price, warranty, availability, delivery time, 

reputation, etc.)
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4. Negotiation: how to determine the terms of the transaction

5. Purchase and delivery: the signal of termination of the negotiation

6. Service and evaluation: product service. 

These six stages also elucidate where agent technologies apply to the customer shopping 

experience and allow us to more formally categorize existing agent-mediated e-commerce system 

[259][209]. Based on this model, intensive research and development of agent-mediated e-

commerce systems has been done to automate one or some stages of the model. Guttman et al. 

[105] survey some of these systems, as shown in Table 8.1. The following will look at Tete-a-Tete 

and Market Maker for some detail. 

Tete-a-Tete is a multiagent electronic marketplace, and engages consumer-owned shopping 

agents and merchant-owned sales agents integrative negotiations to maximize their owner’s 

individual needs [209]. Tete-a-Tete sales agents automate the negotiation process for merchants. 

Shopping agents, on the other hand, actively assist shoppers during negotiations by providing a 

level of decision support to help them decide which merchant offering best meets their needs. 

This decision support is based on multi-attribute utility theory (MAUT). Tete-a-Tete’s MAUT 

mechanism provides a real-time, utilitarian shopping experience.

Market Maker is also a multiagent electronic marketplace where agents buy and sell to one 

another on behalf of consumers [188][209]. The consumer must decide whether it is a buying 

agent or selling agent. In the Market Maker environment, a selling agent is analogous to a 

classified ad. A user creating a new selling agent describes the item the agent is to sell. For a 

buying agent, the user specifies the values for a list of parameters: Sell by, desired price, and 

lowest acceptable price. Selling agents are proactive. Basically, they go into the marketplace, 

contact buying agents, and negotiate with them to find the best deal. A selling agent is 

Table 8.1 the On-line shopping framework with representative examples of agent mediation

Stage in BBM
Person
alogic Firefly

Bargain
Finder Jango

Market
Maker

Auction
-Bot Tete-a-Tete

1. need identification
2. product brokering x x x
3. merchant brokering x x x
4. negotiation x x x
5. payment & delivery
6. service & evaluation
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autonomous in that, once released into the marketplace, it negotiates and makes decisions on its 

own, without requiring consumer intervention. Nonetheless, the consumer has high-level control 

of the agent’s behaviour because in creating a new selling agent, the user sets several parameters 

to guide it; that is, desired date to sell the item by, desired price, and lowest acceptable price 

[209]. The user always has final control. When a selling agent reaches an agreement with a 

buying agent, the respective users may want to give an OK before the agents “shake hands” on the 

deal. The agent has a negotiating strategy, which can be chosen from the negotiation strategies 

predefined in Market Maker. 

The MIT Media Lab’s multiagent-based mediation systems are already creating new markets 

(e.g. low-cost consumer-to-consumer and refurbished goods) and reducing transaction costs in a 

variety of business models [209]. 

However, it is significant to develop a MAS to cover more stages in the CBB model. The 

CASBA project is developing an e-marketplace to improve the quality of existing e-commerce 

services, which is achieved through using the intelligent agent technology, enabling the market 

framework to offer timesaving automation of auctions and flexibility through negotiations among 

agents [312]. The goal of CASBA is to support all stages of the mentioned CBB model (at least to 

some extent for each stage) with the main part being the stage 3 and 4. The CASBA architecture 

is shown in Fig. 8.4. 

Fig. 8.4  CASBA Architecture after [312]
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It should be noted that the CASBA is not merely a multiagent mediation system but a hybrid 

MAS, because it includes the functions of negotiation, auction, mediation, and brokerage (i.e. 

merchant brokering). 

8.5.3  Summary

Just as more and more economic activities were delegated to specialists in the last few years, most 

market transactions in the future will also mediated by specialists, though most likely in the form 

of intelligent agents [310]. That is, intelligent agents will play a more important role in market 

transactions, in particular in automating the mentioned CBB model. However, in order to let a 

MAS support all stages of the CBB model, it is necessary to apply hybrid techniques to MASs, 

like CASBA has attempted. This topic is of practical significance, although it is beyond the focus 

of this chapter.

8.6  Brokerage-based E-Commerce

With the rapid development of e-commerce, selling direct to customer, for example, selling air 

tickets direct to customer through online booking, will remove some intermediaries. This is so 

called “disintermediation”. However, new types of intermediaries will emerge [53]; that is, the 

software counterpart of traditional intermediaries, or intelligent intermediaries will play an 

important role in e-commerce. For example, personalogic.com is brokering for product 

recommendation and selection. This section will examine brokerage-based e-commerce and 

highlight multiagent brokerage. 

In the research of multiagent e-commerce there are three popular terms; that is, auction, 

mediation, and brokerage. But there is less research on their relationships so far. This section will 

thus argue that auction, mediation, and brokerage are three special kinds of negotiation, and 

investigate their relationships, their applications, their features and differences in bargaining and 

compromise. First of all, this section will examine the characteristics of brokerage and discuss the 

relationships between auction, mediation, and brokerage.

8.6.1  Characteristics of Brokerage

Brokerage is another trade type that involves many buyers, many sellers, and a broker, which can 

be considered as a concrete form of negotiation. A typical example is the real estate broker. Both 

buyers and sellers submit their requests to the broker. The broker tries to match the requests 
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through bargaining and compromise with buyers and sellers. From a viewpoint of business 

history, brokerage is one of the main trading transactions in traditional business activities [85]. It 

still plays an important role in consumer purchasing and decisions as well as commercial 

transactions [179]. 

Brokerage can also be verified based on the classification scheme for negotiation mentioned 

previously [183] as follows:

• Cardinality of the auction

  - Negotiation domain: single issue or multi-issues

  - Interactions: 2 : 1; that is, the broker will interact with the buyer agent and the seller agent 

respectively

• Agent characteristics

  - Role, i.e. broker

  - Rationality: Bounded computation 

  - Knowledge: The buyer agent and the seller agent have the basic knowledge about the 

goods, while the brokers have more knowledge about the goods, because the broker is in 

essence the agent of both the buyer agent and the seller agent [292]. From a knowledge-

based viewpoint, they have their own knowledge base about the knowledge of the goods 

and the knowledge about bargaining strategies 

  - Commitment: Various levels of commitment can be present. For example, after having 

made a bargaining round1, the broker or the buyer agent or the seller agent might be obliged 

to stop bargaining for similar goods until an acceptance or counter offer is received 

  - Social behaviour, i.e. cooperation, coordination. The broker can coordinate the buyer agent 

and the seller agent. The buyer agent and the seller agent can cooperate with each other to 

improve the bargaining strategy 

  - Bargaining strategy, which is the important part for the broker, while bidding strategy is the 

important part for the bidders to propose the bidding prices in auction

• Event parameters

  - Bid validity: N/A

1. The simple cycle of offer and counter offer is a bargaining round.
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  - Bid visibility: N/A

  - Clearing schedule and timeouts: N/A 

  - Quote schedule: N/A

• Information parameters

  - Price quotes, which are complex compared with the reserved price in auction, see the dis-

cussion of compromise space and bargaining 

  - Transaction history: From the case-based viewpoint, this is stored in the case base

• Allocation parameters. N/A.

From the above discussion, one can also see that brokered systems often involve three 

conflicting parties (buyer agent, seller agent, and broker) rather than two parties (buyer agent and 

auctioneer) of online auctions. Although mediated systems also involve three parties (mediator, 

buyer agent, and seller), it has only two real conflicting or competing parties (buyer agent and 

seller agent). The mentioned classification scheme for negotiation is less important for modelling 

brokerage than auction. In fact, it seems that the mentioned classification scheme for negotiation 

is most appropriate for classifying auction. From a viewpoint of agent-based e-commerce, brokers 

have some different tasks from those of auctioneers and mediators. For example, brokers pay 

more attention to compromise, and proactively bargain with buyer agents and seller agents during 

the brokerage, which plays a lesser role in mediation and auction, because a broker can be defined 

to be a mediator performing the negotiation function [264]. Further, the bargaining process is the 

main trading transaction in traditional business activities [253][263]. It still plays a central role in 

current business activities, although the latter has evolved into a complex hierarchical 

organization. This is the reason why brokerage is more complicated than auction and mediation.

While full-blown automated bargaining has been widely recognised as an important function 

of an on-line intermediary [264], it is very difficult to actually implement automated bargaining 

into an on-line intermediary for all the reasons it is very difficult to implement automated 

bargaining directly into buyers and sellers. However, single-attribute intermediation, over price 

alone, in the marketplaces of many buyers and sellers, is a form of an on-line auction, and can be 

implemented for all the same reasons on-line auctions are currently feasible and successful.

While auction theory is well understood and well grounded, there is no coherent body of 

“brokerage theory” to provide the same base for brokers [264], because: 
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• Traditional bargaining theory tools do not apply

• Tightly linked buyer-seller-broker strategies are complex

• Dynamic time dimensions of the system make solution difficult. 

8.6.2  Agents and Brokers in the Bargaining Process

This subsection first considers the goals and characteristics of a seller agent, a buyer agent, and a 

broker in the bargaining process, which essentially determine their behaviours and roles in the 

brokering (Fig. 8.5). Then it differentiates brokers, seller agents, and buyer agents from a 

functionality viewpoint. 

On behalf of a seller, the seller agent’s primary goals are long term profitability through 

selling as many products as possible to as many buyers or buyer agents as possible for as much 

money as possible with transaction costs as low as possible [86][105]. As a representative of a 

buyer, the buyer agent’s primary goals are to have the buyer’s special needs satisfied through the 

purchase of well-suited products from appropriate sellers or seller agents for as little money and 

transaction cost as possible. It is obvious that the primary goal of a seller agent is opposite to that 

of a potential buyer agent and vice versa. The main goal of a broker is to resolve this contradiction 

between the seller agent and buyer agent to get the satisfaction of both of them through a 

bargaining process. In other words, the primary goal of a broker is to make best use of his 

available resources and information to help maximize both of these goals and at the same time to 

get as much money as possible (not only the surcharges from both buyer agents and seller agents) 

through bargaining processes. Brokers thus play a central role in bargaining processes.

From a seller agent’s perspective [86], the bargaining process is that the broker tailors the 

seller’s offerings to each buyer or buyer agent’s individual needs resulting in  greater satisfaction. 

In a buyer or a buyer agent’s opinion, the bargaining process is about the buyer’s broker 

seller broker

buyer agent

Fig. 8.5   Agents and broker in the bargaining process after [86]

1000 $ 75 $??? Eureka!!
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conversing with seller agents to help compare their offerings across their full range of value 

resulting in mutual reward. Therefore, not only seller agents but also buyer agents actively 

communicate and negotiate with the broker in order to get maximal profits. However, from a 

broker’s perspective, the bargaining process is similar to a battlefield, on which the broker should 

win both seller agents and buyer agents. In order to realize his goal, the broker should have lots of 

product information from the seller agents [119]. The broker should have also lots of information 

about the buyer agents’ needs. Therefore, the necessary condition for a successful broker is to 

have two sets of customers, i.e. seller agents and buyer agents, and their information. But this is 

still not sufficient. The broker should use various reasoning methods or tricks to make both seller 

agents and buyer agents feel they have obtained satisfaction because of his bargaining 

[40][125][298]. The broker should further segment the goods information from the seller agents 

and the needs information from the buyer agents and use appropriate matching methods to 

provide each buyer with appropriate goods. Finally, the broker should actively communicate, 

coordinate, cooperate, and negotiate with both seller agents and buyer agents [119].

8.6.3  Principles of Bargaining and Compromise

This subsection will examine the role of bargaining and compromise in negotiation, in particular 

in brokerage, and also investigate the relationship between bargaining and compromise. First of 

all, it begins with the definitions of bargaining and negotiation.

To bargain: to negotiate over the terms of a purchase, agreement or contact... to establish an 

agreement between parties settling what each shall give and take or perform and receive in a 

transaction between them [254]. 

To negotiate: to deal or bargain with another or others... to confer with another so as to arrive 

at the settlement of some matter. 

Based the above definitions, bargaining and negotiation are defined in nearly equivalent 

fashion [254] (p 2). However, in practice and also in context of this work, negotiation is a general 

concept, while bargaining is a concrete action in negotiation. In other words, the bargaining is the 

main activity in the negotiation process.

According to Rubin and Brown [254], bargaining relationships have the following 

characteristics:
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1. At least two parties are involved

2. The parties have a conflicting interest with respect to one or more different issues

3. Regardless of the existence of prior experience or acquaintance with one another, the parties 

are at least temporarily joined together in a special kind of voluntary relationship [254]. The 

most important word in the above statement is the word voluntary. For bargaining to exist, the 

parties must believe they are participants by choice rather than by compulsion. Each is thus 

confronted with two important and related kinds of choices 

4. At least some degree of commonality of interest for bargaining to occur, although their inter-

ests are partly in conflict [254] (p 10)

5. The activity in the relationship concerns (a) the division or exchange of one or more specific 

resources and/or (b) the resolution of one or more intangible issues among the parties or 

among those whom they represent 

6. The activity usually involves the representation of demands or offers by one party, evaluation 

of these by the other, followed by concessions and counter-offers. The activity is thus sequen-

tial rather than simultaneous [254] (p 14). 

In what follows, the subsection looks at the role of bargaining in auction, mediation, and 

brokerage. 

For auction, the auctioneer and bidders have conflicting interests, because the auctioneer is 

responsible for the seller. However, the auctioneer does not take part in the bargaining among the 

bidders. The real conflicting interests happen among the bidders, not between the auctioneer and 

bidders. 

Similar to auctioneers, the mediator does not require bargaining with the buyer agents or seller 

agents, because the mediator and buyer agents or seller agents do not directly constitute the 

conflicting parties. The main task of mediators by mediation is to arrange that the buyer agents 

and seller agents bargain in order to reach an agreement. However, different from the auctioneer 

and the mediator, the broker requires bargaining directly with buyer agents and seller agents 

respectively in order to gain not only the surcharge but also the bargaining profit from the buyer 

agent and seller agent.

Besides bargaining, another important concept for negotiation is compromise. Generally 

speaking, to compromise is to reach agreement in an argument in which the conflicting parties 
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reduce their demands in order to agree. In practice, if the conflicting parties do not have any 

intention to compromise in the negotiation process, then the negotiation is difficult to proceed. 

Thus, compromise (the mentioned concession) is the necessary condition or preparation for any 

negotiation. Further, any bargaining requires the compromise of the conflicting parties, while any 

compromise of the conflicting parties might lead to further bargaining1. Negotiation can thus be 

considered as a sequential series of bargaining and compromise; that is:

Negotiation = bargaining compromise  bargaining compromise (1)

The mediator and broker have the same task to arrange the parties involved in the disagreement to 

express their compromise in order to let the negotiation go on, and therefore they facilitate the 

compromise of the parties involved in the negotiation process. Different from the mediator, the 

broker is usually one of the conflicting parties, because, he usually bargains with buyer agents and 

seller agents respectively. Therefore, the mediator only arranges the conflicting parties (buyer 

agents and seller agents) to prepare compromise over the negotiation issues, while the broker 

himself must prepare to compromise over the negotiation issue with buyer agents and seller 

agents respectively. Further, different from the mediator and the broker, the auctioneer does not 

even require to arrange the bidders (it is difficult to say bidders are the conflicting party with the 

auctioneer) to prepare compromise. The relationship between compromise and bargaining for 

negotiation, auction, mediation, and brokerage is now summarized in Table 8.2. 

It should be noted that with the refinement of business activities and development of science 

and technology, the border between agents and brokers becomes fuzzy. The activities for 

bargaining and compromise have become less and less with the selection space of customers 

becoming larger and larger. Some functions of a traditional broker have also been delegated by 

other special agents, by whom there are no bargaining and compromise any more. For example, in 

1. This also means that a bargaining process is a compromise process.

Table 8.2 Compromise and bargaining in negotiation

Compromise Bargaining

Negotiation necessary main activity

Auction not necessary not necessary

Mediation not necessary not necessary

Brokerage necessary  necessary 

→ … →
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current society, an insurance broker finds the information and presents the alternatives to his 

customers. He has neither intention nor time to bargain with his customers. What the customer 

should do is to select the satisfactory one from the insurance items that meets his requirements. 

However, brokerage is still an important business activity in negotiation of wholesale businesses. 

Further, a thorough investigation into brokerage can facilitate bargaining and compromise, 

although the latter has not drawn enough attention in e-commerce. In what follows, the subsection 

proposes a formal model of compromise and bargaining in negotiation from a viewpoint of 

brokerage1, in which bargaining and compromise are necessary.

Assume that the negotiation is a -lateral (bilateral, trilateral, ....), -attribute negotiation 

(this is more formal for modelling compromise and bargaining). For brevity, the negotiation 

involves three agents ( ); that is, a broker, a buyer agent, and a seller agent, and m different 

attributes (which correspond to negotiation issues), 2. For example, in real estate 

brokerage, the negotiation involves three agents: real estate broker agent, buyer agent, and seller 

agent. The real estate negotiation usually involves the following issues: the number of rooms, the 

convenience of the transport, and price, etc. For each , the domain of  is ; for brevity3, 

. Then an offer (or counter offer) can be defined as  and can 

be autonomously generated by the agent’s strategy [39]. 

For the negotiation issue , the agent  has a compromise subspace, which is a subset of , 

denoted as , and must be satisfied during the negotiation. Therefore, for each agent , its 

compromise space  is 

(2)

1. The brokerage can be made over a set of issues, instead of the single-issue price found in most auctions

2.   is also denoted for the corresponding attribute value 

3. Negotiation in brokerage usually ranges over a number of quantitative (i.e. price) and qualitative (i.e. nature 

of the contract) issues. Each successful negotiation requires a lot of such issues to be resolved to satisfy three 

parties. Agents may be required to make trade-offs between issues (e.g. faster completion time for lower 

quality) in order to an agreement. 

n m

n 3=

a1 … am, ,

aj

j aj Uj

Uj R1= o a1 … am, ,( ) aj Uj∈,=

j i Uj

Cij i

Ci

Ci a1 … am, ,( ) aj Cij j 1 2 … m, , ,=,∈{ }=
- 235 - 



 8. Multiagent E-Commerce 
In other words, the compromise space is the collection of the compromises arranged for each 

negotiation issue. 

For agent , offer o is called a feasible offer, if it satisfies . According to the previous 

discussion, it is easy to come into the following result:

Proposition: The necessary condition for performing bargaining (negotiation) is 

(3)

This is the formal representation of characteristic 4 of the above mentioned bargaining. 

For example, in real estate, the price p and age of the house a are two bargaining issues. The 

compromise space of the real estate broker , the buyer agent  the seller agent s is shown in 

Table 8.3. 

According to the above proposition, bargaining between the broker, the buyer agent, and the 

seller agent is possible. 

In fact, every agent likes to obtain the highest profit or least loss by the bargaining or 

negotiation. Thus, it is important for each agent to understand what the real compromise space of 

other conflicting agents is by bargaining. This understanding is a process of compressing the 

compromise space of the conflicting agents. Therefore, the bargaining process is a process of 

narrowing the compromise space of the conflicting agents1.

For example, after a bargaining round between broker with the seller agent and the buyer 

agent the compromise space become the following, as shown in Table 8.4. 

With the ongoing bargaining, each agent will first compromise in some secondary important 

negotiation issues, and then in primary negotiation issues such as price in the mentioned example. 

However, in order to obtain the highest profit, the broker, buyer agent, and seller agent comply 

Table 8.3 Compromise space of agents -I

price($) age of house(years)
buyer agent 150, 000-200, 000 6-10
broker 100,000-500,000 3-15
seller agent 180,000-210,0000 4-12

1. It should be noted that by bargaining, one can not tell the truth or real compromise space to his conflicting 

agents. The tricky reasoning is also necessary for any bargaining [84]. 

i o Ci∈

C1 C2 … Cn 1∠ Cn∩ ∩ ∩ ∩( ) ∅≠

k b
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with the following compromise principle, given the constant surcharges for the successful deal.

For brevity, it involves only price as negotiation issue, 

For broker, the principle of bargaining is to make the bid price of the buyer agent as high as 

possible and to make the asking price of the seller agent as low as possible.

For buyer agent, the principle of bargaining is to make the offer price of the broker as low as 

possible

For seller agent, the principle of bargaining is to make the offer price of the broker as high as 

possible. 

Which negotiation issue is more important in the bargaining process, and whether the offer 

can be accepted, and what counter-offer should be submitted? All these depend on offer 

evaluation. 

The offer evaluation can be based on multi-attribute utility theory (MAUT), which is a useful 

tool for making decisions involving multiple interdependent objectives based on uncertainty and 

preference (utility) analysis [39][66], p. 16). In order to do so, agent  must further take into 

account the preferences for each negotiation issue  under bargaining:

• A weight , which is the relative importance of the issue  in the issues in question for agent 

, where 

• A scoring function : , which was assigned a value by the agent  for issue  and 

every value in the compromise subspace , the higher is the score, the better is the agent’s 

utility or the agent’s preference. 

Therefore, the preference or utility of offer  in the compromise space for 

agent  is:

Table 8.4 Compromise space of agents-II 

price($) age of house(years)
buyer agent 170, 000-190, 000 6-8
broker 140,000-300,000 5-12
seller agent 180,000-200,0000 4-9

i

j 1 … m, ,{ }∈
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i wij
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(4)

After generating an offer, agent  will decide on submitting it upon comparing its utility to the one 

associated with the previously received counter-offer. The one with highest utility will prevail. 

It should be noted that Segev and Beam [264] investigate the effect of search costs and 

brokerage costs on the performance of the broker’s optimal strategy for the case of M buyers and 

N sellers based on probability, where the negotiation attribute is single; that is, the price attribute 

of the product or service. Cardoso and Oliveria [39] propose a negotiation model based on 

MAUT, in which they discuss multilateral negotiations over a set of negotiation issues. It seems 

that compromise and bargaining have not yet played a role in the mentioned works.

8.6.4  Electronic Brokerage

An electronic brokerage is an attempt to automate the traditional brokering process whereby 

human seller agents, buyer agents, and a broker bargain resources for mutual intended gain to 

finalise a deal, using the tools and techniques of e-commerce [86]. With the rapid development of 

the Internet and WWW, the electronic brokerage market is growing exponentially1 based upon the 

promise of speed, convenience, and cost-effective access to markets. Further, most brokers on the 

Internet concentrate on the aggregation of information from underlying electronic catalogs [26]. 

Anderson Consulting’s Bargainfinder and Netbo’s Jango are some of the most well known 

examples for brokers supporting dynamic data gathering. Guttman et al. [188][104] analyse seven 

brokerage services and show which phases they support based on MAS technology (also see 

Section 8.5). Electronic brokerage is regarded as a core functionality in overcoming many current 

limitations of e-commerce [26]. 

8.6.5  Multiagent Brokerage

Multiagent technology has been applied to electronic brokerage [57][264]. The multi-agent 

brokerage framework is similar to the e-commerce framework from a viewpoint of the functional 

relationship of the constituents, because agents share their information and cooperate with other 

agents to achieve a global goal through the communication channel, dialogue method, and control 

1. http://www.zonaresearch.com/info/press/99-sep21.htm

fi o( ) wijfij aj( )
j
∑=

i
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mechanism. Many researchers have developed electronic brokerage frameworks based on 

multiagent technology [264]. CDNOW®1 is an example of an intelligent broker who shops for 

music CDs and finds the consumers’ choice at the lowest price [332]. This broker is a natural 

application for intelligent agents, and in a business with large volumes of transactions is 

absolutely necessary. The retailer agents may also play the role of infomediary, negotiating for the 

exchange of products and services as well as data. 

Finnie, Sun, and Weber [85][86] propose a framework for a broker-centred multiagent 

brokering processes (BCMB). The original ideas behind this is that the work of a human broker, 

for example, searching for requirement information of buyers and supply information of sellers, 

matchmaking and bargaining, should be done by a few intelligent agents in a MAS in a 

cooperative way. Further, as opposed to other multiagent brokerage systems, in BCMB the 

broker’s main task is bargaining in the e-marketplace on behalf of both agents of the seller and the 

buyer. The rest of this section will examine intelligent buyer agents, intelligent brokers, and 

intelligent seller agents in the brokering process from the viewpoint of MASs, which is the 

preparation for examining the framework of multiagent brokerage.

In the bargaining process of the multiagent brokerage, similar to human agents, buyer agents 

and seller agents2 should have a certain level of autonomous agency. For example, buyer agents 

1. See URL: http://www.cdnow.com/
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Fig. 8.6  An intelligent broker in a marketplace after [332]
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act independently of a buyer, but take into consideration the buyer’s requests (e.g., gather and 

filter new data based on their buyer requests) [34]. They should also have certain adaptive 

behaviours to improve their understanding of the user’s (i.e. seller’s and buyer’s) desires and 

intentions. Further, they should have cooperative ability to work with other buyer agents or seller 

agents to some extent. However, intelligent seller agents or buyer agents do not necessarily have 

the ability of mobility, proactivity, and reasoning in some cases. In contrast, the intelligent broker 

as a smarter intelligent agent, should have very strong mobility, proactivity and reasoning ability, 

so that it can search information from all available Web servers proactively, and select the most 

useful information, which might meet the offers of a seller agent or the needs of a buyer agent. 

The intelligent broker then uses as many different reasoning methods as possible such as case-

based reasoning (CBR), abductive CBR [293], model-based reasoning (MBR) and rule-based 

reasoning (RBR) [34] and reasoning with trick [285], to negotiate with the buyer agents and seller 

agents, if necessary.

8.7  An Architecture of Multiagent Brokerage 

As already mentioned, brokering, in particular bargaining, is one of the important business 

activities (also see [84][85]), in which the buyer agents, seller agents, and the broker are main 

players. The broker plays a central role in the bargaining process. This section views the broker 

involved in the bargaining process as a business agent and proposes an architecture to model it 

using MAS technology, which is an intelligent broker-centred MAS (IBCMAS) for automating 

brokerage in e-commerce. 

Using MAS technology, one could develop a broker-centred MAS to assist the broker to work 

in the bargaining process [84][85]. The system architecture (Fig. 8.7) mainly consists of three 

multiagent subsystems [287]: intelligent buyer agent subsystem, intelligent seller agent 

subsystem, and intelligent broker. While the intelligent seller agent subsystem consists of all 

available intelligent seller agents on-line, the intelligent buyer agent subsystem comprises all 

available buyer agents1 on-line. The intelligent broker is also a MAS.

2. From this section on, buyer (or seller) agents are intelligent buyer (or seller) agents respectively.

1. For convenience, x agent stands for intelligent x agent, where x is i.e. buyer or seller, etc.
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In this system, the buyer agents, seller agents, and intelligent broker are all proactive. The 

seller agent tries to cooperate and negotiate with the intelligent broker to find a most satisfactory 

deal to sell the goods of his seller. The buyer agent also tries to cooperate and negotiate with the 

intelligent broker to get what his buyer needs with least price. The intelligent broker proactively 

searches all available information about the supply and demand of goods on the e-market [188].

Every intelligent buyer and seller agent in this system is semi-autonomous, in that, once 

entering into the e-brokering process, the intelligent buyer (seller) agent bargains and makes 

decisions on his own, without requiring his buyer’s (seller’s) intervention. The intelligent broker 

autonomously bargains with the intelligent buyer agents or the intelligent seller agents in order to 

successfully achieve a deal. 

As shown in Fig. 8.8, the intelligent broker is mainly comprised of a buyer (seller) 

collaborative agent, an information-gathering agent, an interface agent, a managing agent, a 

matchmaker agent, a transaction agent, a negotiation agent, a hybrid inference engine, and a 

Fig. 8.7  An architecture for a broker-centered MAS 
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hybrid knowledge base (Hybrid KB), a buyer request database (buyer RDB), and a seller supply 

database (seller SDB). 

• The buyer (seller) collaborative agent [32] is an agent that proactively interacts and cooperates 

with the buyer (seller) agents and gets the supply-demand information and, at the same time, 

special information about the buyers and sellers, and then stores it in Buyer RDB or Seller 

SDB respectively, if necessary. In certain cases, the buyer (seller) collaborative agent decides if 

the related buyer agent and seller agent can directly contact each other in order to reach a deal

• The information-gathering agent [85] is a mobile agent that proactively roams around the main 

search engines in the Internet such as Excite and Yahoo. It interacts and collaborates with them 

in order to search and analyse the required market information indirectly from individual Web-

sites [186][207] and then puts it in the corresponding data or knowledge bases

• The interface agent interacts with buyer/seller agents, buyer/seller collaborative agents, the 

managing agent, etc. to transfer the transaction message 

• The managing agent plays a central rule in this subsystem. His main task is to decide which 

agent should do what and how to deal with an important transaction. Another task is to coordi-

nate the tasks among all other agents [84]

• The matchmaker agent searches related databases and matches a request for goods from a 

buyer agent and a supply of those goods from a seller agent using appropriate matching algo-

rithms [32]. It also matches the goods-requesting buyer agent and goods-supplying seller agent 

and then sends the matched information to the interface agent or buyer/seller collaborative 

agent after cost analysis by the transaction cost analysis agent

• The negotiation agent is a mobile and proactive agent that performs not only integrative but 

also distributive negotiation strategies during negotiation with the buyer agent and seller agent. 

Because business negotiation is complex and difficult in some cases, the intelligence of the 

negotiation agent lies in that he can change his negotiation strategies instantly according to the 

changing available (information) resources or cases. He prepares necessary compromise under 

bargaining. Thus, the negotiation agent may use all available human inference methods such as 

case-based reasoning (CBR), model-based reasoning (MBR), rule-based reasoning (RBR), 

fuzzy reasoning, and even reasoning with trick in different cases, if necessary. He can thus 

deceive or mislead the buyer/seller agents in a certain case [125]
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• The transaction analysis agent analyses and computes every transaction cost of deals [259], 

which the negotiation agent and the matchmaker agent suggest, and then submits the recom-

mendations to the negotiation agent and the matchmaker agent or the managing agent, if neces-

sary

• The hybrid inference engine, containing a massive “reasoning kit”, provides the agents, in par-

ticular, the negotiation agent, with the appropriate hybrid mechanism, so that the negotiation 

agent can easily perform a certain reasoning whenever it thinks necessary [85] 

• Buyer RDB (seller SDB) stores the request (supply) information about goods provided by the 

buyer (seller) collaborative agent through the buyer (seller) agent 

• Hybrid KB consists of knowledge extracted from buyer RDB and seller SDB. It is also com-

prised of the (rule, model, case, fuzzy, trick) knowledge about the market and negotiation. 

Hybrid KB and hybrid inference engines cooperate to facilitate all of the agents in the intelli-

gent broker subsystem sharing the information in the concerning data or knowledge bases and 

making decisions in bargaining processes.

The previous section and this section investigated broker and multiagent brokerage and their 

goals, functionalities, architectures, and interrelationships with negotiation, auction, and 

mediation. It further examined the principle of bargaining and compromise in negotiation, in 

particular in brokerage. It then considered a broker involved in the brokering process as a 

business agent and proposed an architecture for multiagent brokerage.

8.8  Concluding Remarks

This chapter first reviewed intelligent agents in e-commerce; that is, agent-based e-commerce. 

Then it examined multiagent negotiation, which is the core of multiagent negotiation-based e-

commerce. Further it classified multiagent-based e-commerce into multiagent-based auction, 

multiagent-based mediation, and multiagent-based brokerage and gave a brief survey of related 

works in each. Then it investigated multiagent brokerage. The main idea behind it is that the work 

of human mediators, auctioneers, and brokers such as searching the information of customers, 

matchmaking and brokering should be done by a few intelligent agents in a cooperative way. 

Bargaining and compromise play an important role in negotiation, in particular in brokerage.
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Based on the characteristics of buyer agents, seller agents, and brokers, this chapter proposed 

an architecture of a multiagent-based intelligent broker for the brokering process and argued that 

such an architecture is an abstraction of human agents and brokers working in bargaining 

processes of brokerage. These approaches will facilitate research and development of multiagent 

e-commerce. 

It should be noted that the multiagent e-commerce is far away from a real world one, because 

several features such as human behaviour are not considered. Human behaviour in real world 

commerce negotiation involves difficult points such as 

• multiple attribute negotiation

• similar product suggestion

• correlated product suggestion

• learning or the experience of previous negotiations 

• tricky (deceptional) reasoning in negotiation

• bargaining and compromise in negotiation.

To our knowledge, the first four features have been mentioned and examined in [62], and only the 

first of the above features has been incorporated by many e-commerce negotiation systems so far, 

and the rest has not been touched in multiagent negotiation. 

In order to implement the mentioned intelligent broker, it is of significance to further 

investigate the inference methods, compromise strategies, and bargaining strategies of intelligent 

agents and intelligent brokers in brokering processes. It is also of significance to further examine 

communication and interoperability among the agents and brokers in the mentioned systems.
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Part - III: Integration

Part III is the integration of three mentioned aspects under one roof. It consists of only Chapter 9,

which is at fourth level, as shown in the shaded area of Fig. III 

 1. Introduction

2. CBR  3. EC 4. MAS

6. CBR + EC 7. CBR + MAS 8. MAS + EC

9. CBR + IA + EC

 Fig. III. Part III in the Boolean structure of PhD-thesis
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9 Integration of CBR and Multiagent Systems in E-Commerce

This chapter belongs to the Part III of the thesis, as shown in the shaded area of Fig. 9.1. It first

examines parsimony of intelligence and artificial redundancy in MASs, which are practical

strategies for implementing any MAS as well as intelligent systems. Then it presents CMB, which

is a system integrating case-based reasoning (CBR) and multiagent brokerage. The key idea in

CMB is that some agents have CBR ability while other agents have not, based on the parsimony

principle of intelligence in MASs. Finally it investigates the analysis and design for implementing

the proposed CMB.

9.1  Introduction

As discussed, applying CBR and MASs in e-commerce has drawn increasing attention in the

CBR community. Chapter 8 (also see [85][84]) proposed a framework for a broker-centred

multiagent brokerage. The original idea behind this is that the work of a human broker, for

example, searching requirement information of buyers and supply information of sellers,

matchmaking, and bargaining should be done by a few intelligent agents in a MAS in a

cooperative way. Further, as opposed to other multiagent brokerage systems, the proposed

broker’s main task is bargaining in the e-brokerage place on behalf of both agents of the seller and

the buyer. However, multiagent brokerage systems are still in a very early stage, although there

are more and more brokerage services available on the Internet. One of the goals in this chapter is

to extend the research in Chapter 8 using CBR and propose a framework for CMB, a CBR system

for multiagent brokerage, which integrates CBR, multiagent systems, and brokerage under one

roof.

 1. Introduction

2. CBR  3. EC 4. MAS

6. CBR + EC 7. CBR + MAS 8. MAS + EC

9. CBR + IA + EC

Fig. 9.1  Chapter 9 in the Boolean structure of PhD-thesis

10. Conclusions

5. GT of CBR

Boolean structure
- 246 -



 9. Integration of CBR and Multiagent Systems in E-Commerce 
It is not realistic to exploit all the facilities, theories, and techniques that this thesis offers with

the available demonstration applications. However, this chapter tries to realize the framework of

some theories and techniques in a unified way; that is, integrating CBR, MAS and e-commerce.

At the same time it investigates the techniques available for implementing CMB.

Agent technology has also been applied to assist in decision-making. For example, Ba et al.

[8] developed a client-broker-server architecture for Internet decision support through the

coordination of interface agents, gateway agents, and information retrieval agents. Some also

report the customer agents and vendor agents and their relationship [178]. However, the

classification of customer and vendor is too simple to cover various trade types. It is useful to

develop a more complicated framework that covers a spectrum of trade types. This chapter will

examine these new advances of intelligent agents in e-commerce. 

The rest of this chapter is organised as follows: Section 9.2 examines parsimony of

intelligence and artificial redundancy in MASs. Section 9.3 examines case-based reasoning

(CBR) for multiagent e-commerce. Section 9.4 investigates the architecture of CMB. Section 9.5

and Section 9.6 look into the analysis and design for implementing the proposed CMB. This

chapter concludes with an overview of key research challenges and also attempts to extrapolate in

future work. 

9.2  Parsimony of Intelligence in Multiagent Systems

As mentioned in Chapter 7, there are a few multiagent CBR systems integrating CBR and MAS.

In such systems, every agent possesses CBR ability. However, the people in any social system

usually have different abilities. Therefore, a knowledge-based model of multiagent CBR systems

is proposed in Section 7.2, in which a multiagent CBR system basically includes some agents

with CBR ability and other agents without CBR ability. However, why some agents in the MAS

do not require CBR ability is still an open problem. This section will examine the parsimony of

intelligence in MASs to answer this question in a more general sense.

9.2.1  Intelligence of An Expert System

Although the concept of the intelligence of a system goes back to the 1950s [306], the definition

of intelligence of the system can be regarded as [290]:
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“Any software system is intelligent if it helps us work more efficiently and effectively, or if it

helps us to understand our intelligence better, or it liberates our intelligence to some extent.” 

Therefore, the goal of Artificial Intelligence (AI) has always been to understand our

intelligence better and to make artificial systems intelligent. As mentioned in Chapter 2, expert

systems (ESs) used to be one of the most successful applications in AI as early as 1990s. Because

an ES mainly consists of knowledge base and inference engine, the intelligence in the ES mainly

depends on knowledge base and inference engine, which can be expressed in a short form:

Int(ES) = int(Knowledge base + inference engine) (1)

More specifically, the intelligence of an ES results from the quality of knowledge in the

knowledge base and the power of inference engine. 

It should be noted that computerization of knowledge is one of most significant contributions

of ESs to computer science, which leads to knowledge engineering and knowledge base systems

(KBSs). However, it is obvious that (1) is too simple to be understood that ESs can replace human

experts. 

9.2.2  Intelligence of Multiagent Systems

As mentioned in Chapter 4, multiagent systems (MASs) are among the most rapidly growing

areas in AI communities with the rapid development of the Internet and WWW. The further

reason for interest in MAS is that MASs can integrate distributed AI (DAI) and symbolic AI from

a viewpoint of AI. A MAS is a group of agents that work together to find answers to problems

that are beyond the individual capabilities or knowledge of each agents. Further, cooperation,

collaboration, communication, and negotiation (for short, ) are most important features of

MASs, which are all social behaviours. Communication is fundamental for any social behaviour

of human beings. Therefore, the individual intelligence depends on not only the intelligence of an

individual agent but also the social behaviour of the individual agent; that is: 

int(MAS) =  + int(C3N) (2)

In other words,  plays an important role in development or implementation of

intelligence of the MAS; knowledge and reasoning alone are not enough to simulate the human

intelligence. The key idea behind this is that the development of intelligence of a human being

C3N

int(Ai)∑

C3N
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depends on not only his own knowledge or reasoning but also on his social behaviours in the

society where he lives. Therefore, the simulation of human intelligence depends not only on the

computerized knowledge and reasoning of human experts but also on the simulation of their

social behaviour [294]. 

At least, the following aspects of intelligence of human beings have been discussed from a

MAS viewpoint [125][294]:

• Individual reasoning

Rational: deductive, non-monotonic reasoning, inductive reasoning, etc.

Irrational: reasoning with tricks, deception, etc.

• Social intelligence: cooperation, collaboration, communication, negotiation, bargaining, auton-

omy, mobility, and so on.

The characteristics of agents are also tied to their intrinsic and extrinsic properties [125] such

as: lifespan, level of cognition, construction, mobility, adaptability, modelling, locality, social

autonomy, sociability, friendliness, and interaction. However, the characteristics of agents are too

complex and many to be understood. In other words, there are so many properties of intelligence.

Which are most important? For the Internet world, a mobile and autonomous agent might be most

important, because the evolution from an ES to an autonomous and mobile agent is similar to that

from bullet to missile [288]. This is the reason why MASs or mobile MASs have drawn

increasing attention in AI fields. 

There is a further question: Can you implement a MAS with all mentioned intelligent

behaviours? The answer is certainly not at this stage of research. However, how to realize a MAS

with as many aspects of intelligence as possible is a practical issue, which require us to discuss

the parsimony principle of intelligence. 

9.2.3  Parsimony Principle of Intelligence 

Generally speaking, the principle of parsimony is a criterion for deciding among scientific

theories or explanations. One should always choose the simplest explanation of a phenomenon,

the one that requires the fewest leaps of logic (see http://www.wmg.org.uk/mcn/glossary/

principleofparsimony.html).
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The principle of parsimony is not a new idea in software engineering. In fact, it is usually used

in the requirement analysis or modelling the components in a software system (also see [336]).

We usually prefer to be parsimonious to meet the requirement of the customer when we develop

software systems for him owing to the effect of enlarging errors in the late stages of software

development. Furthermore, in many practical system models, we also prefer the simplest one that

uses the least number of components and the simplest system structure that describes the real

world scenario adequately.

However, many researchers are trying to build a MAS with as many intelligent behaviours as

possible, based on the previous discussion. This disagrees with the principle of parsimony. 

The principle of parsimony is related to the optimization principle and specialization

principle, which are essential parts of mathematics and computer science. Optimization principle

is a set of principles that optimize the process, model or system architecture, while specification

principle is a set of principles that refine the modelling of a system in a special domain. For

example, code optimization can simplify procedure and code, based on mathematical logic.

Specialization principle can be considered as an academic principle, although in engineering one

also uses integration (or synthesis) principle; however, the latter is usually based on specialization

principle. Further, specialization is the necessary premise for optimization. “Divide and conquer”

is an ordinary methodology in AI, in particular for problem reduction. “Divide” in consideration

is, in essence, a concrete action of specification. “Conquer” is a concrete action of solving the

divided and simpler problems. Optimization is a further action after “conquering” the divided

problem to find the optimal solutions. Optimization based on the principle of parsimony is of

practical significance, because one always tries to obtain the optimal solution to the problem

based on simplest methods or least resources. Therefore, principle of parsimony is important for

modelling and implementing any intelligent system. The concrete application of the principle of

parsimony for research and development of MASs is parsimony principle of intelligence in

MASs. 

Parsimony of intelligence in MASs is to use minimal agents, minimal intelligent properties of

these and the most concise system structure to implement a MAS that can meet the requirements

of the customer satisfactorily. The minimal agents limit the number of agents within the MAS,
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because the redundancy of agents within a system usually makes the performance of the system

less effective. 

Minimal intelligent properties limit the number of intelligent properties of an individual agent,

because any intelligent agent can only do well what is most appropriate to him. The agent with a

lot of intelligent properties usually brings about system complexity. This parsimony of intelligent

properties resulted from the lessons in research and development of expert systems (ESs), in

which there is too much promise and too few realizations [287]. 

The most concise system structure simplifies the system architecture and the relationship

between agents with the MAS. 

Now, the subsection will propose some heuristic strategies for parsimony of intelligence in the

MASs. From a pragmatic viewpoint, the following heuristic strategies for parsimony of

intelligence are constructive: 

• To analyse the real world problem and evaluate which intelligent behaviours of the human

agents in consideration have to be involved in the MAS 

• To minimize the intelligent behaviours which must be automated in the MAS 

• To minimize the number of agents to as few as possible

• To simplify the system architecture as much as possible (also see [229]). 

All these heuristic strategies are based on component-based technology, object-oriented

technology in software engineering, also on the art of problem solving in mathematics.

It should be noted that researchers always attempt to get an optimal solution to a real-world

problem, while ordinary people like a satisfactory product. Few believe that Microsoft products

are the optimal solution to solve the problems in the “office”. However, almost everyone has to

believe that they are satisfactory. Knowing the optimal solution is an important step to obtain a

satisfactory solution. That is, after knowing the parsimony of intelligence in MASs, one should

examine the artificial redundancy of intelligence that is necessary for implementing a satisfactory

multiagent system. 

9.2.4  Artificial Redundancy of Intelligence

From a graphical viewpoint, the optimal solution and satisfactory solution to the real world

problem correspond to the simple path and the basic path respectively, because every basic path is

a simple path [282] (p 227), as shown in Fig. 9.2. 
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The reverse is, however, not valid, because there is redundancy of edge (s) in a simple path, if

the sample path is changed into a basic path. This case is similar to the transformation from a

satisfactory solution to an optimal solution, in which some “redundancy” should be removed. On

the other side, in order to make a system practically satisfactory, some redundancy is also

necessary. For example, in normal situations one does not need an extra tyre when he drives his

car. However, one should carry an extra tyre in the car. This extra tyre is an artificial redundancy.

In fact, in modern communications systems, artificial redundancy is already added to the

encoding of messages in order to reduce errors in message transmission (see http://

www.dromo.com/fusionanomaly/claudeshannon.html). Artificial redundancy has also been used

to improve the performance of artificial neural networks [206]. Artificial redundancy in MASs

should include the necessary redundancy in:

• The number of agents

• The number of intelligent properties

• The system structure.

That is, one should loosen the constraints of minimal agents, minimal intelligent properties,

and the most concise system structure and allow a few redundant agents and additional intelligent

properties of agents existing in the MAS, according to the practical requirements. Therefore,

artificial redundancy is a necessary complementary part for parsimony of intelligence in MAS. 

It should be noted that artificial redundancy usually affects intelligent systems negatively,

although knowledge redundancy is a necessary premise for development of intelligence in human

beings. 

Fig. 9.2  Basic path and simple path

a: Basic path b: Simple path
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9.2.5  Summary

This section examined the principles of parsimony, parsimony of intelligence, and artificial

redundancy in MASs, which all are the necessary methods or strategies for implementing any

MAS. Parsimony of intelligence in MASs is a pragmatic strategy for avoiding re-occurrence of

the lessons of ESs in MASs, while artificial redundancy can satisfactorily meet the requirements

of customers. For implementing a MAS, it is necessary to first examine the parsimony of

intelligence in the system and then apply artificial redundancy to provide a satisfactory and user-

friendly environment for the customers.

9.3  CBR for Multiagent E-Commerce

Chapter 8 examined multiagent e-commerce, in particular multiagent negotiation, which is

classified into multiagent auction, multiagent mediation, and multiagent brokerage. This section

will examine the application of case-based reasoning (CBR) to these categories. Before going into

the details, the section, first of all, takes a closer look at CBR and proposes some new insight into

it.

9.3.1  New Insight into Case-based Reasoning 

There are many AI technologies such as neural networks, fuzzy logic, knowledge-based

technology, data mining, and knowledge discovery available to facilitate multiagent e-commerce

systems [294]. CBR is one of them. CBR is a reasoning paradigm based on previous cases or

experiences [152]. In other words, CBR can be considered as a kind of experience-based

reasoning; that is:

CBR : = Experience-based reasoning (3)

Furthermore, similarity-based reasoning is a special form of experience-based reasoning,

because “Two cars with similar quality features have similar prices” is an important experience

principle in business activities. Therefore, Eq.3 can be specialized as 

CBR : = Similarity-based reasoning (4)

Similarity-based reasoning can be formalized as the following reasoning model Eq.5: 

(5)

P Q→
P'

Q'∴
----------------
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where , , , and  represent compound propositions,  and  are similar in the sense of

similarity. This is a theoretical foundation for CBR, in particular for case retrieval, case building,

and case adaptation [291]. 

There has been an important influence of knowledge base systems (KBS) on CBR systems in

most CBR literature [1][151][315]. For example, the case base in the CBR system can be

considered as a variant of the knowledge base in KBSs. Experience plays an important role in

CBR systems, just as knowledge does in KBSs. Based on this idea, the section proposes an

knowledge-based model for CBR systems, as shown in Fig. 9.3. 

In this model, similar to the inference engine in expert systems [115], a CBR engine in CBR

systems is the reasoning mechanism for performing similarity-based reasoning. However, we

ignore working memories including the user interface in the figure. In fact, it is important that in

the user interface, the user should know what the problems are, etc. The major part of the CBR

system is the case base and the CBR engine. In terms of the CBR system, the case base consists of

the past encountered problems and corresponding solutions. The CBR engine consists of all the

processes that build and manipulate the case base to derive information requested by the user

based CBR. At least the CBR engine consists of the following processes [88][316], as shown in

Fig. 9.3: 

• Repartition the case base, as required

• Retrieve the most similar cases in the case base

• Reuse the retrieved cases to attempt to give the solution to the problem(s)

• Revise the retrieved cases, and 

• Retain the new case as a part of a new case base.

P P' Q Q' Q Q'

Fig. 9.3  Knowledge-based model of CBR
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A new problem is matched against the encountered problems in cases stored in the case base

after the case base was built. One or more similar cases, in each of them there is similar problem

to the new problem, are retrieved from the case base [91]. A solution suggested by these cases is

reused and tested for success. If necessary, the retrieved case(s) will probably be revised to

produce a new case which can then be retained in the case base. If a new case is saved in the case

base, the case base will be repartitioned in some situation [88]. 

For example, suppose we have a case base of second-hand cars . Suppose also that every car

(case) has exactly seven attributes and the problem description attributes are the first six, i.e. =

{year, power, mileage, make, model, body shape} and the solution description attribute is the last

one, i.e. = {price} and the range of the year, power, mileage, and price are numerical and the

range of other attributes can be considered as qualitative, such as “bad”, “good”, and “excellent”.

The global similarity can be defined by aggregation of local similarities  for

each problem description attributes. Now Peter wishes to buy a second hand car with problem

descriptions (car features)  using the mentioned CBR system provided by the

dealer. He will retrieve the case base of second-hand cars  and measures which car(s) have the

similar features to his requirements. For example, there are three cars which are retrieved, and are

similar to what he requires. Then he considers the price of them, and chooses the retrieved car

with the lowest price. He perhaps asks the seller to revise the service of the car if he buys, for

example, the seller should provide 1 year’s guarantee instead of six months guarantee. After the

deal is done, the dealer will retain this new selling case to the case base of second-hand cars

according to certain rules for inserting a new case into the case base [88]. 

9.3.2  CBR for Multiagent Negotiation

Negotiation plays an essential part of most B2B transactions. Responsibility for much of

negotiation will be delegated to software agents [78]. These agents will monitor other trade agents

continuously, watching for potential opportunities. They will be able to enter into negotiation with

many potential trade partners at once, reaching an acceptable deal and setting up a contract in a

matter of milliseconds.

C

P

Q

Si i, 1 2 … 6, , ,{ }=

P0 p1 … p6, ,{ }=
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Three main approaches for negotiation strategies are currently being explored [78]: the rule-

based approach, the adaptive behaviour approach, and the game theoretic approach. The first two

approaches can be implemented by CBR techniques from a knowledge-based viewpoint, because

CBR can be considered as a generalized form of rule-based approach. CBR can also be

considered as a kind of the adaptive behaviour approach, because case adaptation is one important

part in the CBR process.

In what follows, the subsection will examine the integration of CBR and multiagent systems

for e-negotiation. 

As discussed in Chapter 8, automated negotiation plays an important role in e-commerce.

Matos and Sierra propose a case-based agent architecture to model an agent negotiation strategy

in MAS [199]. At each step of the negotiation process the architecture determines the weighted

combination of tactics to be employed and the parameter values related to these tactics. Matos and

Sierra believe that when the agent is provided with a case-based architecture, it uses previous

knowledge and information of the environment state to change its negotiation behaviour. 

Similar to Mates and Sierra, Zhang and Wong use CBR techniques to acquire negotiation

strategies from previous negotiation experiences [352]. They develop a case-based negotiation

(CBN) agent for used car trading as a test-bed. The CBN agent can perform either as a car buyer

agent or car seller agent. The agents revise and adapt negotiation strategies to propose an

appropriate negotiation strategy in each decision-making episode of the negotiation process. The

negotiation strategies are based upon the knowledge, past experience, and information available

to the negotiating agents. Therefore, the negotiation in CBN involves three main actions:

1. Evaluating the offer from other agents

2. Defining an episode strategy by CBR, and

3. Generating a counteroffer based on proposed negotiation strategy. 

The crucial component in the CBN is the process of defining an appropriate strategy using

CBR techniques, which can be viewed as a process of proposing a concession by reusing previous

negotiation experiences in the CBN framework. The CBR process for defining a concession, as

shown in Fig. 9.4, is composed of: 

• Retrieving relevant previous negotiation experience, which is viewed as a case
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• Selecting a most matched case based on similarity or retrieved cases and input negotiation con-

text, and

• Adapting the negotiation strategy information in the selected case to propose a concession.  

where the negotiation case base consists of a number of previous negotiation cases, each of which

provides detailed negotiation context and decisions related to a specific agent (e.g. seller agent or

buyer agent) in the previous negotiations.

It should be noted that once a number of similar cases are retrieved, the CBN needs to select

the most relevant case for the current negotiation episode [352]. Similarity measurement is a

crucial issue for the reuse/adaptation of previous negotiation experiences in the CBN. Rule-based

reasoning is applied in the case matching and selection.

Furthermore, one of the most important tasks for the CBR agent during the negotiation

process is the iterative adaptation of user demands and the iterative adaptation of products. The

former is realized by making proposals for adding or changing these demands, while the latter is

done by product configuration with the goal of finding an agreement point in the

multidimensional demand/product space [335]. It should be noted that the mentioned user

demands correspond to the problem descriptions, while the products here correspond to the

product descriptions in the sales case (see Section 6.3). Therefore the task of the sales agent

during the CBR based negotiation is, in essence, the iterative adaptation of sales cases and

adaptation of demands and/or the product. During the CBR based negotiation, the customer or the

sales agent are allowed to modify the customer demands only. If products in the product case base

are configurable, it might also be possible to modify the products themselves and the demands

during negotiation.

Fig. 9.4  The CBR process of defining negotiation strategy in CBN after [352]
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However, the above-mentioned framework is essentially a single CBR agent system, although

in the context they use either CBN agents or negotiating agents (e.g. seller and buyer), this is also

valid for the case-based negotiating agents in [199]. Further, Zhang and Wong [352] follow a

traditional idea that a human agent corresponds to a software agent, which is sometimes invalid in

multiagent systems. In other words, it is more pragmatic for a human agent to correspond to a few

software agents, because the agents in the MAS constitute a community, in which different agents

should play different roles. Therefore, it is significant to examine MASs with different kinds of

agents which will be discussed in Section 9.4. 

9.3.3  CBR for Multiagent Mediation

Sycara developed a framework for intelligent computer-supported conflict resolution through

negotiation/mediation1 with CBR. The model integrates CBR and decision theoretic techniques to

provide enhanced conflict resolution and negotiation support in group problem solving settings.

This model has been implemented in the PERSUADER, a multiagent system operates in the

domain of labour management disputes. The PERSUADER, acting as a mediator, facilitates the

disputants’ problem solving so that a mutually agreed upon settlement can be achieved. The

PERSUADER evaluates and generates potential agreements and then proposes them to involved

negotiation agents. The PERSUADER embodies a general negotiation model that handles multi-

agent, multi-issue, single or repeated encounters based on an integration of CBR and multi-

attribute utility theory. 

9.3.4  CBR for Multiagent Auction

As discussed in the previous chapter, auctions are an attractive domain of interest for AI

researchers, because many e-auctions in the Internet such as AuctionBot, Onsale, eBay, and many

others have established auctioning as one of mainstream forms of e-commerce. Thus, multiagent

auctions appear as a convenient mechanism for automated trading and automated negotiation,

because of the simplicity of their conventions for interaction when multi-party negotiations are

involved. Further, e-auctions may successfully reduce storage, delivery or clearing house costs in

many markets [198]. This popularity has spawned AI research and development in auction

1. See http://www-2.cs.cmu.edu/afs/cs/user/katia/www/persuader.html
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servers as well as in trading agents. Moreover, auctions are not only employed in Web-based

trading, but also as one of the most prevalent coordination mechanisms for agent-mediated

resource allocation problems. 

In the work of Martín and Plaza [198], the bidding mechanism for auctions is based on

downward-bidding protocol (DBP). In these auctions, the auctioneer opens a new bidding round

to auction a good among a group of agents, he starts quoting offers downward from the chosen

good’s starting price. For each price bid, three situations might arise during the open round: 

1. Several buyers submit their bids at the current price. In this case, a collision comes about, the 

good is not sold to any buyer, and the auctioneer restarts the round at a higher price

2. Only one buyer submits a bid at the current price. The good is sold to this buyer whenever his 

credit can support his bid. Whenever there is an unsupported bid the round is restarted by the 

auctioneer at a higher price, the unsuccessful bidder is punished with a fine, and he is expelled 

out from the auction room; and

3. No buyer submits a bid at the current price. If the reserve price has not been reached yet, the 

auctioneer quotes a new price which is obtained by decreasing the current price according to 

the price step.

If the reserve price is reached, the auctioneer declares the good withdrawn and closes the

round. 

CoDit is a multiagent system consisting of a group of agents that perform CBR and are able to

communicate and cooperate for therapy recommendation in diabetic patients [198]. Each agent

has a case base with data of the patients. The basic task of the diabetes therapy CBR agents is

retrieve and reuse. Retrieve is a task that identify, search, and select from the case base those cases

that satisfy the model built by the perspective, while reuse is a task that takes the most preferred

case and adapts its solution (therapy) to the symptom of the current patient. 

It should be noted that the above-mentioned framework is essentially a multiagent system

consisting of CBR agents; that is, no other kind of agents exist in the multiagent system. This is at

least not satisfactory in an agent community with different strengths and weaknesses. Therefore,

it is of practical significance to examine MASs with different kinds of agents. 
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9.4  CMB: Integration of CBR and Multiagent Brokerage 

Chapter 8 proposed a framework for broker-centred multiagent bargaining processes. The key

idea behind it differs from research in other frameworks, for example [352] and [232], in that the

proposed framework stresses that:

• The work of a human broker should be done cooperatively by a few intelligent agents in a

MAS

• The broker is the agent of both the seller agent and buyer agent. 

However, there are some drawbacks in that framework. For example, one drawback is that we

have not gone into which special intelligent features that the agents within the system should

possess. Another drawback is that we have also not paid attention to the principle of intelligence

parsimony in multiagent systems (see Section 9.2). This section will resolve these drawbacks by

providing a new framework of CMB (CBR system for multiagent brokerage), which is a

multiagent system integrating CBR and e-brokerage. Therefore, the investigation here is the

further development of applying CBR to multiagent negotiation in Chapter 7 and multiagent

brokerage in Chapter 8. 

The goal of CMB is to automate brokerage in e-commerce through integrating CBR and MAS

to assist brokers to work in e-brokerage and bargaining processes. Taking into account the above

discussion, the key ideas of CMB are that: 

• Only some agents in CMB (e.g.negotiation agent, seller agent, etc.) have CBR ability

• If an agent has CBR ability, then its basic architecture consists of its own case base and CBR

engine

• The system performance of CMB depends on not only the intelligence of its individual agent

but also the cooperation, coordination, communication, and negotiation with other agents

[85][84].

Therefore, the feature of CBR in CMB lies in that some of the agents in CMB have CBR

ability. This is different from CHROMA [232] and CBN [352], in which every agent has CBR

ability. The reason is that CMB follows the principle of intelligence parsimony; that is, the

requirement of certain intelligent ability for an agent depends on what it “really requires” when it
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does a certain work on behalf of a human agent. In what follows, the section goes into the details

of the framework for CMB.

The CMB is going to implement three different perspectives: the one of buyers, the other of

sellers as well as the one of the broker. From a viewpoint of the buyer agent, CMB is his

intelligent agent and must act as a decision support system (DSS), helping and advising him

where and how to buy the items he is looking for [313]. In such a way, the buyer agent must be

able to find several sellers for each item taking into account of his buyer’s preferences and has the

ability to assist his buyer with deciding which goods best fit his buyer requirements. Learning is

an important feature of this agent since it must remember past experience and buyers’ preference.

CBR is a kind of experience-based reasoning, learning and reasoning from experience, which is

concreted with similarity-based reasoning. Therefore, the realization of such a buyer agent should

be CBR-enabled. 

From the viewpoint of the seller agent, CMB is also his agent and is able to build customer

profiles and to segment its customer group to optimise the process of acquiring customers [323].

The seller agent could search for the prices, payments, and available products of the seller’s

competitors. The experience of selling goods and attracting customers are also very important for

seller agents so that they should be CBR-enabled. 

In fact, in physical commerce, the buyer or seller are able to learn by their own business

experiences, which companies are reliable, where to look for personalized goods or services and

how to handle the negotiation process [313]. This also means that it is necessary for both buyer

agents and seller agents to be CBR-based. 

From the viewpoint of the broker, CMB should be his own agent. However, the broker agent

has a lot of tasks involving attracting buyer agents, seller agents, segmenting customer groups,

and searching for the information about requirements from the buyer agents and the suppliers

from the seller agents. In particular, one of main tasks of the broker agent in CMB is to perform

bargaining and compromise, so that the broker agent should be able to know where and when it

should perform the compromise in bargaining or brokering. Further, the experience of bargaining

and compromise is most important for a successful broker. Therefore, the tasks of a human broker

should be decomposed and then do by some intelligent agents within the CMB. 
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Based on the above discussion, CMB is a broker-centred MAS, as shown in Fig. 9.5,

consisting of three multiagent subsystems [85][84]: intelligent buyer agent subsystem, intelligent

seller agent subsystem, and intelligent broker. While the intelligent seller agent subsystem

consists of all available intelligent seller agents on-line, the intelligent buyer agent subsystem

comprises all available buyer agents1 on-line. The intelligent broker is also a MAS.

In CMB, the customer can create his own agents: either buyer agents or seller agents.

Furthermore, the buyer agents, seller agents, and the intelligent broker are all proactive. The seller

agent tries to cooperate and negotiate with the intelligent broker to find a most satisfactory deal to

sell the goods of his seller. The buyer agent also tries to cooperate and negotiate with the

intelligent broker to get what his buyer needs at lowest price. The intelligent broker proactively

searches all available information about the request and supply of goods on the e-market [84].

Every intelligent buyer and seller agent in CMB is semi-autonomous, in that, once entering

into the electronic bargaining process, the intelligent buyer (seller) agent negotiates and makes

decisions on his own, without requiring his buyer’s (seller’s) intervention. 

As mentioned previously, business experience plays an important role in commercial activity.

Therefore, buyer agents and seller agents should have CBR ability to make decisions during the

bargaining with the intelligent broker. Usually, they retrieve or revise the related business

information and adapt the bargaining strategies in order to get most profits. For example, Peter

asks his buyer agent to buy a second-hand car using CMB. The buyer agent will use the CBR

subsystem provided by CMB for each agent to retrieve the information of second-hand cars from

the case base of second-hand cars based on its past experience, according to the requirements of

Peter. Then he will use CBR to recommend a possible solution, i.e. a second-hand car to Peter. If

Peter is not satisfied with the recommended car completely, the buyer agent has to bargain with

the intelligent broker for revising the attributes of the car such as revising the post-sale services. If

1. For convenience, x agent stands for intelligent x agent, where x is i.e. buyer or seller, etc.

Fig. 9.5  Architecture of CMB
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Peter accepts the recommended car, then the buyer agent will retain the new case to the case base

and the intelligent broker also save the new case into his own case base of second-hand cars,

because this is a successful case. 

As shown in Fig. 9.6, the intelligent broker comprises a buyer (seller) collaborative agent, an

information-gathering agent, an interface agent, a managing agent, a matchmaker agent, a

transaction agent, a negotiation agent, a buyer (request) database (BDB), and a seller (supply)

database (SDB). The key insight behind is that the work of the human broker should be modelled

by the activities of a few agents within a MAS in a cooperative way. The business experience can

be treated with CBR. In what follows, only the mentioned agents will be discussed in detail (also

see [85][84] for detail): 

• The buyer (seller) collaborative agent is a software agent that proactively cooperates with the

buyer (seller) agents to get the request/supply information and special information about the

buyers and sellers, and then save it into BDB or SDB respectively, if necessary. In certain

cases, the buyer (seller) collaborative agent decides if a buyer agent and a seller agent can

directly contact each other in order to reach a deal 

• The information-gathering agent [85] is a mobile agent that proactively roams around the

Internet. It interacts and collaborates with the main search engines in the Internet such as

Excite and Yahoo in order to search and analyse the required market information indirectly

Fig. 9.6  Intelligent broker (Subsystem) based on [85]
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from individual Web sites [186][207], and then puts it in the corresponding data or knowledge

bases. For example, the information-gathering agent uses search engines to search all available

information of second-hand cars and then save it to SDB

• The matchmaker agent searches the database and matches a request of goods from a buyer

agent and a supply of those goods from a seller agent using appropriate matching algorithms.

Because similarity-based matching is a basic technique for information matching and it is also

a kind of experience-based reasoning, the matchmaker should have the CBR ability during per-

forming the matching, the CBR ability here is basically limited to similarity-based retrieval or

similarity-based matching. It also matches the goods-requesting buyer agent and the goods-

supplying seller agent and then sends the matched information to the interface agent or buyer

(seller) collaborative agent after transaction analysis by the transaction agent. For example, the

matchmaker agent retrieves the case base of second-hand cars and tries to know which seller

agent’s car matches the requirements of Peter’s buyer agent

• The negotiation agent is an autonomous and proactive agent that performs not only integrative

but also distributive negotiation strategies (see [105]) during negotiation with the buyer agent

and seller agent. Because business negotiation is complex and difficult in some cases, the intel-

ligence of the negotiation agent lies in that he can change his negotiation strategies according

to the changing available (information) resources. Thus, the negotiation agent should be adap-

tive and may use a range of available AI technologies. Adaptation is usually based on experi-

ence. Further negotiation experience plays a pivotal role for the negotiation agent during the

bargaining. Therefore, the negotiation agent should have CBR ability during the negotiation.

For example, the negotiation agent uses not only the mentioned case base of second-hand car

transactions, but also the case base for the preference of buyer (agent) and seller (agent) when

bargaining with the buyer agent and seller agent, because similar preferences of the customers

usually lead to similar solutions

• The managing agent is responsible for the management of the running agents and the e-broker-

age place 

• The transaction analysis agent analyses and computes every transaction of deals, which the

negotiation agent and the matchmaker agent suggest, and then submits the recommendations to

the negotiation agent and the matchmaker agent or the managing agent, if necessary
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• The hybrid inference engine, containing a massive “reasoning kit”, provides the agents, in par-

ticular, negotiation agent with the appropriate hybrid mechanism, so as to that the negotiation

agent can easily perform a certain reasoning that he thinks necessary in the necessary case

[176]. For example, the “reasoning kit” has the reasoning mechanisms for performing CBR,

deductive reasoning, abductive reasoning, and inductive reasoning as well as fuzzy reasoning

• Buyer RDB (seller SDB) stores the request (supply) information about goods provided by the

buyer (seller) collaborative agent through buyer (seller) agent in a certain form

• Hybrid KB consists of knowledge extracted from buyer RDB and seller SDB. It is also com-

prised of the (rule-based, model-based, case-based, fuzzy, trick) knowledge about the market

and negotiation. Hybrid KB and hybrid inference engines cooperate to facilitate all of the

agents in the intelligent broker subsystem to share the information in the data warehouse and

make decision in bargaining process.

It should be noted that autonomy and mobility of agents are the most important features

different from other stationary intelligent systems. There are many studies of these [125].

Autonomous and mobile agents are well suited for e-commerce [162]. A commercial transaction

may require real-time access to remote resources, such as stock quotes and perhaps even agent-to-

agent negotiation. Different agents have different goals and implement and exercise different

strategies to accomplish them. We envision agents embodying the intentions of their creators,

acting and negotiating on their behalf. Autonomous and mobile agent technology is a very

appealing solution for this kind of problem, because mobile agents can roam through the Internet

and perform specific delegated tasks at a designated server site in the Internet. 

Telescript was the first commercial platform for mobile agent systems and also lead to many

of the recent systems [307], for example, many “spies”, one kind of brothers of mobile agents, are

busy in the Internet on behalf of a certain “human agency” [313]. The mobility of agents is

motivated by the desire of utilizing efficiently geographically distributed services [307]. Agents

are dispatched to the remote server site where they perform the necessary interactions locally.

After completing the task at one site they return with the results or continue their journey to visit

other sites as well, as required. Furthermore, in contrast to other forms of mobile code, i.e.

applets, mobile agents are more flexible and autonomous in deciding where and when to move. 
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9.5  Analysis and Design of CMB

The previous chapters and sections proposed many models, architectures, and frameworks around

the CMB from either a knowledge-based viewpoint, or a logical viewpoint or an e-commerce

viewpoint. All those proposed models, architectures, and frameworks are independent of any

existing programming languages and software development tools or platforms. However, in order

to make the proposed architecture of CMB into a software system, this section will investigate the

analysis and design of CMB, which is the important premise for implementing CMB. 

9.5.1  Related Work

In order to provide the analysis and design of CMB, it is necessary to review some research

studies which are related to CBR systems, MASs or CBR-based multiagent systems, although we

have not found any system which is very similar to what proposed above; that is, it is an attempt

to integrate CBR and multiagent systems in electronic brokerage. 

CBN is a Web-based system based on CBN framework (Section 9.3.2), which was designed as

a distributed three-tier server client architecture: negotiation client, negotiation server, and

negotiation case repository [352]. The negotiator client provides the graphical user interface

(GUI) that is implemented using the Swing API. The negotiator server is the reasoning engine

which offers negotiation evaluation, negotiation case retrieval, negotiation case matching and

reuse as well as counter-offer generation. For example, it applies various similarity assessments to

find the best matched negotiation case from a pool of relevant negotiation cases retrieved from the

negotiation case base and adapts best-matched negotiation case to obtain episodic strategy to

generate counter-offer. CBN was developed using Java 1.2 and a standard SQL capable relational

database management system.

CASBA is being developed as an e-marketplace to improve the quality of existing e-

commerce services, by introducing a higher flexibility and automating trading processes [312].

This is achieved through applying intelligent agent technology to enable the market framework to

offer automated auctions and negotiation among the agents. CASBA has an open architecture

utilising technology like CORBA, Java, and Javascript. Interfaces to e-commerce components

such as payment servers allow the CASBA server to be integrated into existing e-commerce
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solutions. The e-mail server is used to inform subscribed users about new products or auctions on

the market. However, CBR does not play any role in CASBA. 

As discussed in Section 4.7, coordination, cooperation, and communication are main features

of MASs. Thus, the efficient coordination of agents is very important in multiagent e-commerce

systems. Contract Net Protocol1 has been the most commonly used for coordinating agents in

negotiation [170]. This communication protocol concerns how contract managers announce the

tasks to other agents, how potential contractors return bids to the manager, and how the manager

then awards the contract. This protocol can be of significance in some cases.

9.5.2  Interface Agent of CMB

The Interface agent, a front-end of the e-brokerage, consists of a user-friendly platform located on

the server. The interface agent helps the customers to build either a buyer agent or a seller agent or

a broker agent, as required, in order to realize the real brokerage in the e-brokerage environment.

The combination of MASs and WWW technologies provides the means to develop high level

interfaces, which can support process interaction among Internet users and remote MAS

application [313]. The current WWW tools and techniques give strong support to reduce the

efforts of developing and using interface agent and to create better communication channels

among the agents during the e-brokerage. 

Therefore, the interface agent in CMB should possess the ability of information navigation to

help the user or seller or buyer agent to concrete the domain to which information belong. For

example, in electronic marketplaces, Market Maker, users can create their own agents with the

intelligent interface agents and delegate business tasks such as buying, selling, searching items to

them. These agents are able to negotiate with each other in order to perform delegated tasks with

highest profit [58].

In addition, the e-mail server and email clients are also the necessary component in the

interface agent and every buyer agent and seller agent, which can be used to inform the agents

about the new buyer agents and seller agents and the brokerage information or notification to the

1. See Smith, R.: The contract net protocol: higher-level communication and control in a distributed problem 

solver, IEEE Transactions on Computer 29 (1980) 1104-113.
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agents in the e-brokerage place. The e-mail clients are also a necessary means for communication

between buyer agents and seller agents, among buyer agents or seller agents.

9.5.3  Development of CMB with Design Patterns

Design patterns are often partitioned into three kinds: conceptual patterns, design patterns, and

programming patterns [103][247]: A conceptual pattern is described by terms and concepts from

a particular application domain. A design pattern is described in terms of software constructs,

such as objects, classes, inheritance, and operators. It elaborates a conceptual pattern by

specifying a software implementation. Programming pattern is expressed in programming

language elements. Programming patterns commit a design pattern to a language specific

implementation. Macros are typically used to implement programming patterns.

Design patterns for coordination, coordination patterns, are a recently emerging concept [111].

An appropriate coordination pattern must be selected to satisfy the interactive behaviours required

of the system. Hayden et al. propose a number of coordination patterns, grouped into four basic

architectural styles. Hierarchical, federated, peer-to-peer, and agent-pair patterns. In hierarchical

patterns, top-down control is imposed by agents in a supervisory or managerial role. In federated

patterns, an umbrella system provides overall coordination that the agents submit to. In peer-to-

peer patterns, individual agents are responsible for managing coordination and potential conflicts

with others. Finally, agent-pair patterns describe one-to-one interaction. 

For example, the following is a sample pattern:

• Pattern Name: pnBroker

• Intention: The broker bargains with seller agent and buyer agent respectively in order to per-

form a brokerage

• Motivation: Instead of searching ability, the main task of a broker is bargaining and compro-

mise 

• Applicability: If many buyer agents and seller agents exist in an e-brokerage place, this pat-

tern is applicable. 

• Structure: See Fig. 9.6

• Participants: An intelligent broker, many seller agents, and many buyer agents 

• Collaborations: Limited
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• Consequences: The deal is done either successfully or unsuccessfully

• Implementation: N/A

• Known Uses: The Object Management Groups’s (OMG) Object Request Broker (ORB) and

remote procedure call (RPC), which provides location transparency is an example of a broker

architecture, although they are not agent systems 

• Related patterns: pnBuyerAgent, pnSellerAgent.

9.5.4  Applying Game Technology to CMB 

Some work [175][160][356][357] in computer games, for example, bridge on-line1, provides

functionality that meets some requirements of CMB to some extent. Like brokerage, bidding in

bridge is a process of compromising and bargaining, which also includes tricks. Therefore, CMB

can borrow the architecture given in [175], shown as in Fig. 9.7.

At the top level is the virtual brokerage environment with which the intelligent buyer agent

and seller agent as well as broker agent interact. They come in a wide range of appearances and

rules of interaction. They often use a blackboard to interact following the rules of interaction. For

example, the broker agent can not tell either the buyer agent or seller agent his real price during

the bargaining. 

The level below is the brokerage code, which handles most of the basic mechanisms of

brokerage itself such as display parameters, networking, and the base-or atomic-level actions for

agents’ behaviours. The brokerage or bargaining algorithms are also realized in the internal part at

this level. 

The brokerage engine (based on game engines in [175]), a generic architecture for e-brokering

that integrates multiagent systems and CBR in e-commerce, provides a platform for rendering

1. See http://au.games.yahoo.com

Operating system

Brokerage 
engine

Graphics driver

Network 
code

Virtual brokerage 
environment

Brokerage code

Server

To other 
instances of the

e-brokerage

Fig. 9.7  The alternative architecture of CMB based on [175]
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multiple views and coordinating real and simulated scenes as well as supporting multiagent

interaction. 

The networking code allows several users/agents in remote locations to explore and interact in

the same virtual brokerage environment and the graphics drivers translate generic requests from

the brokerage engine to the underlying graphics library [175]. 

One computer acts as the server for the virtual brokerage environment, while the others

support the individual buyer agents or seller agents. The server maintains information on

whichever virtual brokerage environment it is supporting at the time. It communicates with the

buyer agents or seller agents to maintain global information about shared brokerage

environments, agent’s interaction, and synchronization information. 

There are editors available for users to create their own view in the virtual brokerage

environment (VBE)[160]; that is, each buyer or seller agent has a different (his own) window into

their shared e-brokerage environment. In the VBE, each agent has its personalized head icon. 

Finally, during the e-brokerage, each agent can use the bargaining board to bargain brokerage

items, for example, price. The bargaining board will be automatically displayed in the window

available to the agent, when the CMB asks this agent to bargain. The agent (e.g. seller agent) will

fill in the acceptable compromise space/subspaces (for example price interval), which depends on

the compromise space. The latter is given by the intelligent broker agent and has been displayed

in the bargaining board in different colours, which can be read by the (human) seller agent. This is

also valid for the bargaining of the buyer agent.

9.6  Implementing CMB

This section describes the implementation of CMB prototype systems for simulating activity of an

intelligent broker that bargains with buyer agents and seller agents in the real estate scenarios. 

Visual Basic (VB) programming language has been used to implement a prototype of the CBR

system at present. Its user interface consists of the following commands: Repartition case base,

Retrieve case, Reuse case, Revise case, Retain case, as shown in Fig. 9.8, to implement the

knowledge-based model of CBR in Section 9.3.1. The Retrieve case is realized with the following

subsystem, with which the user provides his/her requirements, as shown in Fig. 9.9. The

Repartition case base, Reuse case, Revise case, Retain case are mainly realized by the subsystem,

as shown in Fig. 9.10. The OLE DB (Object Linking and Embedding Database) and ADO
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(ActiveX Data Objects) [351] (pp 672) are used to access the case base, perform similarity-based

retrieval and get the retrieved case, as shown in Fig. 9.11. 

Furthermore, Visual J++ [83] will be used to build CMB, a CBR system for multiagent

brokerage as a prototype of a distributed CBR-based multiagent system. In CMB, the customer

can decide on his own agent as either a seller agent or buyer agent or broker, which is the same as

that in Market Maker at MIT. Then both the buyer agent and seller agent are a micro-CBR system,

its architecture similar to that just mentioned. The architecture of the micro-CBR system will also

be used for the negotiation agent and information gathering agent, because they are CBR-enabled. 

Fig. 9.8  A prototype of a CBR system

Fig. 9.9  Retrieving case
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There are many intelligent properties of agents available in CMB. After selecting his agent,

the customer can select further properties of the agent he likes, which will be given in a property

list, which is similar to the property list in current programming environments such as Java

development environment. In this way, the customer becomes the real centre from the user

interface. However, for the intelligent broker, we should predefine the intelligent properties which

the intelligent broker should have.

It should be noted that the CMB architecture is a work in process. As of this writing, only the

CMB engine is in its form. The CBR agent for players in multiagent brokerage is completely

developed. Other parts for mobility and autonomy of agents with CMB are still under

development. We are also aware that more work needs to be done, especially regarding

compromise logic and bargaining strategies under uncertainty and trick.

9.7  Concluding Remarks

This chapter first examined the principle of intelligence parsimony and artificial redundancy of

intelligence in MASs. Then it proposed a framework of CMB, a CBR system for multiagent

brokerage, which integrates CBR, MAS, and brokerage. It also briefly introduced some new

insight into CBR. The key insight is that an efficient way for applying CBR in e-commerce is

Fig. 9.10   A case administrator
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through intelligent agents or multiagent systems. Based on the parsimony of intelligence and

artificial redundancy in MASs, this chapter concluded that any practical MAS should satisfy:

• Only some necessary agents in the MAS have CBR ability

• Only some necessary agents are mobile

• Only some necessary agents are autonomous.

It should be noted that e-commerce applications are just about to leave their infancy

According to Henry Lieberman and Sybil Shearin1, most e-commerce sites today are little more

than electronic catalogs of product offerings. Consumer input is limited to requirements

questionnaires, search engines, and accepting or rejecting particular offerings. But in complex

purchases, such as real estate, cars, and computers, it is often difficult to specify exactly what you

want, and priorities and preferences often change in the process of exploration. 

Furthermore, the potential of the Internet for truly transforming commerce is largely

unrealized to date. A human buyer is still responsible for collecting and interpreting information

on merchants and products, making decisions on merchants and products and finally entering

purchase and payment information. However, intelligent agent technology can be used to

1. see URL:http://www.media.mit.edu/research/sig.php?type=sig&id=7

Fig. 9.11  A advised solution 
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automate some of the most time-consuming stages of the business process, for example,

information brokering and product brokering. Therefore, using intelligent techniques for e-

commerce has become an interesting topic for research and development of intelligent e-

commerce [66][67]. Integration of CBR and multiagent systems in e-commerce is just such an

attempt. However, how to model experience in e-commerce in particular, in mediation,

negotiation, and brokerage is a big issue in this direction. Therefore, in future work we will

further study real world scenarios in the multiagent brokerage field, in particular to incorporate

the real brokerage firm to apply the proposed integrated models of CBR and MASs to improve the

on-line brokerage.

The proposed design and analysis lead to a lot of new issues in order to implement the

architecture of CMB, for the effectiveness, efficiency, and security of the system architecture. As

future work, we will implement a prototype e-brokerage environment based on the architecture of

CMB, to evaluate the chosen software tools and technology and as a means to look for the human

brokerage partners who have interest in transferring the traditional brokerage into e-brokerage

using intelligent agents and CBR technology. We will also explore some implementation details

such as the communication, bargaining, and compromise between buyer agents and seller agents

during the brokerage. 
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10 Concluding Remarks

This chapter is the final of chapter of the thesis, which is also outside the Boolean structure of the

thesis, as shown in the shaded area of Fig. 10.1. 

The revolution of the Internet and the WWW has changed traditional commercial activities such

as shopping, negotiation, and brokerage. Applying intelligent techniques, most of them from

artificial intelligence (AI), in e-commerce has drawn increasing attention in both academic fields

and general society, because the intense competition among Internet-based business to acquire

customers and retain the existing ones has made intelligent techniques an indispensable part of e-

commerce [294]. Case-based reasoning (CBR) systems, multiagent systems (MASs), and expert

systems (ESs) can be considered as some of intelligent techniques for e-commerce. This thesis

first examined CBR, intelligent agents, MASs, and e-commerce, then it investigated the

interrelationships between them from a logical viewpoint, a knowledge-based viewpoint, and a

business viewpoint. Finally it integrated them under one roof, and proposed the architecture of

CMB that is a system of integrating CBR and MAS in e-commerce, in particular in e-brokerage,

which is a special case of e-negotiation. In other words, the preceding investigation considered

CBR in e-commerce in a number of different contexts. In the most specific view, it considered a

systematic approach to theoretical case-based reasoning. More generally, it offered an approach

to case-based reasoning and a view of CBR, which is considered as an intelligent technique in

Web Intelligence. In the most general view, it considered CBR in the context of AI problem

solving techniques. The following sections will consider the originalities and contributions

offered by this thesis in each of these contexts, reviewing in the process the central themes of the

thesis. More specifically, this thesis has made some contributions to CBR, knowledge

 1. Introduction

2. CBR  3. EC 4. MAS

6. CBR + EC 7. CBR + MAS 8. MAS + EC

9. CBR + IA + EC

Fig. 10.1  Chapter 10 is outside the Boolean structure of PhD-thesis

10. Conclusions

5. GT of CBR

Boolean structure
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management and experience management, AI and MASs, Information Systems, Web Intelligence

as well Boolean Algebra. In what follows, these contributions in the mentioned fields will be

summarized in some detail. 

10.1  Contributions to Case-based Reasoning

This thesis developed a general theory of case-based reasoning (see Chapter 5). More specifically,

it explored similarity relations, similarity measures, similarity metrics, and distance functions in a

unified way and built an important relationship between similarity metrics and Euclidean metrics.

It examined similarity measures, similarity metrics and distance functions in a novel way and

extended the concept of similarity given by Zadeh, examined similarity relations, fuzzy similarity

relations, similarity metrics, and their relationships. It thus proposed six different types of

similarity relations and corresponding similarity metrics, each of which corresponds to some

cases in nature and society. The core idea behind this is the integration of similarity relations and

metrics into similarity metrics, based on investigation of similarity relations and traditional

metrics used in CBR. Another original idea is to understand the relation between transitivity in

fuzzy similarity relations and the triangle inequality in the plane from a new viewpoint, which has

been ignored by other researchers. 

Then it provided a theoretical formalization for building case bases with three novel algo-

rithms based on similarity relations and fuzzy similarity relations. It also proposed a  model for

case based reasoning. Furthermore it examined abductive CBR and deductive CBR and proposed

a unified model for integrating abductive CBR and deductive CBR. Finally it proposed rule-based

models for case retrieval based on similarity relations, fuzzy similarity relations, and similarity

metrics, and fuzzy rule-based models for case retrieval based on the composite rule of inference

of Zadeh [355]. Besides, the thesis also proposed a theoretical foundation for case adaptation and

a cyclic case adaptation model, which is a kind of similarity-based reasoning (see Chapter 2).

The developed general theory of case-based reasoning filled the gap that CBR has a lack of

theoretical foundation or formal methods, and moved CBR towards a firm theoretical foundation,

of which similarity or similarity-based reasoning is at the heart, just as relations are at the heart of

relational database [108]

R5
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10.2  Contributions to Knowledge Management and Experience Management

This thesis examined the relationship between knowledge and experience, between knowledge-

based reasoning and experience-based reasoning, and between knowledge-based systems and

experience-based systems. It then showed that knowledge is a concrete form of experience and

similarity-based reasoning is an operational definition of experience-based reasoning. If

perception can be considered as a new direction of artificial intelligence [350], then experience

management or experience-based systems are a promising research field of artificial intelligence1

and Web Intelligence

How to obtain the right knowledge in the right place at the right time is also a big issue for e-

commerce with the increasing information overload in the Internet. This thesis (see Chapter 3)

examined information overload and information brokerage with models.

Because of research and development of CBR we can say that we are already in the early

stages of an experience management revolution. In the near future, we will have the intelligent

experience management systems to produce, manage, and process experience in a domain. 

10.3  Contributions to E-commerce and E-business

This thesis (see Chapter 3) discussed the evolution from traditional commerce to e-commerce,

and examined three kinds of chains in e-commerce: value chains, supply chains, and agent chains.

It showed that the linear structure of the traditional value chain, supply chain, and agent chain can

be replaced by the most complex structure; that is, a complete graph-based structure, because the

dramatic development of the Internet and WWW makes communication free of the time

constraints and distance essentially zero. This thesis (see Chapter 3) also discussed transaction-

based e-commerce: B2B e-commerce, B2C e-commerce, and C2C e-commerce with models and

examples and argued that C2C e-commerce is also an important supplement to the major forms of

e-commerce: B2B e-commerce and B2C e-commerce.

This thesis (see Chapter 6) proposed a unified architecture for a CBR-based e-commerce sys-

tem which covers almost all mentioned activities and give new insight into the traditional CBR

cycle. Then it investigates CBR in intelligent support for e-commerce, product recommendation,

product configuration, and product negotiation respectively. Another of the contributions of this

1. http://em2002.aifb.uni-karlsruhe.de/call_for_papers.htm
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thesis (see Chapter 6) is the decomposition of case adaptation into problem adaptation and solu-

tion adaptation, which not only improves the understanding of case adaptation in traditional CBR,

but also facilitates the refinement of activity of CBR in e-commerce and intelligent support for e-

commerce.

This thesis also proposed a framework of CMB, a CBR system for multiagent brokerage,

which integrates CBR, intelligent agents and brokerage. The key insight is that an efficient way

for applying CBR in e-commerce is through intelligent agents or multiagent systems. Based on

the parsimony principles of intelligence and artificial redundancy in MASs, the thesis argued that

any practical MASs should satisfy:

• Only some necessary agents in the MAS have CBR ability

• Only some necessary agents are mobile

• Only some necessary agents are autonomous.

This thesis also (in Chapter 8) discussed the historic/social evolution of agents and brokers and

their relationship in bargaining processes using an agent and broker chain.

10.4  Contributions to Web Intelligence

As many people believed, the most important application field of AI in the 1980’s was expert

systems, while from the middle of the 1990’s the most important application field of AI is the

intelligent techniques for Web systems, around the Internet. This is Web intelligence. Web

Intelligence (WI) is a new direction for scientific research and development that explores the

fundamental roles as well as practical impacts of Artificial Intelligence (AI) and advanced

Information Technology (IT) on the next generation of Web-empowered products, systems,

services, and activities (see http://kis.maebashi-it.ac.jp/wi01/). Web intelligence has become a

lovely word for international conferences or workshops or journals or books1. 

WI is, at the moment, related to Web information systems environments and foundations,

human-media interaction, Web information management, Web information retrieval, Web agents,

Web mining and farming, and emerging Web-based applications (also see http://kis.maebashi-

1. The author used www.openfind.com to search for “Web Intelligence” and obtained 18,100 websites on 25th 

September 2002.
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it.ac.jp/wi01/). Intelligent techniques in e-commerce are an important component of Web Intelli-

gence. 

Generally speaking, almost all contributions of this thesis can be considered as one part of WI.

However, the most important contribution of this thesis to WI is its investigation into intelligent

techniques in e-commerce, which is mainly included in its Chapter 8. More specifically, this the-

sis (see Chapter 8) first reviewed intelligent agents in e-commerce; that is, agent-based e-com-

merce. Then it examined multiagent negotiation, which is the core of multiagent negotiation-

based e-commerce. Further it classified multiagent-based e-commerce into multiagent-based auc-

tion, multiagent-based mediation, and multiagent-based brokerage and gave a brief survey of

related works in each. Then it investigated multiagent brokerage. The main idea behind it is that

the work of human mediators, auctioneers, and brokers such as searching for the customer infor-

mation, matchmaking, and brokering should be done by a few intelligent agents in a cooperative

way. The thesis also argued that bargaining and compromise play an important role in negotia-

tion, in particular in brokerage.

Based on the characteristics of buyer agents, seller agents, and brokers, this thesis proposed an

architecture of a multiagent-based intelligent broker for the brokering process and argued that

such an architecture is an abstraction of human agents and brokers working in bargaining proc-

esses of brokerage. 

It should be noted that the new face of old expert systems is that the knowledge in the knowl-

edge base is all the available information on the Internet. The inference engine is all the tools for

accessing and processing the information on the Internet such as browsers, search engines or

metasearch engines, and information agents. This is a discentralized inference engine, in contrast

to the central inference engine in a traditional expert system. Nobody can control all possible

tools for accessing and processing the information on the Internet.

10.5  Contributions to Artificial Intelligence

This thesis examined the relationship of rule-based ESs (RBESs) and CBRSs (see Chapter 2). It

also investigated the relationship of CBR, traditional (deductive) reasoning, and fuzzy reasoning,

and argued that similarity-based reasoning is the common theoretical basis of CBR, fuzzy

reasoning, analogical reasoning (AR), and model-based reasoning (MBR), while deduction is the
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theoretical basis of similarity-based reasoning. It showed that CBR is a process reasoning, in

which a traditional reasoning paradigm plays a pivotal role in each stage of the process (see

Chapter 2).

From a methodological viewpoint, the research and development of the thesis can be justified

on three different grounds: from the point of view of general AI, from the most specific of multia-

gent systems, and from the approaches related to e-commerce [150] (p 174). From the viewpoint

of AI, at least negotiation can be pointed out which is relevant. AI may provide relevant method-

ological and technical solution to automated negotiation. From an viewpoint of MASs, auctions

are a conveniently scalable problem inside a general program of investigation in multiagent sys-

tem

From a viewpoint of distributed artificial intelligence, collaboration, cooperation, communica-

tion, and negotiation are main features of MASs [85], influenced by the work of Davis and Smith

in 1983 [59]. However, multiagent negotiation requires the automation of business negotiation

using MASs. In order to do so, this thesis also examined the relationship between bargaining and

compromise in negotiation, and argued that bargaining and compromise play an important role in

negotiation and in particular in brokerage. The further understanding of bargaining and compro-

mise is a necessary condition for automating negotiation and brokerage. 

10.6  Contributons to Multiagent Systems

This thesis showed that high-level intelligence of a system requires a more complex system

structure than low-level intelligence does in most cases (see Chapter 6). The intelligence level of

the MAS can be improved through coordination, cooperation, communication, and negotiation

among the agents within the MAS, although each of them may be less intelligent than an ES. The

thesis thus emphasized that simulation of human intelligence depends not only on the

computerized knowledge and reasoning of human experts, to which ESs have paid much

attention, but also on cooperation, coordination, and communication among the components

(agents) within an intelligent system, which MASs have emphasized. Therefore, ES technology

and MAS technology complement each other and their integration will facilitate the research and

development of intelligent systems. 
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This thesis also proposed knowledge-based models for integrating CBR systems and MASs.

Finally, this thesis (see Chapter 9) also examined the principle of intelligence parsimony and arti-

ficial redundancy of intelligence in MASs and proposed heuristic strategies for parsimony of

intelligence in development of MASs.

10.7  Contributions to Information Systems

Information systems is an applied discipline that studies the processes of the creation, operation,

and social contexts and consequences of systems that manipulate information. The creation and

operation of such systems requires the sub-processes of systems analysis, design, development,

and management which are bracketed at the beginning by social context and at completion by

social consequences [358]. Information systems (IS) play a fundamental and ever-expanding role

in all business organisations [276]. 

Because e-commerce, artificial intelligence, expert systems, system analysis are important

components of Information systems, the contributions of this thesis to e-commerce, e-business,

artificial intelligence, and Web intelligence are also important contributions to information sys-

tems. For example, intelligent techniques for e-commerce, examined in this thesis, will facilitate

research and development of information systems for e-commerce or Web intelligence.

10.8  Contributions to Boolean Algebra

As is well known, Boolean algebra has wide applications to science and technology. For example,

two concrete examples of Boolean algebra are switching circuits and logic gates. This thesis first

applied Boolean structure to its general architecture and integrated CBR, MAS and EC under one

roof, which can easily examine relationships between CBR and MAS and E-commerce from a

logical viewpoint. Therefore, applying a Boolean structure to the general architecture of the thesis

is of methodological significance.

The thesis also used Boolean algebra to examine the relationship of coordination, cooperation,

and communication, and showed that the simplest category is MASs without any of these three

“C”s, which can be referred to the classical knowledge-based systems (KBSs), while the most

complicated category is the MASs with all these three “C”s. Further, this model also paves the

way from KBSs to MASs (see Section 4.5.4)
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10.9  Future Work

It should be noted that e-commerce applications are just about to leave their infancy According to

Henry Lieberman and Sybil Shearin1, most e-commerce sites today are little more than electronic

catalogs of product offerings. Consumer input is limited to requirements questionnaires, search

engines, and accepting or rejecting particular offerings. But in complex purchases, such as real

estate, cars, or computers, it is often difficult to specify exactly what you want, and priorities and

preferences often change in the process of exploration. 

Furthermore, the potential of the Internet for truly transforming commerce is largely not real-

ized to date. A human buyer is still responsible for collecting and interpreting information on

merchants and products, making decisions on merchants and products and finally entering pur-

chase and payment information. However, intelligent agent technologies can be used to automate

several of the most time consuming stages of the business process for example, information brok-

ering and product brokering. Therefore using intelligent techniques in e-commerce has become an

interesting topic for research and development of e-commerce. Integration of CBR and multia-

gent systems in e-commerce is just such an attempt. However, how to formalise or computerize

experience in e-commerce, in particular in mediation, negotiation, and brokerage is a big issue.

Therefore in future work we will further study real world scenarios in the brokerage field, in par-

ticular to incorporate with a real brokerage firm to apply the proposed integrated models of CBR

and MASs to improve the on-line brokerage.

In our view, CMB is at the very beginning of research into integration of CBR, multiagent

systems in e-commerce. What we have attempted is to fuse CBR and MASs in e-commerce to

develop new technical possibilities of intelligent e-commerce. Our research on software is still in

its early infancy, but we hope to be able to provide a first “proof of concept” for intelligent e-com-

merce. In future work we intend to explore applications of the proposed approaches

The design and analysis for implementing CMB in Chapter 9 leads to a lot of new issues in

order to implement the architecture of CMB, for the effectiveness, efficiency, and security of the

system architecture. As future work, we will implement a prototype e-brokerage place based on

the architecture of CMB, to evaluate the chosen software tools and technology and as a means to

1. see URL:http://www.media.mit.edu/research/sig.php?type=sig&id=7
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look for the human brokerage partners who have interest in transferring the traditional brokerage

into e-brokerage using intelligent agents and CBR technology. We will also explore some imple-

mentation details such as the communication between buyer agents and seller agents during the

brokerage. 
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