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ABSTRACT

Children regularly turn to search engines (SEs) to locate school-related materials.

Unfortunately, research has shown that when utilizing SEs, children do not always

access resources that specifically target them. To support children, popular and

child-oriented SEs make available a safe search filter, which is meant to eliminate

inappropriate resources. Safe search is, however, not always the perfect deterrent as

pornographic and hate-based resources may slip through the filter, while resources

relevant to an educational search context may be misconstrued and filtered out.

Moreover, filtering inappropriate resources in response to children’s searches is just

one perspective to consider in offering them the right resources, as aspects that are

key for this audience are overlooked, including reading level, resource subjectivity,

or the context of the search (i.e., educational setting). To verify impediments of

existing SEs in response to children’s searches conducted at school, we conduct several

empirical studies on well known SEs: Google, Bing, their safe search counterparts,

Kidrex and Kidzsearch. Based on our findings, we present KiSuRF, a novel filtering

and ranking strategy that not only eliminates inappropriate resources while retaining

education-relevant ones, but also simultaneously examines multiple qualitative as-

pects of online resources in order to offer suitable ones. Empirical studies conducted

using diverse datasets, including one comprised of children’s search sessions in the

school setting, showcase (i) the usefulness of simultaneously integrating evidences

from multiple perspectives in order to inform resource suitability detection, and (ii)

the correctness and effectiveness of KiSuRF in prioritizing child-suitable resources.
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CHAPTER 1

INTRODUCTION

Popular Search Engines (SEs) like Google [65], Yahoo [161] and Bing [31] facilitate

access to web resources. In response to a recent survey, more than half of Americans

indicated that they turned to SEs at least once a day, with a majority reporting their

preference for Google [77]. With children being introduced to the web at increasingly

young ages [73, 118], the use of SEs is not limited to mature audiences.

According to Rowlands et al. [133], young children turn to SEs daily as their

first “port of call for knowledge”. Children’s use of SEs goes beyond accessing online

gaming, social networking and other sites that interest them, as they also utilize

these tools for school work. In the USA, schools now regularly use SEs [84], as

teachers assign information discovery tasks to their students both within and outside

the classroom [138]. Early exposure to SEs can help children build foundational skills

crucial in a knowledge-rich society [103]. However, search literacy is not always part

of the K–12 curriculum [140] and popular SEs are not always equipped to guide

children’s searches.

Research has shown that children’s use of SEs is different from adults, the popu-

lation for whom SEs were designed [68, 70]. Due to their unique search behaviors,

children cannot always complete successful searches. In addition to problems that

may stem from poor query formulation, as children are known to struggle with it
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[113, 149], notable challenges are attributed to children identifying resources that are

relevant to their search. Unlike adults, who select retrieved resources in an unordered

style as they can identify relevant resources by examining snippets, children’s selection

style is sequential, i.e., they scan from the top to the bottom of the result list [68].

Additionally, children favor resources on the first page, and barely notice that other

result pages exist [50, 74]. Children’s preference for linear resource selection, coupled

with the fact that they may not have sufficient skills to analyze and identify relevant

resources when using their favorite SEs [28, 70, 154], make it essential that resources

relevant to their search are positioned higher in the ranking.

Another problem related to unsuccessful searches is the inclusion of resources in

the result set that are not necessarily relevant. On one hand, this can be due to

the inclusion of ambiguous terms in a query, which naturally leads to resources

pertaining to diverse topics; not all of them targeting the information needs of

children. For example, consider a child looking for a popular game using the query

“sand castle”. Among the top–10 resources retrieved by Google (shown in Figure 1.1),

we find resources that refer to a water park, a movie, and a restaurant, positioning the

resource that best reflects the query intent lower in the ranking. On the other hand,

irrelevance can be attributed to lack of comprehension. Resources may not align

with children’s reading skills and developmental levels, making it difficult for children

to understand their content. This is important to address, as children’s experiences

with SEs can affect their motivation to use the web, their skill to adequately use re-

sources for their personal and educational interests, and their exposure to information

beneficial for enhancing their mental capability [59].

We argue that to better serve children, it is imperative that SEs consider the

purpose of a search, in addition to explicitly addressing resource suitability, and thus
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Figure 1.1: Screenshot of Google’s result page for the query “sand castle”. The black
rectangle indicates a resource matching the query intent.1

prioritize resources that are relevant to a child’s search context. In this thesis, we take

resource suitability to be comprehensive, considering the fact that it differs per user

and context. We treat as suitable resources that include appropriate contents, i.e., do

not contain pornography or hate-speech content; a child can comprehend based on

his / her reading skills; are objective; and are relevant for education-related searches.

Examining the suitability of retrieved resources is not a trivial task. Differentiating

1Screenshot generated for the query “sand castle” in June 2018.
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content relevant to a search context versus content relevant to a query is a common

challenge in Information Retrieval [63, 160] which is yet to be solved from a child’s

perspective. For example, for the query “frozen”, Google treats a Wikipedia page

as the most relevant result: while the retrieved content matches the query term, it

cannot be comprehended by a young child due to content complexity.

In order to offer a better search experience for children, popular SEs make available

a safe search filter [42] that is meant to disregard resources with inappropriate

contents, such as violence-related and sexually explicit materials. Unfortunately,

in some scenarios, safe search may be too restrictive: it might filter resources that

are adequate to an educational context but happen to include terms that might be

misconstrued as unsafe. For example, Kidzsearch’s safe search interprets searching

for resources pertaining to “breast tissue” as inappropriate, and therefore does not

retrieve any results (see Figure 1.2). This can be problematic when children are

given school research assignments related to the human anatomy subject, as this

would prevent them from locating the right resources. Moreover, some resources

considered unbefitting for children slip through the filter. Alternatively, there are

SEs designed exclusively for children which adopt safe search and aim at addressing

problems children might encounter when conducting online searches. Among these

child-oriented SEs, popular ones include Kidzsearch [98], Kidrex [97], Kiddle [96],

and Yahooligans (now Yahoo! kids). Unfortunately, the same aforementioned safe

search issues affect these child-oriented SEs. Additionally, in some cases, these SEs

manually select resources to be indexed [55, 75], limiting the amount of resources

they make available. Even though SEs explicitly designed for children may improve

their search experience [90, 93], children still prefer to use popular ones [59]. Thus,

it is imperative that popular SEs provide resources that are suitable in response to a
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child’s query [72].

Figure 1.2: Kizsearch retrieves no result for the query “breast tissue”.

Research focused on offering suitable web resources in response to a query is not

novel. However, efforts dedicated for this purpose when it comes to children is limited,

as it only addresses either resource readability levels [39] or inappropriate content

[14, 16, 54, 88], thus not offering a comprehensive solution. For instance, if used in

the classroom setting, SEs such as Google and Kidzsearch filter resources using their

safe search options [24], but this means that only those resources containing sexually

explicit or violence-related content are disregarded [66]. Yet, resource comprehension,

degree of objectivity, and educational pertinence is not ensured.

In this thesis, we limit our scope to children in the 3rd - 5th grades, as children

within this range are known to exhibit similar search traits [59]. As opposed to

leisure-related searches which cover a broader scope of topics, we focus on the retrieval

of resources in response to information discovery tasks in the classroom setting.

We first discuss the empirical analysis conducted on a number of SEs to understand

how they fare in preventing children from accessing inappropriate resources, as well
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as in prioritizing resources in response to queries that are meant to satisfy educational

information needs. In response to the findings, we designed KiSuRF–Kids Suitable

Resource Ranker and Filter. KiSuRF is a novel filtering and ranking strategy meant

to complement the retrieval functionality of popular SEs. KiSuRF goes beyond tradi-

tional safe search by examining retrieved resources from multiple perspectives in order

to quantify the degree to which their content is unsafe for children, retaining those

that include terminologies common among children’s school subjects, and prioritizing

suitable ones.

In designing KiSuRF’s filtering strategy, we explore several qualitative aspects

in order to determine if resources should indeed be filtered. For KiSuRF’s ranking

strategy, we consider three perspectives for resource analysis: Readability, Objectivity,

and Educational Pertinence. By considering the readability of resources, KiSuRF

ensures that resources retrieved are of the reading level expected for children in

the 3rd – 5th grades. In examining the degree of objectivity in retrieved resources,

KiSuRF is able to prioritize those that are non-opinionated, as children may not

have sufficient skills to judge the quality of resources [28, 154]. By quantifying the

education relevance of resources, KiSuRF ensures that children access resources that

respond to educational standards, such as Common Core State Standards [45], Next

Generation Science Standards [44], and Idaho Content Standards [85], which outline

educational topics defined for children in the K–12 grade levels. During the research

process, we found that there is no existing information source such as knowledge bases,

taxonomies, or ontologies, that allow us identify specific concepts and their relatedness

in the educational domain. To respond to this limitation, we take advantage of a deep

learning based architecture and create a novel education-domain knowledge base that

captures relations among educational concepts and topics at different grade levels.
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In order to validate the correctness and effectiveness of KiSuRF, we conducted

an in-depth study. We performed several experiments to evaluate each perspective

considered in the design of KiSuRF. To ensure that KiSuRF is able to eliminate

inappropriate resources while retaining those with educational terminologies, we com-

pared KiSuRF’s filtering strategy with safe search filters available on popular SEs, as

well as child-oriented ones. We also demonstrate the overall effectiveness of KiSuRF’s

ranking strategy by examining the rank assigned to resources known to be suitable for

children’s educational search tasks with and without using KiSuRF to complement

the retrieval functionalities of popular SEs.

The main contributions of this thesis are fourfold:

• Limitations and lessons learned as a result of an empirical analysis conducted

on selected SEs in terms of handing searches conducted by children in an

educational setting.

• A filtering and ranking strategy that responds to the limitations found as a

result of our empirical analysis, as well as compliments SE retrieval functionality

by simultaneously considering multiple perspectives in order to offer children

suitable web resources.

• A number of new datasets, including one comprised of children’s search

sessions, which can be of benefit to the research community as one primarily

for children is not readily accessible.

• A novel education-domain knowledge base that includes K–12 educational

topics and concepts relations at different levels, which is also a benefit to the

research community as, to the best of our understanding, a knowledge base

specific to the educational-domain does not exist.
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The rest of this manuscript is organized as follows: In Chapter 2, we discuss

background literature pertaining to children’s use of SEs in the classroom setting, safe

search filters, and related work on personalization and ranking strategies. In Chapter

3, we present the results of the empirical analysis we conducted to identify limitations

of existing SEs when filtering and ranking resources in response to children’s queries.

Thereafter, in Chapters 4 and 5, we introduce KiSuRF, along with the experimental

analysis conducted to validate its performance. Lastly, in Chapter 6, we offer some

concluding remarks and directions for future work.
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CHAPTER 2

BACKGROUND AND RELATED WORK

In this section, we provide an in-depth discussion regarding children’s use of SEs in

the school environment, as well as safe search filters. We also present related work

on diverse aspects of personalization and ranking strategies.

2.1 Children’s use of Search Engines in the Classroom

The use of SEs is now becoming a “valuable asset for children’s education, as it

encourages learning, enhances the class environment, and introduces children in the

early stages of their lives to today’s information society” [20]. In schools, SEs are

often used by children to locate information for educational tasks: from looking up the

meaning of words and finding math formulas, to addressing history-related inquiries

for which it usually takes longer to find answers for when using printed books [101].

Unfortunately, children are known to fail to complete successful searches [67], which

could lead to frustration and discourage them to continue their engagement with

search tools [59]. The lack of search success is in part correlated to their insufficient

skills in formulating effective queries or in identifying relevant resources [28, 70, 154].

Search literacy could help with the development of these skills, but unfortunately, it

is not always part of the K–12 curriculum [140]. The use of SEs designed exclusively

for children could also help them complete successful searches and thus improve their
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overall search experience. Yet, children still prefer to use popular SEs [59]. In fact, in

a recent survey, 94% of participants who were teachers reveal that their students

are likely to use Google for school assignments, as opposed to child-specific SEs

[128]. This serves as an indication that children should either be provided with

some form of assistance whenever they utilize their preferred SEs [59] or that instead

mainstream SEs should be adapted so that they can offer children a better experience.

This adaptation can be in the form of guidance for query creation or prioritization

of resources that address their information needs in the educational context, which

happens to be the focus of this thesis.

2.2 Safe Search

In order to prevent children from accessing inappropriate content when locating

information of interest on the web, popular SEs along with their child-oriented coun-

terparts, adopt safe search functionality [5, 7, 13]. Safe search is meant to filter

resources with inappropriate content, such as pornography and hate-speech [7, 87],

hence, offering a better and safer search environment. Traditional safe search filters

may, however, be limited to blacklisted terms and URLs, which can be challenging to

update: while blacklisted URLs may be ineffective as they keep changing, blacklisted

terms may be deterred by “homographs.”1 Moreover, safe search is not always the

perfect deterrent [51]. On the one hand, resources with inappropriate content pass

through the filter, a fact we empirically verified in Chapter 3. On the other hand,

safe search has been known to be too strict and filter resources that are relevant to

users’ information needs and the context of their searches. For instance, as of June

1Homographs are words that have the same spelling but may not be pronounced similarly and
have different meanings.



11

2018, Kidrex’s safe search filter prevents the retrieval of any resources for the query

“coco movie”. This should not be the case, especially given the number of available

resources that are related to this particular information need and are suitable for

children (see Figure 2.1).

(a) Kidrex. (b) Bing.

Figure 2.1: Resources retrieved for the query “coco movie”.

2.3 Personalization of Web Resources

Personalizing the retrieval of resources in order to satisfy diverse user needs and

their preferences is a challenging task, as evidenced by the body of work in this area

[15, 30, 34, 38, 89, 99]. This typically requires researchers to analyze implicit feedback

or user behavioral information, which depends upon the existence or inference of a user

profile, that may include age or previous search sessions. Obtaining this information

in the case of our target audience is difficult, as children’s online privacy rules, e.g.,

the Children’s Online Privacy Protection Act (COPPA) [61], Family Educational

Rights and Privacy Act (FERPA)[150], and General Data Protection Regulation

(GDRP) [57], prevent archiving identifiable information. Still, we argue that there
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are a number of perspectives that can be explored to improve tailoring of resources so

that they match children’s needs and search context, even if that cannot be done on

an individual basis. We discuss some attempts to consider such aspects in the quest

for improving search tasks for children.

2.3.1 Readability

Results of an in-depth analysis of children’s search sessions on Google demonstrate

that most resources retrieved on the web have reading levels that target mature

readers [26]. Based on a recent survey, Bilal and Boehm [27] identify that out of 300

results retrieved in response to queries written by seventh graders, only one match

their reading level. These findings were further verified by Vajjala et al. [151] who

compute the readability of the top–10 retrieved results on Google for 50 test queries

and observe that the reading levels of these resources are relatively high [151]. These

assessments offer supporting evidence for the need to retrieve resources that match

children’s reading levels.

Personalization based on reading levels has received attention in recent years

[29, 40, 53, 147]. To compute text complexity of resources, existing works rely

on html-based features [40]; which are known to offer limited perspective on the

resource level. Researchers also take advantage of traditional readability formulas

[29, 40, 53, 147]. Among popular readability formulas, we find Flesch reading ease [58],

which examines shallow features such as the average length of words and sentences

in a resource in order to assert its difficulty. This formula was enhanced in order

to align text difficulty with grade levels in the well-known Flesch Kincaid formula

[100]. Several other formulas, including Spache [145] and Dale-Chall [35], also utilize

shallow features in addition to a list of keywords to estimate the complexity of a
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resource. Most of these formulas, however, lack accuracy, especially in dealing with

web resources [21, 142].

2.3.2 Educational Relevance

Traditionally, research on identifying documents relevant to a domain rely on tech-

niques based on statistical models [134], decision trees [130], or support vector ma-

chines [159]. Advancements in this research area have led to new approaches that

depend upon information sources such as ontologies [111, 112] and knowledge bases

[139, 156], as these capture conceptual information in documents. Popular ontolo-

gies used include DBPedia [105] and Medical Subject Headings-MESH [82], whereas

popular knowledge bases include Probase [158] and Freebase [33]. Neither of these

sources target the K–12 audience, nor are known to directly map to educational stan-

dards, e.g., Common Core State Standards and Next Generation Science Standards.

Furthermore, to the best of our knowledge, a knowledge base designed particularly

for the educational domain is non-existent.

Strategies on automatically identifying the relevance of a given document to

the educational domain has received limited attention from the research community

[135, 159]. The authors in [159] outline particularities of educational materials and

use a SVM classifier trained on TF-IDF weights extracted from labeled educational

documents, to predict if a document is educational. Instead, the authors in [135]

examine domain terms common among resources categorized for K–12 students and

use affinity mitigation, a clustering-based-approach. The aforementioned strategies,

however, center on analyzing individual terms in documents, which can fail to capture

conceptual or semantic meanings [107]. Examining the latter can influence the process

of correctly determining what a document as a whole is about and the degree to which
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its content is educational. Moreover, classification of resources as non-educational is

not applicable in the context of ranking of resources in response to a query (the focus

of our work). In this case, it is necessary to instead quantify the degree to which a

resource is educational and use that score to inform ranking strategies.

2.3.3 Objectivity

Resources on the web are not limited to reputable or fact-based sources [19]. As

children do not always have sufficient skills to analyze the quality and reliability of

resources [154], it is essential for resources presented to young users to be objective.

This would help in removing the need for them to qualify the correctness of expressed

opinions, i.e., they might not be able to properly judge if they are reading resources

written by experts whose opinions are reliable.

Research on objectivity detection has received a lot of attention over the years

[36, 69, 92, 95, 132]. Most work focuses on examining the objectivity of social media

resources such as tweets, forums, and movie reviews [69, 95]. Researchers also dedicate

efforts to detecting objectivity on web resources, such as blogs and news articles

[36, 92, 132], which usually contain longer texts. Some of the existing techniques for

objectivity detection rely on pre-defined lexicons to determine the degree to which

resources contains vocabulary that map to opinion words [120]. Others depend upon

a classification-based approach [36], where resources are labeled as being subjective

or objective.

Although subjectivity / objectivity detection is prominent in the area of Natural

Language Processing, especially given its correlation with opinion mining tasks, it

has not been explicitly adopted to enhance SE retrieval tasks.
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2.3.4 Target Audience

A number of researchers have dedicated efforts to detecting the right set of web

resources to retrieve in response to queries formulated by young children [53, 54, 71,

72, 104, 123]. Eickoff et al. [53] analyze features such as text complexity, result

presentation, and ease of navigation. The authors in [54] extend the work in [53] and

include ethical information (i.e., the proportion of ads in a resource) for filtering non-

child-friendly resources. To prevent children from accessing inappropriate content,

such as pornography, hate speeches and vulgar terms, Patel et al. [124] use a term

weighting technique to create features for classifying web pages. Gupta et al. [71]

develop a search filter, in order to give a child age appropriate content. They extend

their work in [72] by designing an algorithm that makes a child securely access a

filtered content, by redirecting the query to the child’s educational interest instead of

blocking the retrieved resource.

None of the aforementioned strategies, however, simultaneously consider different

aspects of child-friendliness and result inappropriateness when determining resources

that specifically target young children.

2.4 Ranking Web Resources

As one of the major tasks of the search process, ranking strategies have been well

studied [18, 41, 76, 79, 121, 144]. In addition to Google’s Page Rank [121] algo-

rithm that assigns importance to a web page by counting the number and quality

of links pointing to it, other well-known ranking algorithms include Topical Page

Rank [79] and Trust-Rank [76], which prioritize resources from a specific topic and

minimize spam, respectively. It is also worth mentioning attempts to enhance ranking
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algorithms for a number of domain-dependent tasks by considering features such

as geographical references [144], the readability [41], or a combination of semantic

and information theoretic techniques [18] for determining the relevance of retrieved

resources. The aforementioned algorithms, however, focus on a more general audience.

Compared to adults, children seldom have the experience to identify relevant

resources [28, 154], which makes it imperative for high quality, child-suitable resources

to be ranked higher on the result list. Unfortunately, little research addresses the

retrieval and ranking of high quality resources for children. Gyllstrom et al. [75]

prioritize resources in response to a child’s search query by designing a linked-based

algorithm that ranks web pages according to their appropriateness for children. Fur-

thermore, Bilal et al. [27] use an approach that involves children, mediators and

researchers evaluating and ranking resources based on its relevance from a child’s

perspective. The aforementioned strategies, however, only consider ranking resources

based on single aspects, unlike KiSuRF, which prioritizes resources for children

by simultaneously considering a number of perspectives, such as their: readability,

objectivity, and educational value.
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CHAPTER 3

EXAMINING THE LIMITATIONS OF FILTERING AND

RANKING STRATEGIES

A number of researchers have dedicated efforts to the design and development of

strategies that aim to improve children’s experience when performing search discovery

tasks [20, 22, 49]. However, there is no empirical evidence in the literature of how

existing SEs fare in handling the resources retrieved for children’s queries, let alone,

searches they conduct in the educational setting. This prompts us to ask questions

which we use to guide our analysis on the limitations of ranking and filtering strategies

of existing SEs: (i) are SEs too restrictive when it comes to locating resources in

response to educational information discovery tasks?; (ii) does safe search always

disregard sexually explicit resources?; (iii) are safe search filters effective in filtering

web resources that potentially promote violence?; (iv) do SEs retrieve resources that

match the reading abilities of school-aged users?; (v) are educational resources ranked

high for education-relevant searches?; and (vi) do SEs prioritize specific web domains?

3.1 Search Engines

In conducting our empirical analysis, we consider six different SEs: Google, Bing, their

safe search counterparts, Kidrex, and Kidzsearch. We examine Google and Bing, as

previous research shows that they are favored by children [59]. We also consider
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the safe search options offered by these SEs, as we are particularly interested in

investigating how the filters available on children’s preferred SEs handle both unsafe

and educational resources. Kidrex and Kidzsearch are two popular SEs included

among several child-oriented SEs [12], which is why we consider them in our empirical

analysis.

Resources retrieved by Google, Bing, and their safe search counterparts were

accessed through their API services [6, 9]. Being that Kidrex and Kidzsearch do

not make available a search API, we wrote a web scraping script to perform search

and retrieval tasks.

3.2 Data Sources for Empirical Analysis

For SE analysis purpose, we rely on a diverse collection of data sources.

• DMOZ Open Directory Project (ODP). This is a collection of web re-

sources categorized by human annotators. In this data source, resources have

been categorized by age groups, i.e, kids, teenagers and adults, as well as

information types such as news, politics, economy, weather, and sports.1 We

extracted resources in the following kids categories: health, news, entertain-

ment, school, and sports. These categories were selected because they represent

diverse information types that children seek for both their educational and

leisure search inquiries [123].

• IDLA Resources. Upon collaboration with Idaho Digital Learning Academy

(IDLA),2 a K–12 educational institution in Idaho, we gathered a collection of

1http://dmoztools.net/
2https://idiglearning.net/
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66,000 educational resources. These resources have been labeled with their sub-

jects and grade levels by educators, and refer to subjects such as Mathematics,

English, Health, Science, and Government. For analysis, we extracted the 4,000

resources that were related to children’s health and science subjects.

• List of Bad Words. This list includes 1,400 keywords that have been identified

as sexually explicit by Google.3

• Hate-speech Dictionary. We created a dictionary using 1,040 hate speech

lexicons compiled by hateBase,4 a repository of hate speech language. Addi-

tionally, we included a refined collection of hate-based and offensive language

n-grams created by the authors in [47].

• Hate-speech Resources. We gathered a collection of 3,000 hatespeech web

resources, which were compiled by Hate Speech Movement,5 a site known to

report websites that promote violence. We sampled 1,000 of these resources for

analysis purposes.

• Children’s Queries. We gathered a collection of 115 queries written by

approximately 50 children performing search discovery tasks in an educational

setting.6 The children were in the 4th - 5th grade levels, and conducted all their

searches under the supervision of their teacher at Garfield Elementary school

in Boise, Idaho.

3https://code.google.com/archive/p/badwordslist/
4https://www.hatebase.org/
5https://nohatespeechmovement.org/
6IRB approval number: 131-SB16-103
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3.3 Empirical Analysis and Discussion

We present and discuss the results of the empirical analysis conducted to understand

the effectiveness of SEs in retrieving resources in response to search tasks initiated

by school-aged children. In our experiments, we use a number of queries to simulate

the search process and evaluate only the top–10 retrieved results. We only consider

these results as existing research shows that children do not go beyond the first page,

usually containing the 10 most relevant resources, when conducting search tasks [74].

3.3.1 Are SEs too restrictive when it comes to locating resources in

response to educational information discovery tasks?

To investigate how SEs fare in terms of retrieving resources for educational searches,

we simulate a context where a child would initiate a search that pertains to subjects

taught at school. In order to create queries used in this analysis, we randomly

sampled phrases (of up to tri-grams) relating to children’s health and science subjects,

extracted from the IDLA data source (introduced in Section 3.2). This resulted in

Edkw, a list of the top–1000 n-grams, selected according to their TF-IDF scores.7 We

then examine the number of times SEs under study fail to retrieve results in response

to these searches.

As shown in Table 3.1, child-oriented SEs, i.e., Kidrex and Kidzsearch, failed to

retrieve resources for some of these searches. Google (with and without the safe search

option) retrieved results for all of these searches, whereas Bing safe search retrieved no

results for 1%. We found that some searches that led to no results were initiated with

queries like “drug” or “breast tissue” (see Figure 3.1). Based on the K–12 curriculum,

7TF-IDF–is a weighting scheme that is used to reflect the importance of a word in a document,
as well as among a collection of documents in a corpus.
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these searches could be relevant to children’s biology, human anatomy, and science

subjects. In designing SE retrieval algorithms, it would beneficial to instead effectively

examine the content of the retrieved resources or consider the context of the search,

when determining if a resource should be filtered.

Table 3.1: Percentage of searches initiated with queries in Edkw that led to no results.

Search Engine
Searches that Retrieve

No Results

Bing 0%
Bing (Safe search) 1%
Google 0%
Google (Safe search) 0%
Kidrex 5%
Kidzsearch 3%

(a) Kidrex does not retrieve results
for the search initiated with the query
“drug”, which relates to inquires on a
child’s health and science subject.

(b) Kizsearch retrieves no result in re-
sponse to the query “breast tissue”,
which pertains to human anatomy sub-
ject, common in the K-12 curriculum.

Figure 3.1: Examples that showcase limitations of Kidrex and Kidzsearch in handing
queries with terms relevant to children’s educational health and science subjects.

3.3.2 Does safe search always disregard sexually explicit resources?

We investigate the performance of safe search filters available on SEs in handling

sexually explicit content–one of the main goals of safe search [7]. In doing this, we

initiate the search with queries containing sexually explicit terms, which we create by
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randomly sampling 1,000 keywords from the list of bad words described in Section

3.2. We refer to these queries as Bkw.

Being that there is no ground truth to determine if a website includes sexually

explicit content, we turn to an online tool: Web Shrinker.8 This tool assign categories,

such as educational, adult content, news, and entertainment, to resources. We then

compute the percentage of searches which retrieved at least one result categorized as

“adult content”. It is important to note that we exclude Google and Bing from this

analysis, as they are not meant to filter explicit resources.

As showcased in Table 3.2, Kidzsearch and Kidrex performed better when com-

pared to the other SEs in terms of not retrieving resources that contain sexually

explicit materials. In fact, for 39% and 57% of the searches respectively, Kidzsearch

and Kidrex retrieved no results. Note that retrieving no resource for queries in Bkw

is an advantage, as it indicates that the SE accurately identifies the search context

to be inappropriate. On the opposite spectrum, Google’s safe search retrieved results

for 95% of these searches, while Bing retrieved for approximately 71%. Having

resources with sexually explicit content slip through the filter is problematic, as

parents specifically turn on safe search options available on SEs for preventing their

children from accessing inappropriate content.

Table 3.2: Assessment of SEs in responding to searches formulated for accessing
sexually explicit content.

Search Engine
Searches that

include Sexually Explicit Content Retrieves No Results
Bing (Safe search) 33% 29%
Google (Safe search) 16% 5%
Kidrex 14% 39%
Kidzsearch 9% 57%

8https://www.webshrinker.com/
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3.3.3 Are safe search filters effective in disregarding resources that po-

tentially promote violence?

We examine how safe search filters available on SEs under study perform when it

comes to retrieving resources that contain hate speech and offensive language, as

materials that promote violence are considered inappropriate for children [87]. For

doing this, we use a number of queries with terms containing hate-based keywords to

simulate the search process. We create these queries–which we refer to as Hkw–by

randomly selecting 1,000 lexical items from the hate speech dictionary introduced in

Section 3.2. Similar to the assessment performed in Section 3.3.2, we compute the

percentage of searches that retrieve at least one resource categorized as hate-based.

We also exclude Google and Bing from this analysis, as they were originally not

designed to disregard violence-related resources. To the best of our understanding,

there is no ground truth that determines the degree to which a document is violence-

related. As a result, we rely on the hate speech detection algorithm introduced in

[47], in order to label resources that contain either offensive language or hate speech.

Although this algorithm was originally designed to detect hate-speech or offensive

language on tweets, we empirically verified that it was able to accurately label 95%

of the Hate-Speech resources described in Section 3.2 to be hate-based. Moreover, it

labeled all kids resources extracted from DMOZ as non-hate-based.

As shown in Table 3.3, safe search filters available in Google and Bing retrieved

more resources labeled to be violence-related, when compared to Kidzsearch and

Kidrex. Again, retrieving no resource for searches initiated using queries in Hkw

is an advantage, as it indicates that the safe search filter on the corresponding SE

is able to identify the context of the search to be inappropriate. Our results also
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show that Google and Bing retrieved resources respectively for 95% and 98% of these

searches, which was higher when compared to that of Kidzsearch and Kidrex. This

prompts the need for further improvement in filtering strategies available on popular

SEs, as children may be unwittingly exposed to content that promote violence, when

conducting their educational or leisure searches.

Table 3.3: Assessment of SEs in handling searches conducted with the aim of accessing
violence-related content.

Search Engine
Searches that

include Violence-related Content Retrieves No Results
Bing (Safe search) 22% 5%
Google (Safe search) 23% 2%
Kidrex 15% 12%
Kidzsearch 11% 15%

3.3.4 Do SEs retrieve resources that match the reading abilities of school-

aged users?

According to Lennon and Burke [106], a reader can comprehend a text when he /

she understands 75% of its content. This is why it is imperative that the resources

retrieved in response to children’s queries match their reading abilities when they

conduct searches. With this in mind, we investigate the reading levels of resources

retrieved in response to searches conducted by children in an educational setting.

To simulate a child’s search process, we sampled 100 queries, which we refer to as

Kqry, from among the children’s queries introduced in Section 3.2. To determine the

average readability of the retrieved web results, we explore a number of readability

formulas: Flesch Kincaid [100], Dale-Chall [35], Spache [145], and Smog [115]. We

consider these formulas, as existing research have demonstrated their applicability in

determining reading levels in web documents [25, 151].
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As shown in Table 3.4, the average grade levels among the resources retrieved for

queries in Kqry were relatively high. Most of them happen to be four to six grades

above that of children that formulated these queries, i.e., children in the 4th and

5th grades. Results from this analysis demonstrate the need to consider the reading

abilities of a child when prioritizing retrieved resources. Although a resource may be

relevant to information needs expressed in the queries used to trigger the search, they

may be completely irrelevant if the child can not understand its content.

Table 3.4: Average grade levels computed for top–10 results retrieved for queries in
Kqry.

Search Engine
Readability Formulas

Flesch Kincaid Smog Dale-Chall Spache
Bing 9th 8th 9th 5th

Bing (Safe search) 9th 8th 9th 5th

Google 9th 8th 10th 6th

Google (Safe search) 9th 8th 10th 6th

Kidrex 11th 8th 9th 5th

Kidzsearch 11th 8th 9th 5th

3.3.5 Are educational resources ranked higher for education-related

searches?

Recall that children tend to analyze results on the first page when conducting searches

[74]. Thus, in the context of educational searches, it would be beneficial for relevant

educational resources to positioned higher on the ranked list of resources. With this in

mind, we investigate how SEs respond to educational searches–particularly how they

position educational resources retrieved for these searches. This is different from the

analysis conducted in Section 3.3.1, as here we focus on the ranking of the resources

instead of the filtering.
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In performing this analysis, we simulate the search process using queries we created

by extracting the titles of resources known to be educational. We refer to these queries

as Eqry. For this purpose, we sampled 1,000 educational resources from the IDLA

data source (introduced in Section 3.2). We treat as the ground truth the URLs of

the web resources from which we extracted the titles. We then explore the percentage

of searches that retrieve the URLs for the corresponding queries, i.e., their titles, as

well as the average position the SEs assign to these URLs.

As showcased in Table 3.5, the child-oriented SEs underperformed in terms of

retrieving the corresponding URLs for queries in Eqry. In fact, Kidrex assigned a

lower position to most of the educational resources, when compared to other SEs.

We also observe that Google (with and without safe search) is less stable than its

counterparts for positioning the education-relevant resources higher on the ranked

list, as evidenced by the variance in the ranking assigned to these resources. This

is problematic, being that Google is the SE most favored by children [128], when

conducting educational search tasks.

Given that children are known to select resources in order, the relatively low

average position assigned to educational resources is a concern. This increases the

likelihood of children not even looking at educational-relevant resources retrieved by

SEs due to their low ranking position. In the end this could prevent access to the

right resources; in turn, leading to an unsuccessful educational search session.

Knowledge from this analysis informs us about the need for improving SE retrieval

strategies, as the benefits of assigning a higher position to educational web resources

for education-related searches is clear.
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Table 3.5: Assessment of the effectiveness of SEs in handling educational searches
initiated using queries in Eqry.

Search Engine
Searches that Retrieve the

exact URL
Average position Variance

Bing 27% 5th 1.58
Bing (Safe search ) 27% 5th 1.70
Google 26% 5th 3.64
Google (Safe search) 27% 5th 3.12
Kidrex 24% 5th 1.59
Kidzsearch 23% 6th 1.39

3.3.6 Do SEs prioritize specific web domains?

A myriad of information sources exist on the web, containing URLs that showcase

their domain names and suffixes. Educational web domains use the domain suffix

“.edu” [52], while commercial domains like Amazon or StackOverFlow use the suffix

“.com” [8]. Other popular domain suffixes are “.org”, which is used for educational

and non-profit organizations, as well as “.net” and “.gov”, used by Government

entities and by organizations [8]. In order to examine the degree to which the afore-

mentioned domains are prioritized in response to educational searches, we conduct an

empirical analysis. To simulate the searches conducted in an educational environment,

we use Kqry (introduced n Section 3.3.4), and compute the average position of the

resources retrieved in response to these queries for each of the domain suffixes under

study.

As shown in Table 3.6, across the SEs under study, educational resources were

consistently ranked low, which is a problem as these searches were education-related.

On the other hand, commercial websites were repeatedly positioned first or second on

the results list, which was anticipated, as the domain suffix of the most visited sites

on the web is “.com”, based on the Alexa ranking statistics.9 “.org” websites were

9Alexa is a well known organization that provides statistics on top-ranked websites world wide
[4].
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also more favored than “.edu”, as they consistently appeared on the 2nd position.

Table 3.6: Average ranking assigned to resources from different domains for searches
initiated using queries in Kqry.

Search Engine
Average position

of Searches with Domain from

Wikipedia .org .gov .com .edu .net
Bing 3rd 2nd 4th 2nd 18th 12th

Bing (Safe search) 3rd 2nd 4th 2nd 17th 12th

Google 5th 2nd 4th 1st 36th 26th

Google (Safe search) 5th 2nd 4th 1st 36th 25th

Kidrex 4th 2nd 6th 1st 30th 21st

Kidzsearch 3rd 2nd 14th 2nd 24th 18th

In addition to examining domain suffixes, we investigate the average position

assigned to Wikipedia pages, being that this information source tends to appear

for majority of online searches on Google and Bing [10]. As seen in Table 3.6,

Wikipedia pages are ranked higher than the educational resources by all the SEs,

which should not be the case as the latter may be more informative and suitable from

a child’s perspective. Existing research show that web resources appealing to children

may contain few texts and more graphics [68], which is not common in Wikipedia

resources. Consequently, as children seldom have sufficient skills to judge the validity

of the information they access [28, 154], it would be useful to position educational

resources higher than those from Wikipedia, for searches conducted by children in an

educational setting.

3.4 Lessons Learned

We presented the results of an empirical analysis which informs us about limitations

that might hinder the retrieval of resources relevant to school-aged users conducting

searches in an educational environment. Among the investigated SEs, Kidrex and

Kidzsearch were more effective than the general-purpose ones in filtering sexually
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explicit and hate-speech content. However, these SEs underperformed when respond-

ing to educational searches, as they sometimes failed to retrieve resources for these

searches and positioned educational resources low on the result list. This was also

an issue we found with Google and Bing (including their safe search counterparts)

which performed poorly in eliminating resources containing inappropriate content.

Moreover, all the SEs under study retrieved resources that were of a higher reading

level than for children that conducted the search (4th and 5th grades).

The knowledge gained from these experiments indicates the need for designing and

developing a strategy that simultaneously and explicitly integrates several aspects in

retrieving resources for children’s educational searches, which is what we discuss in

the next Chapter.
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CHAPTER 4

KiSuRF: A MULTI-PERSPECTIVE STRATEGY FOR

OFFERING SUITABLE WEB RESOURCES TO

CHILDREN

We introduce KiSuRF–Kids Suitable Resource Ranker and Filter–a strategy that

complements SE functionality by addressing the limitations of existing SEs when

responding to searches pertaining to children’s educational information discovery

tasks. We first discuss tools and text processing operations applied in the design

and development of KiSuRF. Thereafter, we present details of its architecture for

filtering and ranking resources.

4.1 Programming Language and Tools

In designing KiSuRF, we use Python due to its versatility. We also relied on

Seaborne, Matplotlib, and GGplot for visualizations, along with tools and libraries

which we outline below.

Natural Language Toolkit (NLTK) [32]. This is a text processing and machine

learning toolkit that offers several capabilities, including tokenization, stemming,

part-of-speech tagging, and chunking.



31

PyEnchant [94]. The Pyenchant library spell-checks words written in several lan-

guages including English, German, Spanish, and French. This library also has the

functionality to suggest the most likely correct spelling for a given misspelled word.

TLDExtract [102]. The TLDExtract toolkit offers capabilities to segment a URL

based on its domain name, suffix, and sub domain name.

Sci-kit Learn [125]. Sci-kit learn is a machine learning toolkit that offers several

data mining and analysis libraries, in addition to classification, regression, clustering,

and dimension reduction algorithms.

Requests [129]. This is a Apache2 Licensed HTTP library that makes it possible to

access the response data of retrieved resources in json and xml formats.

Beautiful Soup [131]. The Beautiful Soup library offers capabilities to iterate,

search, and extract information from a URL, and thus, is suitable for web scraping.

TensorFlow [148]. This is an open source software library for high performance

numerical computation, commonly used for machine learning and neural network

applications.

4.2 Text Extraction and Processing

In the context of our work, we focus on websites retrieved by SEs, which in addition

to textual content, include HTML tags, cascading style sheet (CSS), and JavaScript.
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For analysis of retrieved resources, we remove all non-textual contents, and examine

information obtained from their main page, meta tags, and anchor tags. Furthermore,

we perform a series of text processing operations, common in Information Retrieval,

in order to make extracted raw content suitable for computer models to interpret.

Tokenization. Tokenization is the process of extracting sequences of strings, i.e.,

tokens, from a piece of text [46]. These tokens may be in the form of a word,

punctuation, number, or acronym. To tokenize resources, we use the NLTK library

(introduced in Section 4.1). We normalize the extracted tokens by removing all

punctuations. An example of a tokenized sentence is showcased in Table 4.1.

Table 4.1: Example of text processing operations performed on a sample sentence
extracted from the children’s book “Alice’s Adventures in Wonderland” written by
Lewis Carroll, where NN–noun, VBD–verb in the past participle, VBG–verb in the
present participle, JJ-adjective, and PRP–pronoun.

Sentence ALICE was beginning to get very tired of sitting by her sister on the bank.
Tokens ALICE was beginning to get very tired of sitting by her sister on the bank .

Remove
Stop words and
Punctuations

ALICE beginning tired sitting her sister bank

Parts of Speech NN VBG JJ VBG PRP NN NN

Stop Words Removal. Stop words are function words that contribute to the

structure of a sentence but have little meaning on their own. These words are

commonly articles or prepositions, such as “the”, “a”, “for”, and “it” [46]. By

discarding stop words, we improve processing time, while retaining informative words.

To identify and remove stop words, we depend upon the stop list provided by NLTK.

An example of a sentence after removing stop words is seen in Table 4.1.

Part of Speech (PoS) Tagging. In Natural Language Processing, PoS tagging is

the process of labeling a word in a text with its part-of-speech based on the context
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in which the word appears in that text [46, 143]. We show an example of the words

in a sentence tagged with their respective PoS in Table 4.1. We use the NLTK PoS

tagger, which was originally trained on the Penn TreeBank tag set containing 36 PoS

tags for the English Language.1

Stemming. Stemming is the process of reducing several variations of a word into

a common root or stem [46]. These words may differ as a result of plurals, verb

tenses, or suffixation. We consider stemming, as this helps to reduce the vocabulary

size, which in turn improves processing time. To stem words, we use the snow ball

stemmer made available by NLTK. We showcase an example of different words that

map to a common stem in Table 4.2.

Table 4.2: Example of different variations of the term “stay” and their corresponding
stem.

Original Word stay stays staying stayed
Stem stay

4.3 Design Overview of KiSuRF

KiSuRF aims to retrieve resources considered suitable for school-aged children. It

does so by relying on filtering and prioritization steps based on supervised and semi

supervised learning. KiSuRF first applies a novel filtering approach that does not

only disregard resources considered unsafe for children, i.e., violence-related and sexu-

ally explicit content, but retains those that are relevant to a child’s educational search

context. Thereafter, KiSuRF simultaneously examines the remaining resources from

multiple perspectives in order to prioritize the ones that match the reading ability

1https://www.ling.upenn.edu/courses/Fall 2003/ling001/penn treebank pos.html
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of a child in the 3rd – 5th grades; that are objective; and of educational value. We

outline the architecture of KiSuRF in Figure 4.1.

Figure 4.1: Architecture of KiSuRF, which complements existing SEs by filtering
resources with inappropriate content and prioritizing the ones that are suitable to a
child in terms of readability, objectivity, and educational value.

4.4 Data Sources used in the Design and Development of

KiSuRF

In designing KiSuRF, we depend upon on a number of data sources for analysis.

• Sexually Explicit Resources - Expres. We gathered 4,000 web resources

that have been categorized as Sexually Explicit and Adult News on Alexa, an
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online directory that assigns categories to resources based on their global traffic

rank and the type of information they contain.

• Hate-Speech Resources - Hateres. We use the same set of hate-speech

resources described in Section 3.2.

• Kids Safe and Unsafe Resources - Ksafe. We extracted 14,000 documents

labeled as safe and unsafe for children using resources in Expres and Hateres

as the unsafe ones, as well 7,000 resources from DMOZ (described in Section

3.2) which we label as safe for children.

• Wikipedia Resources - Wikires. This collection consist of 1,700,000 Wikipedia

articles.

• Educational and Non-educational Resources - Diverseres. We extracted

the descriptions of 3,000 children educational books from Teachers Pay Teachers

which we label as educational resources. We treat as non-educational, 600

celebrity news articles extracted from InTouch Magazine [1], as well as 600 re-

sources each pertaining to sports, weather, economy and politics made available

in [91].

4.5 Eliminate Inappropriate Resources

KiSuRF first examines resources and applies a filtering strategy that disregards the

ones with inappropriate content while retaining those that potentially match the

educational information needs of children.
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4.5.1 Quantify the Degree of Sexual Explicitness in Resources

In order to measure the degree to which a retrieved resource R exhibits sexual

explicitness, we compute a number of numerical data points that examine R’s main

content Rcon, meta tag Rmeta, as well as the title attribute of all its anchor tags

Ranc title.

Sexual Explicitness in Resource Content. Resources with adult content are

known to contain a high frequency of sexual explicit terms [124], which is why we

capture this information using two data points:

DP 1 Unique Count of Sexually Explicit Words, which we measure as the distinct

count of words in Rcon that correlate with words in the list of bad words

introduced in Section 3.2.

DP 2 Proportion of Sexually Explicit Words, which we measure as the total count of

words in Rcon that match terms in the aforementioned bad list, divided by the

total number of words in Rcon.

Upon analysis of resources in Expres, we noticed misspellings in their content that

map to inappropriate words, e.g., “phukk” and “masterba3”. We argue that these

websites intentionally spell inappropriate terms incorrectly, in order to pass through

certain web filters, much like safe search. To capture this information, we consider

two more data points:

DP 3 Unique Count of Misspelled Sexually Explicit Words, which we measure as the

distinct count of misspelled2 words in Rcon that exist in a list of misspelled

sexually explicit lexicons (introduced in Section 3.2).

2To identify misspelled words, we rely on the enchant library described in Section 4.1.
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DP 4 Proportion of Misspelled Sexually Explicit Words, which we measure as the total

number of misspelled words in Rcon that exist in the aforementioned list, divided

by the total number of words in Rcon.

Sexual Explicitness in Resource Meta Tag. In building websites, designers

often use the meta tag to provide an overall site description [11]. We explored Expres

and verified the inclusion of representative terms in descriptions embedded in their

meta tags. For instance, frequent keywords we found among resources in Expres

include “sex” and “hardcore” in the meta tag. For this reason, and following the

premise proposed by the authors in [108], we examine information embedded in this

tag. In doing this, we create data points DP 5 and DP 6, which we compute as

described in DP 1 and DP 2 but applied to Rmeta.
3

Sexual Explicitness in Resource Anchor-tag. A hyperlink, usually defined

with an anchor tag, is used to link a website to other websites–which we refer to

as target websites [153]. Common attributes present in the anchor tag are the

“href” and “title”. The former contains the URL of the target website, while the

latter is often used by designers to include the main title or description of the

target website [83]. Based on an initial analysis of websites in Expres, we observed

that they contained hyperlinks to other websites that conveyed the same type of

information, e.g., educational websites mostly linked to other educational websites,

whereas pornographic websites linked to other pornographic websites. Moreover, we

found representative keywords of the target website in the title attribute, which is

what prompts us to examine information extracted from this tag. We consider two

3We sampled resources in Expres and verified that the meta tags rarely included misspellings.
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other data points focused on Ranc title, DP 7 and DP 8, which are computed as in

DP 1 and DP 2.

4.5.2 Determine the Degree to which Resources Promote Violence

Similar to the assessment outlined in Section 4.5.1, we examine Rcon, Rmeta, and

Ranct title, in order to quantify the degree to which retrieved resources potentially

promote violence, i.e., contain hate-speech and offensive language.

Hate-speech in Resource Content. Hate speech is common among resources

where users write comments on contradictory topics, including politics, relationships

or race, as well as on social sites, such as Twitter and Facebook [47, 48]. These sites

are known to include a high frequency of hate-words in their content [48], motivating

us to examine two data points.

DP 9 Unique Count of Hate-Based Words, which we measure as the distinct count of

words in Rcon that correlate with words in the dictionary of hate-based words

introduced in Section 3.2.

DP 10 Proportion of Hate-Based Words, which we measure as the total count of words

in Rcon that match terms in the aforementioned bad list, divided by the total

number of words in Rcon.

Hate-speech in Resource Meta-tag. When examining resources in Hateres, we

observed that a high percent of them contained hate-based keywords in the meta tags

(see Figure 4.2). With this in mind, we create two data points DP 11 and DP 12,

computed as described in DP 5 and DP 6, but applied to Rmeta.
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Figure 4.2: Example of a hate-based content embedded in the meta tag of Nigger-
Mania, a site known to promote hate-speech.

Hate-speech in Resource Anchor-tag. To account for representative hate-based

terms embedded in title attributes of resource anchor tags, we also consider two

data points DP 13 and DP 14, calculated as discussed for DP 5 and DP 6, but on

information we extract from Ranc title.

4.5.3 Retain Education-relevant Resources

One of the main motivations of KiSuRF is to ensure it retains educational resources

even if they happen to contain terms that in isolation may be misconstrued as being

inappropriate by safe search filters. To do so, KiSuRF quantifies the extent to which

R is educational by analyzing terminology common among educational searches.

As a way to capture educational terminologies in Rcon, we use the IDLA re-

sources introduced in Section 3.2. From this collection, we only examine resources

for children’s health and science subjects, as they are most likely to include terms

that are often misinterpreted as inappropriate by filters much like safe search, when

compared to other subjects like Mathematics or Social Sciences. We then compute

TF-IDF on terms extracted from this collection, in order to identify the top significant

educational n-grams. We consider n-grams of size 1, 2, and 3, i.e., uni-grams, bi-grams

and tri-grams, as they were sufficient for capturing educational contextual information

without excessively increasing the feature dimension space. We treat the set of 10,000

most informative n-grams, i.e., the ones with the highest frequency across the IDLA



40

resources after removing stop words, as our educational vocabulary V .4 Note that

for IDF, we take advantage of an external collection Wikires, so as to quantify the

significance of the terms in V . Following this, we represent Rcon as a TF-IDF vector

representation of V , which we define as Rcon vec.

Due to the high dimensionality of Rcon vec, which is usually sparse, we reduce

it into a small number of relevant data points. Doing this helps to reduce the

computational cost for learning models without affecting the resource representation.

We follow the premise by the authors in [136] by applying the truncated Singular

Value Decomposition (SVD) technique [64], which has shown positive results for text

mining tasks [37, 126, 136]. When using this technique, we are required to indicate

the desired dimension, i.e., number of principal components which is also known as

the eigenvalue, for the output vector. We determine this number by selecting the best

“eigenvector” of the covariance matrix of the data, i.e., the eigenvectors corresponding

to the largest eigenvalue. To select the eigenvalue, we first represent resources in Ksafe

as a matrix, Matrix(Ksafe) consisting of TF-IDF weights, as shown below.

Matrix(Ksafe) =



x11 x12 ... x1j

. . .

. . .

xi1 xi2 ... xij


where xij is the TF-IDF weight of the jth term for the ith resource in Ksafe, i = 1, 2,

..., |Ksafe|, and j = 1, 2, ..., |V |.

We depend upon the sklearn implementation of truncated SVD, and initially set

the desired number of principal components to its initial dimensions size. We then

4We depend upon the scikit-learn toolkit for implementing TF-IDF.
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select the eigenvalue (number of components) with enough variance that explains

Matrix(Ksafe). As seen in Figure 4.3, an eigenvalue of 1,000 was sufficient for this

purpose, as the cumulative variance explained at this point is close to 1. Following

this, we use this value as the new dimension size of Rcon vec, hence creating the data

point below:

DP 15 Vector Representation of Rcon which Reflects Terms Common among Children

School Subjects, which we compute as the reduced dimension of Rcon vec using

the truncated SVD.

Figure 4.3: Cumulative scree plot showing the number of principal components
suitable for reducing the dimension of TF-IDF vectors used in representing resources.

4.5.4 Aggregate Data Points for Filtering

To showcase the influence of the data points presented in Sections 4.5.1- 4.5.2 (and

summarized in Table 4.3) in terms of determining whether a document is safe, we
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computed Pearson’s correlation among data points and the class (i.e., label) repre-

senting whether a resource is safe or not. For this analysis, we depend upon resources

in Ksafe. We do not include DP 15 in the correlation analysis, as this would require

that we present the TF-IDF vector of each resource as one single numerical value.

As illustrated in Figure 4.4, the data points that best correlate with the label (kid

safe or unsafe) are DP 2, DP 6, and DP 10, which correspond to the hate speech and

inappropriate words proportion in Rcon, as well as the inappropriate words proportion

in Rmeta. These correlations indicate the relevance of the corresponding data points

in terms of determining whether a document should be filtered or not. Furthermore,

these data points are negatively correlated with the class, meaning that the more hate

speech or inappropriate word in a resource content, or the more inappropriate words

in its meta tag, the more likely it is considered unsafe. We also considered pairs of

data points and observed that examined pairs do not exhibit high correlation among

each other, indicating that they indeed describe resources from different aspects, and

as a result, need to be considered in tandem in identifying (un)safe resources.

To aggregate all data points outlined in Section 4.5, KiSuRF uses Random Forest

[127], a supervised learning algorithm that “collectively combines tree predictors such

that each tree depends on the values of a random vector sampled independently and

with the same distribution for all trees in the forest” [127].5 In our context, we

represent R as a tuple of the form 〈DP 1, DP 2, ... DP 15 〉. We then use this as

input to the Random Forest classifier, and get as output a label that indicates if R

should be filtered.

5We empirically verified in Section 5.2.6 that Random Forests was the model best suited for
designing KiSuRF’s filtering strategy.
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Table 4.3: Overview of KiSuRF’s filtering data points.

Data Point Analysis Type Definition
DP 1 Sexual explicitness Unique count of sexually explicit words in resource content

DP 2 Sexual explicitness Proportion of sexually explicit words in resource content

DP 3 Sexual explicitness
Unique count of misspelled sexually explicit words in resource
content

DP 4 Sexual explicitness
Proportion of misspelled sexually explicit words in resource
content

DP 5 Sexual explicitness Unique count of sexually explicit words in resource meta tags

DP 6 Sexual explicitness Proportion of sexually explicit words in resource meta tags

DP 7 Sexual explicitness Unique count of sexually explicit words in resource anchor tags

DP 8 Sexual explicitness Proportion of sexually explicit words in resource anchor tags
DP 9 Promotes violence Unique count of hate-based words in resource content
DP 10 Promotes violence Proportion of hate-based words in resource content
DP 11 Promotes violence Unique count of hate-based words in resource meta tag
DP 12 Promotes violence Proportion of hate-based words in resource meta tag
DP 13 Promotes violence Unique count of hate-based words in resource anchor tag
DP 14 Promotes violence Proportion of hate-based words in resource anchor tag

DP 15 Educational terms
Vector representation of resource content which reflects terms
common among children school subjects

4.6 Prioritize Suitable Resources

In order to prioritize resources that are suitable for children, we analyze the remaining

resources based on their readability, objectivity, and educational pertinence.

4.6.1 Estimate the Reading Level of Resources

To prioritize resources that school-aged children can comprehend, KiSuRF estimates

the readability of R in DP 16. In doing this, we use the Spache reading index [145].

This readability formula examines shallow features, e.g., average sentence length,

and depends upon a list of simple words,6 in order to estimate the reading level of a

resource. We consider this readability formula, as existing research has demonstrated

its applicability in determining the reading levels of web resources [113], a fact which

we empirically verified in Section 3.3.4.

6The Spache list of simple words is found in: http://www.readabilityformulas.com/articles/spache-
formula-word-list.php
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Figure 4.4: Correlation among analyzed data points in KiSuRF’s filtering strategy.
Color represents the polarity of correlation, and bubble size indicates correlation
strength.

DP 16 Spache Readability Index of Resource Content, Rcon, which we measure by

applying Spache formula described in Equation 5.13 to Rcon.

Spache = (0.141× ASL) + (0.086× PDW ) + 0.839 (4.1)

where ASL is the average length of sentences in Rcon and PDW is the percentage of

difficult words.7

7The Spache formula determines a word to be difficult if it does not exist on a list of Spache’s
simple words.



45

4.6.2 Quantify the Degree of Objectivity in Resources

The proliferation of resources on the web have presented opportunities for people to

voice their opinions, some of which do not convey fact-based information [19]. Popular

resources known to contain opinionated content are blogs, online forums, as well as

other popular social media sites such as Facebook and Twitter. Being that children

may not have the right skills to evaluate if a resource contains the right information

[154], we want to ensure that in responding to educational online quests, we prioritize

resources with a high level of objectivity.

To detect R’s degree of objectivity, we adapt the language-model-based approach

introduced by the authors in [92]. The authors define objectivity scores for resources

by examining their content in order to determine if they are more likely to contain

vocabulary common among objective or subjective documents. In designing our

objectivity scoring model, we build subjective and objective language models using

Equation 4.2 and Equation 4.3.

θS : {PML(wi|θO) =
c(wi, CS)∑

wjεVcS
c(wj, CS)

=
C(wi, CS)

|CS|
}|VCS

|
i=1 (4.2)

θO : {PML(wi|θO) =
c(wi, CO)∑

wjεVcO
c(wj, CO)

=
C(wi, CO)

|CO|
}|VCO

|
i=1 (4.3)

where CS and CO represent subjective and objective collections, and VCS
and VCO

represent the respective vocabulary of these collections.

We also build a language model for the resource content, Rcon, on-the-fly using

Equation 4.4.

P (wi|θ̂Rcon) =
c(w,Rcon) + α∑

wiεZ
c(wi, Rcon) + α |Z|

(4.4)
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where P (wi|θ̂Rcon) is the probability distribution for all words in Rcon, α is a smoothing

parameter and Z is the length of Rcon’s vocabulary.8

We therefore use as DP 17, the objectivity score of Rcon, which we compute as

Equation 4.5.

DP 17 = −(D(θo||θRcon)−D(θs||θRcon)) (4.5)

whereD(θo||θRcon) andD(θs||θRcon) are computed using KL divergence [152], as shown

in Equation 4.6. KL divergence quantifies the similarity between the probability

distribution of Rcon and the reference language models, i.e., subjective or objective.

D(Θ1||ΘRcon) =
∑
wεV

P (w|θ1)log
P (w|θ1)
P (w|θRcon)

(4.6)

where θ1 represents the reference subjective or objective language models and θRcon

represents Rcon’s language model.

4.6.3 Quantify the Degree to which Resources are Educational

In order to prioritize resources that satisfy educational information needs, we also

examine R’s educational value. To accomplish this, we take advantage of a number

of data sources that allow us to examine relations in Rcon from educational and non-

educational perspectives. Thereafter, we compute a number of qualitative indicators

which we use to determine the degree to which R is educational.

8This computation was different from the one defined by the authors, who instead use a two-stage
smoothing approach for building the resource language model.
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Examined Data Sources for Educational Pertinence

To inform the design process for mapping resources to the K–12 curriculum, we rely

on Probase [158], as well as on a knowledge base that captures K–12 curriculum

terminology.

1. Education Domain Knowledge Base. As discussed in Section 2.3.2, to

identify information relevant to a specific domain, researchers rely on ontologies,

taxonomies, or knowledge bases. While these sources allow us to capture concep-

tual information in documents, they do not explicitly exist for the educational

domain. To address this limitation, we create a novel educational knowledge

base: EduKB.

Design. A knowledge base is known as a conceptual or semantic network,

which contains relations among words and their respective concepts. By using

an education-specific knowledge base, we hypothesize that we would identify

concepts and topics relevant to the K–12 curriculum. In this context, we refer

to educational concepts as abstract or general ideas that are representative of

K–12 topics. For instance, “shapes” and “angles” are concepts that are relevant

to the educational topic “Geometry”.

Educational Topic and Concept Pairs. In designing EduKB, we first need

resources so as to leverage information that is relevant to the K–12 curriculum.

In doing this, we rely on educational standards as guidelines.

• Common Core State Standards - CCSS. Established in 2009, the

common core is a set of college and career-ready standards for children in
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kindergarten through 12th grade in English Language and Mathematics

[45]. Some English Language topics include Phonetics and Metaphors,

while some Mathematics topics are Geometry and Ratios.

• Next Generation Science Standards - NGSS. The NGSS are science

content standards that set expectations of what children should know in

science related subjects such as Chemistry, Biology, and Solar System [44].

The NGSS enables teachers the flexibility to design classroom experiences

that enhance children’s interests in science.

• Idaho Content Standards - ICS. ICS details what children in Idaho

Public schools should know at the end of each grade in subjects including

Sciences, English, and Social Studies [85]. We depend on ICS to identify

topics relating to children’s Social Studies subjects.

We use the aforementioned educational standards to identify educational topics

specific to each grade level, as well as educational concepts aligned with these

topics. We then use this information to manually create hasA and sameAs

topic-concept pairs for different K–12 grade levels. 9 We explicitly create 4,100

relationships of the form:

- Grade level “hasTopic” Topic

- Topic “hasConcept” Concept

- Concept “sameAs” Concept

9“hasA” is a relationship type that is used to indicate that an instance is a reference to another
instance of the same class or category. On the other hand, “sameAs”, as defined by “owl”, is used
to declare two items or instances to be identical [78].
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We include in Figure 4.5, a sample of relationships used for creating EduKB. We

are aware that relations in EduKB identified using the aforementioned standards

may not be sufficient to explicitly infer connections, e.g., while “biodiversity”

may be relevant to “science” and “biology”, this connection may not explicitly

exist. To this effect, we also rely on WikiBooks, an external knowledge base that

allows us identify concepts relevant to children elementary school subjects.10

WikiBooks is a Wikipedia community hosted for the purpose of creating a

free library of educational text books. Connections in WikiBooks are inferred

based on page categories, as illustrated in Figure 4.6. In this case, web pages

about “stars” and “universe”, are related based on their higher level page

category “planet”, which would also be related to “science”. Thus, we use

this information to indicate the relevance of concepts “stars” and “planet” to

“science”. In using WikiBooks, we first extract all the web pages categorized for

Kids and Elementary School Students. Following this, we also create 1,672,000

hasA relations among these web pages based on their inter-connectivity, i.e.,

how they link among each other. After creating the link pairs, we extract their

page titles. To ensure that we have informative relation pairs, we first extract

tokens from their titles and strip them of stop words, characters, and words not

in the English dictionary. Finally, we use these concept pairs to inform relations

already in EduKB.

Contextually Relate Topics and Concepts. We take advantage of a deep

learning based methodology in order to relate concepts and topics that occur

in the same context. For instance, the concept “shapes” should be contextually

closer to the topic “geometry” than to the topic “ratio”, even though these topics

10https://en.wikibooks.org/wiki/Wikijunior
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Figure 4.5: Sample of pairs with hasA and sameAs relation type in EduKB.

Figure 4.6: A description of Wikipedia category hierarchy [141].

are both related to the subject “Mathematics”. To capture contextual relation-

ships among pairs in EduKB, we depend upon a model based on word2vec

[117], which we use to create an embedding11 for each concept and topic in

EduKB. Word2vec is a state-of-the-art algorithm introduced by Mikolov et al.

[117], that can be used to create numerical embeddings for representing words

in a textual document [162]. Word2vec relies on a two-layer neural network,

for processing un-labeled documents. We use the skip-gram architecture for

building our word2vec model. In this case, the word2vec model takes topics or

concepts as an input, and then tries to predict its neighbors or the surrounding

context topics and concepts. An important benefit of using word2vec is that it

11An embedding is a mapping from discrete objects, such as words, to n-dimensional vectors of
real numbers.
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allows us to group vectors of similar topics or concepts together.

In order to train the educational word2vec model, we rely on the pairs that we

used in designing EduKB. We use each of the pairs as input to the model, so as

to get as an output, each topic or concept, along with its respective embedding.12

In our work, we capture contextual similarity between relation pairs in EduKB

using the cosine similarity [23] of their embeddings. By doing this, we are able

to identify contextually similar educational topics and concepts, as well as the

K–12 grade level they relate to. We show an example of a sample topic and

concept relation using EduKB in Figure 4.7.

2. General Perspective Knowledge Base. In our work, we take advantage of

Probase [158], which is a general-purpose knowledge base, in order to identify

concepts in resources from a general perspective. Probase is a probabilistic

semantic network containing over 12 million instances, i.e., terms, 5 million

unique concepts and 85 million isA relationships. This knowledge base was built

from public data–billions of web pages, and is made available for only research

purposes. Compared to other popular knowledge bases, such as WordNet [62]

and FreeBase [33], we use Probase because it provides more fine grained concepts

and covers a variety of worldly facts, as it is trained on a huge number of web

data [158].

Setup and Candidate Topics and Concepts Generation Process

In this section, we detail the strategy we use in extracting relevant topics and concepts

from R.
12It is important to note that we set the number of dimensions for our embeddings to 300, as prior

work have empirically verified this dimension size to be effective for capturing contexts [155, 157].
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Figure 4.7: A sample of hasA relations among K–12 topics, concepts, and grade
levels defined in EduKB for the topic “Geometry”.

Candidate Term Extraction. In order to extract educational topics and

concepts from R using EduKB, it is imperative that we first identify informative

terms from Rcon, which allows us map R to the K–12 curriculum. To do so,

we treat nouns from Rcon as the representative terms for capturing the content.
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This has proven to be an effective strategy, which we empirically verified in

Section 5.2.4. To identify the nouns, we pre-process Rcon, extract all its tokens,

and tag them with their respective PoS. We then use the candidate selection

approach proposed by the authors in [162]. To reduce the number of possible

term candidates, the authors compare the input (representative terms in our

case) against an index of all their relevant entities (in our case we compare these

terms against entries in EduKB). We know that some terms may not explicitly

exist in EduKB as a result of non-exact match or in having different variations,

i.e., plurals vs. singulars, and verb tenses. To address this limitation, we

normalize each term extracted from Rcon, by replacing it with the one in EduKB

that share the same root form with it. For instance, if the term “dimensional”

is extracted from Rcon and does not exist in EduKB, whereas “dimension”

does, based on our normalization strategy, “dimensional” will be replaced with

“dimension”. Following this, we select the top-20 most frequent informative

terms in Rcon. 13

• Educational Topic Extraction. In using EduKB, our aim is to extract

relevant K–12 educational topics from Rcon. To do so, we extract the most

similar candidate topics for each informative term extracted from Rcon using

the cosine similarity between the embedding of each term and that of topics

in EduKB. We treat as the most similar topics, those that have a similarity

score with respect to each term, above 0.85. We set the similarity threshold

α = 0.85, as we found that the contextual similarity among most relations in

EduKB were between 0.85 and 1.

13We empirically verified in 5.2.4 that using the top-20 nouns was best suited for this strategy.
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To ensure that we capture relevant topics out of the candidate topics for each

term, we select the ones that are inter-connected, i.e., the ones that had overlaps

among the topic candidates identified for each term. We show an example of

the process in which we extract educational topics in Figure 4.8.

Figure 4.8: An example of educational topics extracted from a sample resource.

Educational Concept Extraction. Other than being able to identify edu-

cational topics, EduKB allows us to map resources to concepts, i.e., their main

ideology from an educational perspective. To identify concepts in Rcon, we also

use the informative terms extracted from Rcon, and extract the most similar

concepts each of these terms map to. We then select the top-20 most frequent

concepts across the total collection of candidate concepts identified for these

terms.

Probase Concept Extraction. As discussed previously, we depend upon

EduKB solely to identify K–12 topics and concepts from resources. Using

EduKB alone may not be comprehensive enough to allow us to identify what a

resource as a whole is about, as it focuses on just the educational domain. We

know that resources may have more general concepts, hence, it is important that

we quantify the degree to which general concepts identified in a resource are
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more dominant than the educational ones. To identify these general concepts,

we turn to Probase. Unlike our word2vec-based strategy that is able to identify

concepts using the contextual similarity approach, Probase identifies concepts

using a probabilistic approach. In this case, concepts for the word “orange”,

such as “fruit”, “movie”, and “color”, are selected and ranked based on the

probability of each of them being identified with the word “orange”. For

instance, the probability scores of “fruit”, “movie”, and “color” are 0.4, 0.1

and 0.5 respectively.

In using Probase, we identify the top concepts identified by their probabilistic

scores for each term extracted from Rcon. It is important to note that we

removed noisy candidate concepts, i.e., high level concepts such as “objects”,

“elements”, and “thing”, that tend to appear for all instances in Probase. We

then follow the same concepts selection strategy detailed for EduKB, in order

to extract general concepts from Rcon using Probase.

Qualitative Indicators for Examining Resource Educational Value

To quantify the degree to which R pertains to the education-domain, we create several

qualitative data points based on Rcon. Based on an assessment we conducted using

resources in Diverseres (see Section 4.4), we found that in most scenarios, non-

educational resources did not map to educational topics, which was also the case for

educational concepts. This prompted us to create four data points:

DP 18 Unique Number of Educational Topics, which we measure as the distinct count

of educational topics extracted from Rcon using EduKB.
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DP 19 At Least One Topic, which is a binary data point indicating if an educational

topic was extracted from Rcon. In this case, 1 indicates that a topic was

extracted, and 0 indicates otherwise.

DP 20 Unique Number of Concepts, which we compute as the distinct count of educa-

tional concepts identified from Rcon using EduKB.

DP 21 Proportion of Non-Educational Key Terms, which we measure as the number of

informative terms extracted from Rcon that did not map to concepts in EduKB

divided by the total number of its informative terms.

We create three additional data points by examining Rcon using Probase.

DP 22 Unique Number of Probase Concepts that are Educational, which we compute

as the number of concepts extracted from Rcon using Probase, that mapped to

concepts in EduKB.

DP 23 Significance of Rcon from Educational domain versus General Perspective, which

we compute as the number of Probase concepts extracted fromRcon that mapped

to concepts in EduKB divided by the number of Probase concepts extracted

from Rcon that did not map to EduKB.

DP 24 Proportion of Probase Concepts that are Educational, which we measure as the

number of of concepts extracted from Rcon using Probase that exist in EduKB

divided by the total number of Probase concepts extracted from Rcon.

4.7 Integrate Qualitative Aspects

To simultaneously integrate evidences from each aforementioned perspective for rank-

ing purposes (summarized in Table 4.4), KiSuRF adopts Gradient Boosting Regres-
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sion [60], a supervised machine learning algorithm useful for both classification and

regression tasks. Gradient Boosting Regression refers to an algorithm where decision

trees are used with a boosting strategy. A decision tree is a predictive modeling

approach that uses a tree-like graph or model of decisions in order to make decisions.

Each tree-node represents a question and the branches are the consequences of answers

to that question. Like the decision tree, each node in the Gradient Boosting strategy

is assigned a label, which informs the decision process for prediction or classification

purposes.

Table 4.4: Overview of KiSuRF’s ranking data points.

Data Point Analysis Type Definition
DP 16 Readability Spache readability index of resource content
DP 17 Objectivity Objectivity score of resource content
DP 18 Educational value Unique number of educational topics in resource content
DP 19 Educational value At least one topic in resource content
DP 20 Educational value Unique number of concepts extracted from resource content
DP 21 Educational value Proportion of non-educational key terms in resource content

DP 22 Educational value
Unique number of probase concepts extracted from resource
content that are educational

DP 23 Educational value
Significance of resource content from educational domain
vs. general perspective

DP 24 Educational value
Proportion of probase concepts extracted from resource
that are educational

In the Gradient Boosting Regression, predictors on each node of the decision

tree are made sequentially, as opposed to independently, like the Random Forests

[127]. The idea behind this algorithm is that subsequent predictors learn from the

previous mistakes of previous ones, hence, taking less time to reach close to the actual

predictors. As a result, each observation have unequal probabilities of occurring in

subsequent models. Some of the benefits of Gradient Boosting models as mentioned

in [60], include that they:

• Are efficient
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• Reduce bias

• Achieve high accuracy when compared to other machine learning techniques

• Generate sequential predictors, i.e., a prediction task occurs by predicting the

next items of a sequence [146]

As part of the ranking process, KiSuRF represents each resource as a tuple

capturing all qualitative data points considered for ranking (shown in Equation 4.7),

in order to build a Gradient Boosting Regression model through training.14

R = 〈DP 15, DP 16, DP 17, ...., DP 24〉 (4.7)

where DP 15, DP 16, ...., DP 24 represent data points that KiSuRF considers for

ranking purposes. The output from the Gradient Boosting model, is a predicted score,

which KiSuRF uses for prioritizing suitable resources. Based on this, resources with

higher scores will be positioned earlier on the ranked list.

14We empirically verified in Section 5.2.7 that a ranking model trained on Gradient Boosting best
suited KiSuRF for ranking suitable resources.
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CHAPTER 5

EVALUATION

In order to validate the correctness and effectiveness of KiSuRF, we performed a

comprehensive study using several metrics and datasets, which we summarize in

Table 5.1. We evaluated each aspect considered in the design of KiSuRF in order

to minimize errors in each design step, and compared KiSuRF’s filtering strategy

with SEs under study, as well as their safe search counterparts (introduced in Section

3.3). We conducted a study to empirically verify the usefulness of simultaneously

integrating evidences from multiple perspectives for ranking suitable resources. Fi-

nally, we performed an empirical analysis on the overall ranking strategy of KiSuRF

using a dataset comprised of search sessions for children in the 4th and 5th grades

that conducted searches in the school setting. In doing this we investigated the

position assigned to suitable resources on a ranked list of resources, with and without

complementing Google and Bing with KiSuRF.

5.1 Experimental Setup

5.1.1 Evaluation Strategy

We depend upon the Train-Test Split strategy on datasets used in designing and

developing KiSuRF. The train-test split [46] refers to a technique used for ensuring

that the evaluation conducted on a model when using a dataset will generalize well to
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Table 5.1: Summary of the datasets used in validating the effectiveness and correct-
ness of KiSuRF.

Dataset Sources Type Size

DiverseDS

kaggle.com/patjob/articlescrape
intouchweekly.com

teacherspayteachers.com/
Web Resources 5,000

EduTOPICS teacherspayteachers.com/
Text Book

Descriptions
3,000

Edu SearchDS A

Edu SearchDS B

irlab.boisestate.edu/admincsv.php
dmoz.org

Relevant & Irrelevant
Set of Web Resources

1,120

MovieDS cs.cornell.edu/people/pabo/movie-review-data/ Web Resources 10,000
ReadDS idiglearning.net/ Web Resources 40,000

Kids SafeDS

alexa.org
dmoz.org

nohatespeechmovement.org/
Web Resources 14,000

WebObjDS

datacommons.org/docs/download.html
kaggle.com/snapcrack/all-the-news

u.cs.biu.ac.il/∼koppel/BlogCorpus.htm
Web Resources 240, 000

unknown independent data. This technique randomly splits the data into train and

test sets, each of which contains N% and (100 - N%) of the data instances. For every

experiment in this Chapter, we consistently use 80% for training, and the remaining

20% for testing purposes.

5.1.2 Metrics

For validating KiSuRF’s design, we depend upon well known metrics which we

discuss below.

• Accuracy [46], which measures the fraction of correctly classified instances

out of the observed cases, i.e., true positive and true negatives from observed

instances and is computed using Equation 5.1.

Accuracy =
CorrectlyClassifiedInstances

TotalInstances
(5.1)
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where an instance in our case is a resource that is treated as being correctly

classified if the predicted label matches the actual label of that resource.

• Mean Reciprocal Rank (MRR) [46], which is the average of the reciprocal

rank at which the first relevant resource was retrieved, for a given set of queries.

It quantifies the average position of resources a user scans through before

locating the first relevant one, as shown in Equation 5.2.

MRR =
1

|Q|

|Q|∑
i=1

1

ranki
(5.2)

where 1
|Q| is a normalization factor, Q is a sample of queries, and ranki is the

position of the first relevant resource for the ith query.

• Normalized Discounted Cumulative Gain (NDCG) [46], which mea-

sures the precision and ranking of a given strategy, while penalizing relevant

resources that are positioned lower on a ranked list. The NDCG is computed

as in Equation 5.3.

nDCG =
DCG

IDCG
(5.3)

DCG denotes the total gain accumulated at a particular rankN and is computed

using Equation 5.4, while IDCG is the ideal DCG (rank) which is used as a

normalization factor, and is computed using the same Equation.

DCG = rel1 +
N∑
i=2

reli
log2(i)

(5.4)
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where log2(i) is a penalization factor, N is a ranking position, reli is the graded

relevance of a resource retrieved at position i. Note that reli is 1 if the resource

is relevant and 0 otherwise.

• Recall and Precision@K [46], where precision@k is the proportion of re-

sources in a top-k set (ranked list) that are relevant and is computed using

Equation 5.5.

Precision@K =
NumberOfRelevantResources@K

TotalNumberOfResourcesAtK
(5.5)

Recall is the fraction of relevant resources that are retrieved and is computed

using Equation 5.6.

Recall =
|{RelevantResources}

⋂
{RetrievedResources}|

|{TotalRelevantResources}|
(5.6)

where
⋂

indicates an intersect / overlap.

• Hits [81] is a common effectiveness metric used in Information Retrieval, which

measures the match between a relevant and reference set. In this case, the hit

value is 1 if at least one relevant item or resource is found on a list of resources,

and 0 otherwise.

• F-Measure [46] is an effectiveness measure which is based on precision and

recall that is used for evaluating classification performance. It is defined as the

harmonic mean of precision and recall and computed as in Equation 5.7.

F −Measure =
2×Recall × Precision
(Recall + Precision)

(5.7)
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where Recall is computed as in Equation 5.6 and precision is computed using

Equation 5.8

Precision =
|{RelevantResources}

⋂
{RetrievedResources}|

|{TotalRetrievedResources}|
(5.8)

• False Negative Rate (FNR) [46], which is the measure of the percentage of

positive outcomes that were wrongly predicted as negatives, in a classification

task.

• Root Mean Squared Error (RMSE) [46], which is a quadratic scoring

formula that measures the difference between predicted and actual scores, of

which the values are then squared and averaged over the given sample [46].

RMSE =

√√√√ 1
n

n∑
i=1

(pi − ai)2 (5.9)

where pi and ai are the predicted and actual values respectively, and n is the

number of samples.

5.1.3 Test of Statistical Significance

In order to validate the performance of KiSuRF’s filtering and ranking strategies,

we use the paired t-test of statistical significance [114]. The t-test is used for

comparing the difference between the mean of two samples, as well as the significance

of these differences.
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5.2 Examine Correctness of KiSuRF

To determine the correctness of each strategy considered in the design of KiSuRF,

we conducted several assessments. We do this in order to prevent error mitigation at

different stages of KiSuRF’s design.

5.2.1 Which readability formula performs best for estimating the reading

levels of web resources?

Since KiSuRF requires prioritizing resources that children can comprehend, we per-

formed this experiment in order to demonstrate the validity of the readability pre-

diction strategy KiSuRF adopts for estimating the reading levels of resources. We

explored a number of traditional readability formulas: Flesch Kincaid [100], Dale-

Chall [35], SMOG[115], and Spache [145], which have demonstrated applicability for

web readability prediction tasks [25, 39, 151]. The Flesch formula [58] uses shallow

features, such as average length of words and average length of sentences, in order

to estimate the level of difficulty of a document. This formula was later adapted to

the American educational grading system, as Flesch Kincaid [100] (Equation 5.10),

in order to estimate the complexity of resources with respect to a child’s grade level.

FKR = 0.39× (
TW

TS
) + 11.8× (

TWsyllables

TW
)− 15.59 (5.10)

where TW refers to the total number of words in R, TS refers to its total number of

sentences, and TWsyllables refers to its total number of syllables.

The SMOG[115] readability formula (Equation 5.11) estimates the reading level

of a document by using a non-linear strategy that combines the number of complex
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terms in a document along with the number of sentences, in order to determine its

complexity. It treats complex terms as those ones that have three or more syllables.

SMOGR = 1.0430×
√
TCW × 30

TS
+ 3.1291 (5.11)

where TCW is the total number of complex words in R, i.e., words having more than

three syllables, and TS refers to its total number of sentences.

Other alternatives such as Dale-Chall [35] and Spache [145], rely on shallow

features, in addition to a pre-defined list of simple words. Dale-Chall (Equation

5.12) uses a list of manually generated 3,000 simple terms. This formula estimates

the frequency of simple terms in a document, as well as the average sentence length

as an indicator of its complexity.

DCR = 15.79× (
NDW

TS
) + 0.0496× (

TW

TS
) (5.12)

where NDW refers to the number of words in R that does not exist in the Dale-Chall

pre-defined simple words list, TS refers to the total number of sentences in R, and

TW refers to the total number of words in R.

Spache [145] (Equation 5.13) estimates the reading level of a document based on

the sentence length and number of difficult words. In this case, difficult words are

the ones that do not exist in a defined list of Spache’s 3,000 easy words.

SPR = (0.121× ASL) + (0.082× PDW ) + 0.839 (5.13)

where ASL is the average sentence length in R and PDW is the percentage of words

in R that do not exist in the Spache list of simple words.
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Given the lack of standard datasets for this analysis, using the IDLA educational

data source [86] described in Section 3.2, we created ReadDS, a dataset comprised

of 40,000 educational resources that have been labeled with their respective reading

levels (in the K-12 range). To measure the predictive performance of the aforemen-

tioned readability formulas, we used each of them to estimate the reading level of all

resources in ReadDS, and depend upon the RMSE metric (described in Section 5.1.2)

to measure their error rate. In using this metric for validation, the actual label, i.e.,

ai, is the pre-defined grade level for these resources, while the predicted label, i.e., pi,

is the reading level estimated by each of these readability formulas.

Although the Spache formula was prone to errors in estimating reading level of

resources in ReadDS, it outperformed its counterparts (see Table 5.2). We anticipated

that this was going to be the case, as prior research has demonstrated the effectiveness

of Spache in predicting the readability of web resources [113]. This analysis offers

supporting evidence on the usefulness of Spache in estimating the reading level of

web resources, and hence, the formula of choice in designing KiSuRF.

Table 5.2: Comparison of the correctness of traditional readability formulas in
estimating the reading level of resources, using the RMSE.

Readability Formula RMSE

Dale-Chall 6.350
Flesch Kincaid 5.918
SMOG 4.959
Spache 4.213

5.2.2 Can KiSuRF identify objective resources?

Recall that one of the main qualitative aspects that KiSuRF considers is in examining

the objectivity of resources. We therefore conducted this study to validate the
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performance of our strategy for prioritizing objective resources over subjective ones.

Being that we adopt the language-model-based strategy introduced by the authors in

[92], we replicated their experiment and investigated the effectiveness of this strategy

in assigning objectivity scores in labeled datasets. The authors use the same reference

language model described in Equation 4.2 and Equation 4.3, but instead implement a

two staged smoothing method for the resource language model using Equation 5.14.

P (wi|θ̂d) = (1− λ)
c(w, d) + µP (w|C)∑

wiεZ
c(wi, d) + µ

+ λP (w|C) (5.14)

where for a document d, Z is its vocabulary, P (w|C) is the probability of word w

in a reference collection C by maximum likelihood estimation, while µ and λ are

smoothing parameters. In their experiment, µ = 8 and α = 0.9.

For conducting this assessment, we rely on two datasets comprised of subjective

and objective resources. MovieDS, is a dataset created by the authors in [122], which

is comprised of 5,000 movie review sentences that they label as subjective, as well as

sentences extracted from movie plots labeled to be objective. Since in our case we

examine web resources, which most likely have longer texts and different vocabulary

type than movie reviews and plots, we were interested in a dataset consisting of web

resources. We found no labeled dataset for this purpose, and thus created one instead,

which we refer to as WebObjDS. In this dataset, we include 120,000 blog articles

we extracted from a blog authorship corpus [137], containing posts written by 19,320

bloggers at blogger.com. We labeled these blog articles as subjective, as blog posts are

usually opinionated. We also include in WebObjDS a number of objective resources:

50,000 news articles from 15 American publications compiled on a News dataset [91],

5,000 fact checked resources created by the authors in [17], 20,000 Wikipedia articles
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and 40,000 educational resources out of the IDLA data source introduced in Section

3.2.1

Based on the aforementioned objectivity scoring strategy, we trained a language

model using instances in MovieDS, which we refer to as lmmr, and tested on the

remaining ones (we use 80:20 split ratio as detailed in Section 5.1). To quantify the

ranking performance of this strategy, we depend on the precision@K metric (described

in Section 5.1.2). We use precision@K since it allows us to capture the proportion

of objective resources identified as we explore a ranked list of resources. While lmmr

was effective in assigning objectivity scores to the instances in MovieDS, we observed

that this model yielded poor performance when applied to resources in WebObjDS

(see Figure 5.1), i.e., it was not able to distinguish and rank higher known objective

resources. We infer that this was due to limited vocabulary in MovieDS; diverse

topical information; as well as longer texts in resources in WebObjDS. As a result,

we trained a new language model, lmwb, using instances in WebObjDS. For this

purpose, we split WebObjDS into train and test sets. As shown in Figure 5.1,

lmwb obtained better results when used to estimate objectivity scores on instances in

WebObjDS–nearly as good as that of the ideal ranking. In most cases, lmwb is able

to position objective resources higher than the subjective ones (which aligns with our

aim). From this experiment, we empirically showcase the validity of our approach

that examines word distributions in resources in order to quantify the likelihood of

them being objective.

1We made sure to exclude this data for other analysis in order to reduce bias.
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Figure 5.1: Comparison of objectivity scoring strategy on different datasets.

5.2.3 Do topics and concepts in EduKB abide by pre-defined contextual

similarities?

We conducted an empirical study to validate the correctness of EduKB, in relating

topics and concepts that are contextually similar by subjects or grade levels they

relate to. In addition to quantifying closeness among pairs, this experiment is also

essential for evaluating the quality of our embeddings. We rely on the cosine similarity

between embeddings for pairs in EduKB, in order to capture their similarity.

As shown in Figure 5.2, the similarity score among pairs were skewed towards 1.0,

thus, indicating their closeness in the vector space. This was anticipated, as concepts

and topics that occur in the same context will usually have a high level of similarity.

To gain more insights into the closeness of contextually similar topics, we investigated

how they were clustered. This led us to empirically verify that contextually similar

topics are grouped together, when compared to other topics. As shown in Figure 5.3,

topics such as “Geometry”, “Rate”, “Proportions”, and “Measurement”, which are

relevant to Mathematics subject, are closer to each other, when compared to topics

such as “Earth Systems”, “Solar”, and “Chemical”, that are relevant to children’s
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Science subjects. This analysis informs us about the quality of the embeddings, as

well as the correctness of using EduKB for extracting concepts and topics that are

relevant to the educational domain.

Figure 5.2: Pattern of contextual similarity among pairs in EduKB.

5.2.4 Is KiSuRF able to identify relevant educational topics in resources?

Being that a key aspect that KiSuRF considers for prioritizing resources is based on

their educational value, it is imperative that we extract relevant K–12 topics from

resources. Thus, we conduct this experiment to validate our educational topic ex-

traction process. In achieving this task, we extract educational topics from resources,

using the strategy discussed in Section 4.6.3.

A suitable dataset for conducting this experiment would be one that is comprised

of resources labeled with corresponding K–12 educational topics. However, to the
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Figure 5.3: Sample of a grouping which shows contextually similar educational topics
in EduKB.

best of our understanding, such a dataset does not exist, prompting us to create

one. To do so, we rely on information from Teachers-Pay-Teachers (TPT), an edu-

cational resource [3]. TPT includes over 3 million school resources (identified based

on educational standards such as CCSS and NGSS) that have been created by K –

12 educators. In using this resource, we extracted descriptions of educational books

designed for children in the K – 12 curriculum, along with their pre-defined subjects,

topics, grade levels, and CCSS concepts, which we use to build a dataset: EduTOPICS.

We only used book descriptions for analysis purposes, as full content was available

only for a fee.

Based on the topic extraction strategy detailed in Section 4.6.3, an initial step

requires identifying representative terms in resources, which we would then use to
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select candidate topics. For this purpose, we examined several keyword extraction

strategies, including TagMe [56] and DBpedia Spotlight [116]. These strategies are

known to annotate resources and map them to concepts, which they define as the

corresponding Wikipedia pages the annotated terms link to. Upon analyzing TagMe

and Spotlight, we found that they did not always perform well with longer texts and

were not efficient in annotating texts. We compared these strategies with simply

extracting top-N nouns. To validate these approaches for leading to the extraction

of relevant educational topics, we used the Recall and Hits metric (defined in Section

5.1.2) as the suitable measures, being that they are applicable for evaluating the

identification of relevant items in a list. In this case, we treat as ground-truth all

educational topics assigned for each instance in EduTOPICS. As shown in Table 5.3,

using 20 informative keywords, i,e., nouns, outperformed both TagMe and Spotlight

in terms of efficiency. The average time required to extract informative terms using

nouns was 99.5% and 99.7% more efficient than Spotlight’s and TagMe’s, respectively.

Moreover, by using nouns, we were able to find more relevant educational topics, when

compared to the aforementioned keyword extraction strategies, in terms of Recall and

Hits. We infer that this was the case, as nouns are known to capture representative

information in documents. Evidences from this analysis showcase why we rely on

nouns for identifying representative terms from resources, as well as the correctness

of our strategy for identifying relevant educational topics in resources.

Table 5.3: KiSuRF’s performance in extracting relevant educational topics from
resources.

Number of Nouns Extracted Keyword Extraction Strategies
Top 2 Top 5 Top 10 Top 15 Top 20 Spotlight TagMe

Recall 0.07 0.25 0.43 0.55 0.61 0.47 0.36
Hits 0.08 0.30 0.52 0.64 0.71 0.57 0.45
Average Time (secs) 0.0254 0.0254 0.0254 0.0254 0.0254* 5.09 7.89



73

5.2.5 Are educational resources assigned higher educational value scores

when compared to non-educational resources?

In order to ensure that we accurately quantify the degree to which resources are

educational, we conduct an empirical study. To do so, we first create a dataset

comprised of diverse resources, which we refer to as DiverseDS. Among these

resources, we included 3,000 educational resources, which we extract from EduTOPICS

(described in Section 5.2.4). We treat as non-educational resources, 600 celebrity news

that we extracted from InTouch Magazine [1]. We also include 600 resources each

pertaining to Sports, Economy, Weather, and Politics, that we extracted from the

dataset in [2]. This dataset is comprised of diverse news information from sources

such as CNN, Economic times and NyPost.

To investigate the performance of our strategy in assigning educational value scores

to resources in DiverseDS, we compare the average educational value scores we assign

to educational resources, as opposed to the non-educational ones. In this context, we

treat the educational resources in DiverseDS as the relevant ones, and aim to assign

them with higher educational value scores, as in a real world scenario, they should

be ranked higher than resources that do not satisfy educational information needs.

We first extract the qualitative data points described in Section 4.6.3, and split

DiverseDS into train and test sets. For this experiment, we explored several ag-

gregation models: Linear Regression [119], Support Vector Machines [43], Gradient

Boosting Regression [60], and MultiLayer Perception Regression [80]. We evenly

distributed resources for each source type, i.e., sports, magazine, education, weather,

economy, and politics, in the test set. We then compute the average educational

value score assigned to each source type by the aggregation models. As shown in
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Figure 5.4, educational resources were consistently assigned higher educational value

scores. Other source types with high educational value scores pertained to Weather

and Economy, which was expected, as these resources usually include informative

content and keywords that relate to school work. As anticipated, resources relating

to Magazine and Politics had the lowest scores, which we infer was the case, as these

sources usually have content that are entertainment-based and usually do not relate

to the educational domain. Results from this assessment provides insights on the type

of information sources that are educative and non-educative for kids. Moreover, we

empirically verified the performance of our strategy in identifying resources of high

educational value.

Figure 5.4: Comparison of educational value scores assigned to diverse information
sources. Educational resources had the highest value.
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5.2.6 Which model is best suited to aggregate data points for KiSuRF’s

filtering purposes?

In designing KiSuRF’s filtering strategy, we explored different models that have

been successfully used for web filtering tasks: Logistic Regression, Random Forests,

MultiLayer Perception classifier, and Gradient Boosting Trees. To conduct this

experiment, we use the same labeled kids safe and unsafe resources described in

Section 4.4, to build a dataset, comprised of 7,000 labeled resources, which we refer

to as Kids SafeDS. We train each of the compared models using the train:test split

ratio discussed in Section 5.1, and predict for each test instance, a label that indicates

if they should be filtered or retained.

We compare the performance of the aforementioned models in filtering inappro-

priate resources, while retaining the ones that contain educational terminologies.

In this case, kids safe resources in Kids SafeDS are treated as the relevant ones

and should be retained, while resources containing hate-speech and sexually explicit

content are meant to be filtered. Based on these evaluations, we found that a

model based on Random Forests best suited this task (see Table 5.4). In fact,

this model yielded an accuracy of 91.6% and f-score of 92%. Although the Logistic

Regression and Multi-layer Perception models achieved a higher accuracy and equally

had an f-score of 92% (same as the Random Forest), they however, resulted in higher

false-negative rate than that of Random Forest. In this context, a lower false-negative

rate indicates that a model is less likely to disregard resources that are kid-safe

and education-relevant. On the other hand, the Gradient Boosting Tree classifier

obtained the lowest performance across all metrics. The improvement in Random

Forests, in terms of accuracy and f-score are not statistically significant with respect
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to counterparts considered in this study, as determined using a paired t-test with a

confidence of p < 0.05. However, given that Random Forests is able to retain resources

that are both safe for children and education-relevant, we determined that this model

best suits KiSuRF.

Table 5.4: Performance of different models considered in the design of KiSuRF’s
filtering strategy.

Model Accuracy FNR F-Score

Gradient Boosting Tree 91.4% 3% 91%
Logistic Regression 92% 4% 92%
Multi-layer Perceptron 92% 4% 92%
Random Forest 91.6% 2% 92%

5.2.7 Which model is best suited for simultaneously integrating aspects

considered for ranking?

To ensure that we prioritize suitable resources, it is essential that we use an ag-

gregation model that best fits KiSuRF’s ranking task. For doing so, we examined

several learning models applicable in existing works for ranking web resources: Linear

Regression [119], Support Vector Machines [43], Gradient Boosting Regression [60],

MultiLayer Perception Regression [80], and learning to rank [109, 110]. In this

experiment, a relevant dataset would be one comprised of queries pertaining to

children’s education searches, along with their corresponding relevant and irrelevant

resources. Being that such datasets do not exist, we created two of these for our

assessment. The first one we created, which we refer to as Edu SearchDS A, is

comprised of 100 queries written by children conducting searches in the school setting,

along with the resources they selected, which we treat as the ground-truth suitable

resources. The other dataset, Edu SearchDS B, consists of 100 education-relevant

URLs that we extracted from DMOZ (described in Section 3.2), as well as their
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corresponding titles. In this case, we treat the titles as the education-relevant queries

and their respective URLs as relevant resources. To create the non-relevant resources

for queries in the aforementioned datasets, we simulate the search process on Bing

using each query and extract the top-4 resources retrieved other than the relevant

ones. Following this, each query in both Edu SearchDS A and Edu SearchDS B

have their corresponding relevant resources, as well as 4 non-relevant ones (see Table

5.5 for the distribution of resources in Edu SearchDS A and Edu SearchDS B).

For this study, we investigate the performance of aforementioned models in terms

of MRR and NDCG, in prioritizing suitable resources for queries in the aforementioned

datasets. In this context, for each query in Edu SearchDS A and Edu SearchDS B,

we examine the position KiSuRF assigns to the corresponding relevant resource, on

the ranked list consisting of all resources associated with these queries, when using

each of the compared models.

Table 5.5: Resource distribution on Edu SearchDS A and Edu SearchDS B.

Dataset Relevant Non-relevant Size
Edu SearchDS A 119 501 620
Edu SearchDS B 100 400 500
Total 219 901 1,120

We initially considered the Learning-To-Rank (LTR) model [109], a supervised

machine learning strategy commonly used in the construction of ranking models

for Information Retrieval systems. For training purposes, this model requires a

dataset containing query-resource pair with a numerical or ordinal score. When we

created a dataset of this kind (using training instances constructed from IDLA URLs

and their corresponding titles in a similar manner as Edu SearchDS B), and tested

on Edu SearchDS A and Edu SearchDS B, we found that LTR model performed

poorly in ranking suitable resources. Upon an in-depth analysis of the results, we
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observed that ascertaining suitable resources that should be ranked over the other

was a challenge, as some resources among the non-relevant set for their corresponding

queries were education-relevant as well, hence, leading to noise for the LTR model.

As a result, we turn to aggregation models for estimating the relationships among

resources that are known to be relevant and irrelevant to education searches.

To train the models considered in this study (i.e., Linear, Gradient Boosting,

SVM, and MLP Regression), we use all labeled instances extracted from DiverseDS.

We represent each of the instances in DiverseDS using data points examined by

KiSuRF’s ranking strategy (discussed in Section 4.6). Gradient Boosting Regression

is the model that achieves best results among the models, regardless of the dataset

used (see Figure 5.5). The improvements of Gradient Boosting Regression over coun-

terparts are statistically significant in terms of both MRR and NDCG, as determined

using a paired t-test having a confidence of p < 0.05. Support Vector Machines

obtained the lowest performance, which was surprising, as they are widely used for

ranking purposes in existing work [46]. It is important to note the performance

pattern across all models based on the dataset used, in terms of both NDCG and

MRR. All models achieve better performance on Edu SearchDS B, as opposed to

Edu SearchDS A. We attribute this to what we believe to be noisy information which

we found in Edu SearchDS A: children seemed to pick resources that they liked and

those that were positioned earlier (a known fact about children search practices [74]),

rather than the ones that were contextually related to their search tasks, making some

of the suitable resources to be treated as unsuitable ones. On the opposite spectrum,

instances in Edu SearchDS B contained resources that were either suitable or not,

thus, leading to better results across all models. Given the consistency of the ranking

performance of Gradient Boosting among different datasets and when compared to its
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counterparts, we determined that this model was best suited for KiSuRF’s ranking

task.

Figure 5.5: Performance of examined regression models used in aggregating data
points for ranking suitable resources. GBT: Gradient Boosting, LINEAR: Linear,
MLP: MultiLayer Perception, and SVM: Support Vectors Machine.

5.3 Overall Performance Analysis of KiSuRF

For offering suitable resources, KiSuRF has two main tasks: filtering resources with

unsafe content and then ranking the remaining ones. To demonstrate the effectiveness

of KiSuRF, first we validate its ability to filter unsafe resources. We then assess

its ranking strategy and demonstrate the need to integrate evidences from different
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perspectives in determining suitable ones. Finally, we evaluate KiSuRF’s overall

strategy in ranking suitable resources.

5.3.1 How does KiSuRF’s filtering strategy perform when compared to

safe search filters on SEs under study?

So far, we examined the correctness of KiSuRF’s design strategy in terms of models

and qualitative data points it considers. It is, however, imperative that we evaluate

its performance in filtering unsafe resources, when compared to safe search filters

available in SEs under study, which is why we conduct this experiment. For doing

so, we replicated the experiments in Section 3.3.2. In this case, we have KiSuRF

filter resources retrieved by Google and Bing (with no safe search functionality) for

searches simulated using the hate-based, educational, and sexually explicit queries

(i.e., queries in Hkw, Edkw, and Bkw introduced in Section 3.3). We also compared

KiSuRF’s performance in filtering the unsafe resources that scaled through the

filter on Kidrex and Kidzsearch. For this experiment,2 we used all instances in

Kids SafeDS (introduced in Section 5.2.6) to train the Random Forests model.

As shown in Table 5.6, KiSuRF performs comparably to Kidzsearch and Kidrex

in terms of handling web resources that contain sexually explicit and violence-related

content, based on our empirical study in Section 3.3.2. Prior to applying KiSuRF on

these SEs, Kidrex and Kidzsearch retrieved resources for 39% and 57% of searches ini-

tiated by queries in Bkw, respectively. These numbers, however, reduced significantly

to 4% and 1% respectively, after complementing these SEs with KiSuRF, illustrating

the ability of KiSuRF to capture sexually explicit materials, even those that often

2We exclude child-oriented SEs from the assessment conducted to validate KiSuRF in retrieving
educational resources when applied to these SEs, being that we are unable to access resources they
filter for respective searches, as this was beyond our control.
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Table 5.6: Assessment of KiSuRF in complementing the filtering functionality of SEs.
N.A. indicates that the SE under study is not applicable for a particular assessment.
Information between square brackets, i.e., “[]”, indicates initial results obtained in
the empirical analysis conducted in Chapter 3.

KiSuRF applied on results retrieved by
Bing Google Kidzsearch Kidrex

Educational Resource
Analysis using Edkw

No result
0.7%
[1%]

0.4%
[0%]

N.A. N.A.

Sexually Explicit
Content using Bkw

No result
18%
[29%]

15%
[5%]

1%
[57%]

4%
[39%]

Retrieves sexually explicit content
4%

[33%]
2%

[16%]
4%

[9%]
3%

[14%]

Hate Based Content
using Hkw

No result
2%

[5%]
1%

[2%]
1%

[15%]
1%

[12%]

Retrieves violence-related content
1%

[22%]
1%

[23%]
6%

[11%]
7%

[15%]

bypass safe search filters. KiSuRF was also effective in identifying sexually explicit

materials that Google and Bing overlooked, as it retrieved these type of resources for

at most 4% of the simulated searches. In the case of Google and Bing, this number

goes up to at least 16% and 33%, which is high, especially when considering that these

percentages were yielded using the safe search version of Google and Bing. Moreover,

KiSuRF outperformed traditional safe search filters in disregarding resources with

violence-related content. We observed that the percentage of searches meant to re-

trieve resources with violence-related content, reduced by 93% and 92%, respectively,

after using KiSuRF’s filtering strategy on Kidrex and Kidzsearch. Furthermore,

KiSuRF was able to capture violence-related materials on the popular SEs, i.e.,

Google and Bing (retrieved only 1% of hate-based resources), which we find to be

beneficial when used in a real life scenario, as parents and educators can be assured

that their children do not access resources that promote violence when they utilize

their preferred SEs. Most importantly, KiSuRF performed similarly to Google and

Bing in terms of retrieving resources for nearly all the searches initiated using queries

in Edkw. This was what we envisioned, given that these searches are meant to satisfy
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educational information needs.

Based on the analysis of the results of our experiments using Edkw, Bkw and Hkw,

we are able conclude that KiSuRF is adequately strict when it comes to deterring any

resource containing sexually explicit or violent content while still offering resources

in response to queries meant to initiate a quest for education-related resources, even

if these queries include terms that, while educational, can be misconstrued.

5.3.2 Is considering multiple perspectives essential for prioritizing suit-

able resources?

In this manuscript, we argued that simultaneously examining resources from multiple

perspectives is essential for prioritizing suitable ones. To empirically verify this

hypothesis, we performed an empirical study to investigate the usefulness of different

aspects for ranking suitable resources. In doing this, we explore how considering

individual perspectives, i.e, objectivity, readability, and educational value, as well as

multiple aspects affects the prioritization of relevant resources in the aforementioned

datasets. In this case, we aim to rank known suitable resources high on the result

list.

For conducting this study, we rely on Edu SearchDS A and Edu SearchDS B

(introduced in Section 5.2.7). For aggregating multiple data points (as discussed in

Section 4.6), we use our final ranking model designed using the Gradient Boosting

Regression algorithm, and trained on all instances in DiverseDS. Following this, for

each query in Edu SearchDS A and Edu SearchDS B, we predict the ranking score

for all resources associated with it, after which we rank these resources based on

their assigned scores. Based on the ground truth defined for Edu SearchDS A and

Edu SearchDS B, we compute the MRR and NDCG, being that: (i) we want to limit



83

the number of resources a user (a child in our case) should select from in response to

their educational information need, and (ii) we want to measure the quality of each

ranking strategy and ensure that suitable resources are consistently positioned high.

Individual data points, such as readability (RD) and objectivity (OBJ), had

the lowest results for prioritizing suitable resources both in Edu SearchDS A and

Edu SearchDS B (see Figure 5.6). This was anticipated, as resources of the right

reading levels may not necessarily convey education-relevant information for children.

It is also probable that resources that are objective may potentially not be of a child’s

reading level, as well as not being relevant to a his / her educational information

need. We found that examining educational value (EDV) of retrieved resources was

especially important for prioritizing suitable resources. Ranking by this aspect alone

obtained good results than other individual ones, and was able to improve the ranking

when aggregated along side the others. Moreover, the best results were achieved when

all perspectives (i.e., EDV, OBJ, and RD) were simultaneously aggregated for ranking

resources in Edu SearchDS A and Edu SearchDS B. Based on this analysis, we have

been able to demonstrate that the perspectives we consider for KiSuRF’s ranking are

necessary for prioritizing suitable resources. We can also see that examining resources

from a single aspect alone (common in existing works) is insufficient in determining

those that should be ranked high for children educational searches.

5.3.3 How is the overall performance of KiSuRF in handling children

education-related searches?

All the experiments we performed so far evaluated the effectiveness of KiSuRF’s

filtering strategy, as well as the informativeness of perspectives considered for priori-

tizing resources. To put these in context, we examine KiSuRF’s overall performance,
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Figure 5.6: Comparison of ranking performance when different aspects of suitability
are considered for prioritizing resources. OBJ–Objectivity, RD–Readability, EDV–
Education Value, and ALL–a combination of Objectivity, Readability, and Education
Value.

when compared to Google and Bing–the two popular SEs favored by children. The

aim of this experiment is to investigate how KiSuRF fares in handling known child-

suitable resources, as opposed to the aforementioned SEs. To validate the ranking

performance of KiSuRF, we depend upon the MRR and NDCG metric, and treat

resources known to be suitable to children educational searches as the relevant ones.
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In conducting this experiment, we only rely on Edu SearchDS A, as they were

specifically written by children in the school setting for locating education relevant

resources. To create the relevant set for queries in Edu SearchDS A, we use these

queries to simulate the search on Google and Bing. When investigating the ranking of

the relevant URLs on these SEs, we were however, only able to find the corresponding

relevant URLs for 11 queries on Google, and 20 queries on Bing, with most of them

positioned as low as 50 on the results list.3 As a result, we only include these queries,

along with the top-50 resources retrieved for them on Google and Bing. For each

of these queries, we first pass their top-50 resources through KiSuRF’s filter. We

then rank the remaining ones using KiSuRF’s ranking model that is based on the

Gradient Boosting Regression.

As shown in Figure 5.7, KiSuRF is able to consistently position suitable resources

higher on the ranked list both in terms of NDCG and MRR, when compared to

Google’s and Bing’s ranking. Based on Bing’s results, on average (before applying

KiSuRF), a child would have to locate the first suitable resource at the 7th position

on the ranked list (in terms of MRR). On the other hand, KiSuRF is able to rank the

suitable resource at the 4th position, which is a significant improvement, being that

we limit the number of resources the child would have to select from (as children are

known to select resources sequentially). We also obtained a significant improvement

from the ranking assigned by Google for the suitable resources, as on average, while

Google initially ranked these resources on the 13th position, we instead rank the them

at the 6th position. Moreover, based on NDCG, which we use to measure the quality

of our ranking (i.e., how consistent we are able to position suitable resources higher),

3The queries in Edu SearchDS A were written in April 2017,which we attribute to the reason
for the low ranking on Google and Bing.
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we find that KiSuRF outperformed Google and Bing (we obtained an improvement

of 22% and 16%, respectively). This empirically verifies that when compared to these

SEs, we position most of the suitable resources higher. Recall that children usually

do not go beyond the first result page when conducting searches [74], which makes it

essential that we position suitable resources among the top–10 results. This motivated

us to investigate the percentage of searches for which we rank the suitable resources

among the top–10 results. From our analysis, we find that for a number of these

searches KiSuRF surpassed Google and Bing for this purpose (KiSuRF obtained

an improvement of 33% and 22%, respectively). KiSuRF’s results in terms of MRR

and NDCG after complementing the retrieval functionality of Google and Bing, was

statistically significant than the performance of these SEs before applying it. We

determined this by the paired t-test with a confidence of p < 0.05.

Figure 5.7: Overall performance of KiSuRF in prioritizing suitable resources.

Based on the results from this experiment, and all assessments in this Chapter,

we were able to empirically verify the validity of KiSuRF’s filtering and ranking
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performance. We also empirically demonstrate the need to simultaneously examine

resources from multiple perspectives, in order to prioritize suitable ones. While exper-

imental results were promising for prioritizing suitable resources when compared to

counterparts, we observed that for some searches, children seemed to select resources

that were positioned among the top-3 results, even if other ones were more related to

an educational context and thus more relevant to their search. This led to some

suitable resources being treated as the non-relevant ones. We expect this to be

the reason why computed NDCG and MRR scores are within the forty and twenty

percentiles, respectively. With this in mind, as we continue our research work in this

area, we will conduct a live experiment (an A / B testing) that will allow us to capture

resource selection in real time in order to quantify children successful searches, with

and without augmenting functionality of their preferred SE with KiSuRF.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

We presented KiSuRF, a novel filtering and ranking strategy, which offers suitable

resources in response to queries written by children conducting searches in a classroom

setting. KiSuRF goes beyond traditional safe search and addresses limitations of

existing search engines (SEs) in terms of satisfying the information needs that arise

when children conduct educational information discovery tasks. KiSuRF eliminates

inappropriate resources, i.e., containing hate-speech and sexually explicit content,

while retaining resources with education-relevant terminologies. Moreover, KiSuRF

takes advantage of a strategy that simultaneously considers the readability, objectivity,

and educational pertinence of resources and uses a Gradient Boosting Trees model in

order to prioritize resources and present suitable ones to users.

During the research process, we found a lack of evidence in the literature that

empirically demonstrates the deficiencies of existing search engines in supporting

search tasks in the education environment. As a result, we conducted an empirical

analysis on the ranking and filtering strategies on selected SEs, which informed us

about the limitations of these SEs in prioritizing education-relevant resources, filtering

inappropriate resources, as well as in offering resources that are of the reading levels

of children in the 3rd–5th grades. This analysis, to the best of our knowledge, is the

first of its kind in the literature. Another important contribution of our work was the
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design of KiSuRF, which directly responds to gaps identified based on our empirical

analysis and complements the retrieval functionality of existing SEs. Given a set

of resources retrieved in response to a child’s query, we first filtered inappropriate

resources by examining their content, meta tags, and anchor tags, using several

qualitative indicators. Following this, we simultaneously examined the remaining

resources from three different perspectives, when in fact most existing work either

serve average users or try to accommodate children from a single perspective. These

include: Readability, ensuring that children can comprehend their content, Objectivity

for prioritizing resources that are objective, and Educational value ensuring that we

favor those that align with the K–12 curriculum. In determining the educational

value of resources, our strategy is based on examining contextual information in their

content. For this purpose, we created a novel educational knowledge base, by taking

advantage of educational standards such as CCSS, NGSS, and ICS, in order to identify

K–12 topics and concepts, which is another significant contribution of our work.

We performed different offline experiments in order to validate the correctness

and effectiveness of KiSuRF’s filtering and ranking strategy. To minimize error

mitigation in KiSuRF’s design, we evaluated KiSuRF’s individual qualitative data

points. In doing so, we have been able to demonstrate the degree of influence of each

of these data points in terms of informing the performance of KiSuRF. Along the

way, we also show the promising outcomes obtained by using Spache for estimating

the reading level of web resources; our own knowledge base (EduKB) for identify-

ing the degree to which resources map to the K–12 curriculum; and in explicitly

exploring resource objectivity. By comparing KiSuRF’s filtering with safe search

filters available on SEs under study, we showed that KiSuRF is able to disregard

inappropriate resources, while retaining education-relevant ones. Furthermore, results
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from a number of experiments allow us to assert that simultaneously considering

multiple perspectives fosters prioritization of resources that are suitable in response

to searches conducted in the classroom setting. Lastly, we empirically verified the

applicability of our proposed work by conducting experiments using Google and Bing

enhanced with KiSuRF.

A major challenge we had to overcome during the research process was in gathering

data sources to serve as ground truth for our empirical analysis, as well as in acquiring

relevant datasets. For doing so, we explored several textual resources and created a

number of datasets, that together permitted the assessment of the performance of

the individual components of KiSuRF, as well as its overall strategy. These datasets

will be made available to the research community as byproducts of this thesis.

6.1 Applicability

We anticipate that the availability of KiSuRF can be beneficial for designing a plugin

that can be used to complement the functionality of existing SEs for the purpose of

offering children suitable resources. Upon the deployment of such a plugin, this can

benefit Educators and Parents, as they can be assured that their students or children

are able to access suitable resources, irrespective of the SE being used to conduct

their search tasks.

6.2 Future Directions

Although we responded to the impediments of SEs outlined in Chapter 3 through the

design of KiSuRF, we are aware that there are several additional aspects that we

still need to consider in order to determine resource suitability.
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Based on an initial analysis on resources known to be designed exclusively for

children such as gaming and educational sites extracted from DMOZ, we found that

the ones for younger children had a different style of design, i.e., they contained fewer

texts, more graphics, and simpler font style. These properties are useful indicators

for identifying the target audience of retrieved resources. In the future, to quantify

the readability of resources, we will not only depend on the text-based readability,

but also analyze resources based on components such as the color contrast, font style,

font size, headings, white space, animation and graphics. Qualitative aspects we

considered in designing KiSuRF’s filtering strategy for disregarding resources with

sexual explicit content were also text-based, which we found to be insufficient for

filtering purposes. We observed that a number of examined pornographic websites

contained provocative images, while others had inappropriate conceptual meanings

that could not be explicitly identified from its individual terms. In the future, we will

introduce more novel data points which would include examining graphics, as well as

term relatedness in content of resources in order to determine if they are appropriate

for a child. We also propose to examine other resource appropriateness aspects, e.g.,

resources with fake news, as we want to ensure that children access the right level of

resources.

We also plan to incorporate temporal aspects in the process of identifying suitable

resources, in the future. We are aware that resources relevant to educational searches

are constantly updated, hence, the recency of resources should also be considered to

inform resource suitability for a child’s education information needs. We will examine

if the intent of the child’s search has a temporal value, and if it happens to be the

case, we will prioritize resources by its date of publication. For instance, if a child

searches for “President of the United States”, we will prioritize a resource with the
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name of the current president, whereas if he searches for “volume of a cylinder” recent

resources will not be important as the information remains the same over time. In

this study, we only utilize EduKB for mapping resources to the K–12 curriculum. In

the future, we propose to extend our strategy, so that we can determine the grade

level of resources as well.

Due to the scope of this thesis, we only considered children in the 3rd – 5th grade

levels as they are known to exhibit similar search traits. We plan to extend our

proposed solution to the broader K–12 population. Furthermore, we learned that in

some cases, children tend to select resources in order, resources that they liked, rather

than what was indeed suitable to their search. For instance, in analyzing resources

in a dataset comprised of searches explicitly conducted by children in the classroom

setting, for the query “where is the organ pipe cactus national monument”, some kids

selected resources from “answers.com”, and ignored those from “kids.britannica.com”,

even if the latter was more education-relevant and child-suitable. Although beyond

the scope of this study, in the future, we plan to conduct a live user study (e.g., an

A / B testing) with children, where they directly use KiSuRF, as this would allow

us to both offer them a more guided search and to qualify their search success, as

opposed to only relying on an offline study.
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pedia spotlight: shedding light on the web of documents. In Proceedings of the
7th international conference on semantic systems, pages 1–8. ACM, 2011.

[117] Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean. Efficient estimation
of word representations in vector space. arXiv preprint arXiv:1301.3781, 2013.

[118] National Association for the Education of Young Children. Tech-
nology and young children. https://www.naeyc.org/content/

technology-and-young-children/infants-and-toddlers, Accessed:
July 30, 2018.

[119] John Neter, Michael H Kutner, Christopher J Nachtsheim, and William Wasser-
man. Applied Linear Statistical Models, volume 4. Irwin Chicago, 1996.

[120] Sylvester O Orimaye, Saadat M Alhashmi, and Eu-Gene Siew. Performance
and trends in recent opinion retrieval techniques. The Knowledge Engineering
Review, 30(1):76–105, 2015.

[121] Lawrence Page, Sergey Brin, Rajeev Motwani, and Terry Winograd. The
pagerank citation ranking: Bringing order to the web. Technical report,
Stanford InfoLab, 1999.

[122] Bo Pang and Lillian Lee. A sentimental education: Sentiment analysis using
subjectivity summarization based on minimum cuts. In Proceedings of the ACL,
2004.

[123] Deepshikha Patel and Prashant Kumar Singh. Kids safe search classification
model. In Communication and Electronics Systems (ICCES), International
Conference on, pages 1–7. The Institute of Electrical and Electronics Engineers
(IEEE), 2016.

[124] Deepshikha Patel and Prashant Kumar Singh. Kids Safe Search Classification
Model. In Communication and Electronics Systems: International Conference
on Communication and Electronics Systems (ICCES), pages 1–7, 2016.



104
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In this section, we provide a description of the framework we designed in order to

archive children’s search session. We were particularly interested in identifying queries

specifically written by children, as well as retrieved resources preferred by them. In

Information Retrieval, researchers often depend upon extracting children’s queries

from the popular AOL query log by identifying searches that retrieved resources that

map to known children websites. Unfortunately, some of these queries may have been

mis-labeled as some adults may have similar search patterns as children.

We designed our framework using .PHP and we store all search sessions in a

MYSQL database server. Information we archive include: the child’s grade level,

search query, links selected, position of the links selected, as well as the time-stamp

of the search. In using this frame work, a child first anonymously select his / her

grade level from a drop down list (see Figure A.1) and is redirected to the search

page after clicking on the submit button. The grade levels are pre-defined according

to the K–12 curriculum.

As shown in Figure A.2, the search interface was designed to look like Google, so

the child would have a similar search experience as they would when they searching

on their preferred search engine. We show a sample of an archived search session in

Figure A.3. Information we extracted from the query log was paramount for creating

the gold standard that we used in evaluating the overall ranking strategy of KiSuRF.
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Figure A.1: Interface for a child searching to indicate his grade level.

Figure A.2: Interface where a child initiates his search and selects retrieved resource
of interest.
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Figure A.3: Sample of a child’s search session.
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SUMMARY OF DATASETS
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We discuss below all the datasets we used for analysis and experimental purposes

in Chapters 3, 4, and 5, which are summarized in Tables B.1, B.2 and B.3, respectively.

Table B.1: Summary of datasets described in Chapter 3.

Name Section Description

Training (Tr) /
Testing (Te) /

Search Simulation (S) /
Analysis (A)

Edkw
3.3.1
5.3.1

Queries with educational keywords S

Bkw
3.3.2
5.3.1

Queries with sexually explicit keywords S

Hkw
3.3.3
5.3.1

Queries with hate based keywords S

kqry
3.3.4
3.3.6

Queries written by children conducting searches in the
educational environment

S

Eqry 3.3.5
Pairs of the form 〈 title, URL 〉, where the “titles” are treated as
the educational queries and the “URLs” are treated as the relevant
resources for the corresponding queries

S

Table B.2: Summary of datasets described in Chapter 4.

Name Section Description

Training (Tr) /
Testing (Te) /

Search Simulation (S) /
Analysis (A)

Expres 4.5.1 A dataset that consists of labeled sexually explicit web resources A
Hateres 4.5.2 A dataset that contains labeled hate-based resources A

Ksafe
4.5.3
4.5.4

A dataset that contains labeled kids-safe and kids-unsafe resources Tr and Te

Wikires 4.5.3 Wikipedia resources Tr

Diverseres 4.6.3
A dataset that consists of diverse resources pertaining to education,
celebrity magazine news, as well as weather, sports, economy,
and political news

A



Table B.3: Summary of datasets described in Chapter 5.

Name Section Description

Training (Tr) /
Testing (Te) /

Search Simulation (S) /
Analysis (A)

EduTOPICS 5.2.4 Resources labeled with respective K-12 topics A, Tr, and Te

Edu SearchDS A
5.2.7
5.3.3

Tuples of the form 〈 query, URL, label 〉, where the “queries” were
written by children at school, “URL” refers to resources associated
with each query, and label indicates the relevance of each URL
to the corresponding query

A and S

Edu SearchDS B 5.2.7

Tuples of the form 〈 query, URL, label 〉, where the “queries” were
extracted from the titles of educational resources, “URL” refers
to resources associated with each query, and label indicates the
relevance of each URL to the corresponding query

A and S

DiverseDS 5.2.5
A dataset comprised of 3,000 resources pertaining to education,
celebrity magazine news, as well as weather, sports, economy,
and political news

Tr and Te

MovieDS 5.2.2
A dataset that consists of 10,000 movie reviews and plots that
have been labeled as subjective and objective resources, respectively

Tr and Te

ReadDS 5.2.1
A dataset comprised of 40,000 educational resources, along with
their respective K-12 grade levels

A

WebObjDS 5.2.2
A dataset that includes 240,000 diverse objective and subjective
web resources

Tr and Te

Kids SafeDS 5.2.6
A dataset that consists of 14,000 resources labeled as safe and
unsafe for children

Tr and Te
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