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## Abstract

Electro-optical traveling wave modulators (EO-TWM) are basic building blocks of the optical communications industry which is leading a revolution in the way we communicate, work and live. As a result, the demand for high-speed data transmission with low driving voltage is continuously growing up with costs that should be kept below a minimum. Besides communications, a growing number of applications for EO-TWM is continuously emerging with equally stringent requirements. This Thesis is concerned with advances in the field of systematic design and optimization of EO-TWM for coping with the industrial demands.

In EO-TWM, the accumulated electro-optic effect over the optical wave grows with the co-propagated traveling wave (TW) length, allowing to reduce the required RF driving power. However, in typical electro-optic materials for modulators, among which $\mathrm{LiNbO}_{3}$ stands up, due to the natural mismatch between the velocity of the RF and the optical waves, the modulation bandwidth decreases with the TW length, giving place to a well-known trade-off. In typical $\mathrm{LiNbO}_{3}$ substrates, in which this Thesis is focused, this trade-off is seen to mainly depend on the values of the electrical loss constant and the effective wave velocity mismatch in the TW structure that forms the electrodes, usually a coplanar waveguide (CPW).

Special emphasis has historically been placed on the optimized design of the CPW in EO-TWM. In this Thesis the study of closed-form expressions for the propagation parameters of CPW as a function of the geometry, has proven useful for the design and optimization procedures sought. Although some interesting approaches to closed-form formulations have been found in literature, none of them completely fulfills the desired requirements of providing a reliable yet simple description of propagation in CPW, appropriate to systematic and easy to follow design rules for EO-TWM, and therefore new simplified closed-form expressions for the CPW transmission parameters have been developed.

In a second part of the Thesis, the bandwidth-length trade-off has been examined. To date, two bandwidth-length rules have been proposed: a constant bandwidth-length product proportional to the
inverse of the velocity matching constant has been shown to govern the low-loss limit (LL), while in the velocity matching limit (VM), a constant bandwidth times squared-length rule proportional to the inverse of the squared loss constant has been found more appropriate. In this work we provide insights into the trade-off issue in EO-TWM, and a complete picture of the applicable figures of merit for every operative range. Besides the known LL and VM figures of merit, two intermediate ranges, the quasi-low loss (QLL) and the quasi-velocity matching (QVM), have been identified.

Also novel closed-forms expressions fully accounting for the effects of the skin-effect electrode loss and optical-electrical wave velocity mismatch, explicitly relating the operative bandwidth and the electrode length in EO-TWM, have been found. Novel bandwidth and electrode-length charts have been created, which constitute a useful tool for the optimization and design of this modulators.

A graphical interface tool called MZM-GIT has been built integrating the analytical optimization and design strategies developed throughout the Thesis. With the aid of the MZM-GIT, several proposals of optimized MZM designs based on practical structures described in literature, and also based on the industry trends, are made and analyzed.
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## Introduction

### 1.1 Motivation

Over the past decades, due to the ever-increasing demands of telecommunication services and the need of wider bandwidth, the advantages of electro-optic external modulation in fiber optic transmission systems have been firmly established. Despite recent developments in novel materials such as graphene [3] [4] [5], electrooptical polymers [6] [7] [8], barium titanate ( $\mathrm{BaTiO}_{3}$ ) [9] [10] [11] and silicon [12] [13] [14], lithium niobate $\left(\mathrm{LiNbO}_{3}\right)$ continues to be the common material chosen for the fabrication of electrooptical modulators due to its combination of high electro-optical coefficients and high transparency in the near infrared wavelengths used for optical telecommunication [15] [16] [17]. Also recently, the development of new micro-engineered techniques, which rely on the ferroelectric properties of $\mathrm{LiNbO}_{3}$, has opened the door to a new generation of integrated devices based on $\mathrm{LiNbO}_{3}$ [18] [19].

The electro-optical modulation is based on the Pockels effect, by which an applied electrical field gives rise to a phase shift on a propagating optical wave which is proportional to the electrical field amplitude. Optical phase modulations thus achieved can be converted into optical amplitude modulations either in bulk free-space arrangements that exploit the effect on the wave polarization or in integrated Mach-Zehnder interferometric configurations [15].

In contrast to lumped electrode configurations, traveling wave (TW) structures, in which the optical and radio frequency ( RF ) waves are made to travel collinearly, allow lower electrical driving power levels with longer modulator lengths. The parameter that quantifies the required driving power is the half wave voltage or $V_{\pi}$, defined as the required voltage to induce a $\pi$ phase shift on the optical wave. Early designs of Mach Zehnder modulators considered a variety of transmission line structures, but presently they mainly rely on coplanar waveguides (CPW) [20] [21].

This work is concerned with integrated electrooptical CPW traveling wave Mach Zehnder modulators (MZM) which presently account for an estimated total available market of around $\$ 450$ millions according to studies conducted by Gigoptix Company. The study will mainly consider $\mathrm{LiNbO}_{3}$ as the electrooptical material, even though other materials could also be included into the analysis. Basically due to both the inherent wave velocity mismatch between the optical and the electrical waves in $\mathrm{LiNbO}_{3}$ and to ohmic loss in the electrodes, low $V_{\pi}$ achieved by long device lengths $(L)$ is accompanied by a reduction of the operative bandwidth $(B)$ [22] [23]. The selection of $L$ thus exhibits a trade-off between $V_{\pi}$ and $B$, which depends on the values of the RF propagation parameters in the transmission CPW line forming the electrodes [20] [21].

On the other hand, it is also important to ensure that the MZM electrical connection is well matched to the impedance of the driving source. Reference impedance of most applications of MZM is $50 \Omega$, while typical characteristic impedance values $\left(Z_{0}\right)$ of CPW over $L i N b O_{3}$ substrates lie around $30 \Omega$. In order to guarantee a broadband impedance matching, the MZM design should include strategies to increase the $Z_{0}$ of the CPW transmission line forming the electrodes.

Applications of MZM are mainly, but not limited to, the optical communications field, specially in high speed and long haul links, where they have largely replaced the direct-current modulation of laser diodes. Due to their flexibility, MZM has widely spread out to a variety of uses such as providing arbitrary constellation modulators for high efficiency signal transmission [24] [25], frequency comb sources [26] [27], photonic local oscillators [28], short pulse generators [29] and a long list which includes an increasing diversity of military and space applications [18] [30] [31] [32] [33] [19].


Figure 1.1: Commercial $\mathrm{LiNbO}_{3}$ MZM from Photline.

By and large, the technical trends of modern MZM point towards four directions. First trend is
addressed to increase performances in terms of high bandwidth. Commercial MZMs are fabricated to reach 10, 40 and lately $100 \mathrm{~Gb} / \mathrm{s}$. According to ElectroniCast, a leading market research and technology consultancy, in 2015 , the $40 \mathrm{~Gb} / \mathrm{s}$ modulator use is forecast to represent nearly $41 \%$ of the worldwide relative market share (consumption value), even though in terms of volume (number of units), the $10 \mathrm{~Gb} / \mathrm{s}$ category will maintain the worldwide lead in relative market.

The second trend is to assure inexpensive control electronics, where mainly low $V_{\pi}$ is needed. Current $40 \mathrm{~Gb} / \mathrm{s}$ MZMs require about 5 V for a single drive and 3 V for dual drive, where the drivers have to be composed of a Si-based logic integrated circuit (IC) (SiGe HBT) and a driving amplifier made of a compound semiconductor such as GaAs. If the drive voltage could be reduced to less than 2 V , which is the breakdown voltage of $\mathrm{Si}-\mathrm{Ge}$, the logic ICs and drive circuit can be integrated on one simple and inexpensive Si-Ge chip [29].

The third direction is to reduce $L$ to decrease the package size, e. g. to make the device more compact as needed for small-form-factor transponders [29] [34].

The four trend is related to the unique flexibility properties of optical modulation based on $\mathrm{LiNbO} \mathrm{N}_{3}$, such as the ability to provide a wide variety of modulation functions over the optical wave by combinations of optical phase and amplitude control by electrical signals. Examples include chirp control through electrode gap asymmetry [35], and differential quadrature phase shift keying modulation (DQPSK) [24] [25].

Towards achievement of the above mentioned goals it is important to bear in mind that in MZM the parameters $B, V_{\pi}$ and $L$ are closely related through figure of merit trade-offs, which basically depend of the electro-optic waves velocity mismatch and the electrode loss. At the same time, it is also important to maintain a good impedance matching to driving sources. Traditionally the MZM cross-section has been tailored to increase $Z_{0}$ while $n_{m}$ and $\alpha$ decrease.

Low permittivity buffer layers beneath the electrodes and the electro-optic substrate have been employed as a means to reduce $n_{m}$. They further allow for increases of the line impedance that help to achieve the impedance matching. The downsides are that the voltage drop across this buffer layer reduces the field intensity into the electro-optical substrate decreasing the modulation efficiency [23], and the associated bias-drift related to the flow and redistribution of electrical charge in the device structure [36] [37] [38].

Increases in the conducting electrode thickness have also traditionally been exploited to achieve the velocity matching. In this case though, a lower $n_{m}$ is accompanied by a lower $Z_{0}$ value that works against the electrical impedance matching [23].

More recently, thin film electro-optical substrate designs of just a few microns have been shown to both reduce $n_{m}$ and to increase $Z_{0}$ [2] [39]. Here, the challenge is to achieve the $\mathrm{LiNbO}_{3}$ thickness that satisfies both requirements simultaneously while properly housing the optical guides.

Techniques such as ridge structure [40] [41] [42], etched cross-section [43] [44], back-slotted crosssection [45] [46] [47], phase reversal and domain inversion [48] [49] [50] [51] have also been common optimization strategies, Fig.(1.2).


Figure 1.2: Types of MZM (a)Ridge structure [52], (b) domain inverted [52], (c) back-slotted cross-section [45], and (d) $\mathrm{LiNbO}_{3}$ thin film [35].

The design and optimization of MZM can thus be regarded as a two-sided problem. On the one side there is the choice of a CPW cross-section structure which determines the transmission line propagation parameters $\left(n_{m}, \alpha, Z_{0}\right)$, and on the other the relationship of these parameters with the MZM system features $\left(B, V_{\pi}, L\right)$. Therefore, a systematic approach to MZM optimization should rely on mathematical expressions and models which could bridge the gaps between design and performance parameters as sketched on Fig. (1.3). Those expressions should be simple enough for both allowing to develop an intuitive understanding of the underlying trade-offs, and also enabling smooth integration into systematic design and optimization algorithms, while at the same time showing flexibility and holding potential for encompassing a broad variety of different MZM structures and design strategies.

This is expressed graphically on Fig. (1.3), along with the chapters of the present dissertation where the relevant work on each of the sides of the problem is presented.


Figure 1.3: Scheme of the Thesis.

### 1.2 Aim of the thesis

This Thesis will focus in the optimization of MZM through development of simple models that could provide a base to build a set of easy to follow design rules and systematic analysis tools, that could help to develop present and future MZM evolution trends.

A complete and thorough revision of the field is targeted with an eye to firmly establish the fundamental concepts and definitions and to clearly define strategies that could allow to reach the full potential of state of the art technologies.

The principal goals of the thesis are:

1. A complete study of the CPW forming the MZM which could allow to derive approximated closedform expressions for the RF propagation parameters including conductor thickness, skin effect, gap and conductor ground asymmetry, and multilayer substrates such as a $\mathrm{LiNbO}_{3}$ thin film or $\mathrm{SiO}_{2}$ buffer layer structures. These equations would constitute a powerful tool in a systematic

CPW design that would allow to optimize the MZM features mainly in terms of bandwidth and voltage driver.

The analysis of the propagation parameters of a CPW has traditionally relied on the quasitransverse electromagnetic (TEM) approximation. Conformal mapping techniques have been exploited to obtain the propagation parameters as a function of the CPW geometry. However effects such as thick electrodes, multilayer substrates and cross-section asymmetries, which are much relevant to MZM design, are not easily included into the model with the required accuracy. Too often, the CPW design for MZM optimization needs to depend on cumbersome and lengthy numerical electromagnetic simulations which hinder a systematic approach to the optimization of MZM and the development of intuitive insights.

The derivation of closed-form equations, embracing all the relevant effects commented before, that accurately models the behavior of the CPW as a function of the geometry, and also allows for simply addition of a variety of different structures, is key for the design and optimization of MZM.

Once the propagation parameters are clearly linked to a specific CPW geometry, it should be interesting to know how the cross-section parameters impact the achievable $B$ and $V_{\pi}$. That is the goal of objective 2 of this Thesis.
2. An analysis of the bandwidth-length trade-off that could bring some light into the appropriate figures of merit and thus help to exploit the potential of a specific CPW cross-section to achieve specially targeted B and $V_{\pi}$ values, while maintaining $Z_{0}$ matched.

To elucidate which CPW cross-section is more suited to a specific application, a figure of Merit $B L$ or $B / V_{\pi}$ has been traditionally used [53] [54]. However, this has been shown to be valid only in the low-loss approximation which is not always the case of a MZM. It has been also proved that when near velocity matching is achieved, the figure of Merit is better defined as $B L^{2}$ or $B / V_{\pi}^{2}$ [55]. The intermediate cases, when the loss or velocity mismatch are not negligible, have not been contemplated to date.

In a general case in which both losses and velocity mismatch are relevant, the $B-L$ relation is found from a numerical solution of a transcendental equation for every specific case. The aim of this objective is two-fold, on the one side we will try to find closed-form expressions that could relate $B$ and $L$ in a general case with both losses and velocity mismatch, and on the other we will
analyze the possible figures of merit that can be used to characterize a specific MZM cross-section in terms of achievable B and L values, and the range of validity of each figure of merit.
3. Integration of the analytical models to be developed into a systematic design and optimization tool which can straightforwardly be used to define optimized MZM structures with enhanced performance.

### 1.3 A thesis overview

The thesis is organized in the following manner: Chapter 2 gives a review of the state of the art of MZM, embracing its fundamentals, i. e. the mechanism of electro-optical modulation based in the Pockels effect [15], the frequency response and figures of merit. The overlap integral and its impact in the modulator performance is described. The CPW forming the electrodes is presented, emphasizing the cross-section influence in the RF propagation parameters.

Chapter 3 is devoted to analyze the presently available closed-form formulations for the CPW microwave properties and to compare with numerical simulations in commercial finite-element software HFSS in order to test their accuracy. Novel closed-form expressions for the microwave propagation parameters accounting for the main geometrical characteristics of the CPW cross-section relevant to MZM design and optimization are presented. The formulation has been validated by comparing with experimental measures available in literature, as well as with HFSS results.

In Chapter 4 novel $B-L$ closed-form equations, fully accounting for the effects of the electrodes attenuation and the electrical and optical velocity mismatch, are presented. From these, four $B-L$ trade-off figures of merit for different MZM operative ranges are identified and novel $B$ and $L$ charts are built and tested with experimental results found in literature.

In Chapter 5 a systematic approach to optimize the MZM cross-section is presented which combines the closed-form expressions obtained in Chapter 3 and the bandwidth and length equations of Chapter 4 in an integrated graphic interface tool. Two optimized MZM proposals, one for a broadband modulator and one for a reduced $V_{\pi}$, are proposed in a straightforward way using the graphic tool.

Finally, in Chapter 6 the conclusions of this work and possible future work directions are presented.

## Basics

### 2.1 Introduction

This Chapter is devoted to the analysis of the basics of the MZM. In section 2.2, the fundamentals of the Pockel's electro-optic effect are reviewed. Section 2.3 deals with the overlap integral and the influence of the CPW physical geometry over it. Section 2.4 is dedicated to the principal characteristics of the CPW. In subsection 2.4.1 the finite element method (FEM) solver HFSS along with its features, is presented. As the MZM performance is strongly related to the cross-sectional CPW physical magnitudes, the influence of each one in the propagation parameters is analyzed through numerical simulations with HFSS in section 2.4.2.

### 2.2 Basics of MZM

The operating principle of the MZM is based on the linear electrooptic effect also known as Pockels effect, which is related to the change of the optical properties of a material under the influence of an external field at electrical frequencies [15].

Through the Pockels effect, the incremental change of the electric impermeability tensor $\eta$ at optical frequencies due to the applied electric field $\vec{E}$ is given by

$$
\begin{equation*}
\eta(\vec{E})=\eta_{0}+r \vec{E}, \tag{2.1}
\end{equation*}
$$

where $r$ is the crystal's electrooptical coefficient, and $\eta_{0}$ is the linear impermeability which in a lossless media can be diagonalized in a system of reference given by the material's principal axes with elements $\frac{1}{n_{x}^{2}}, \frac{1}{n_{y}^{2}}$ and $\frac{1}{n_{z}^{2}}$, being $n_{x}, n_{y}$ and $n_{z}$ the principal refractive indices into each direction of the crystal
[15]. The $\mathrm{LiNbO}_{3}$ is an uniaxial crystal meaning that from the three possible principal indices two of them are equal, and the third is along the direction of a symmetry axis known as the optical axis. The reference axes are usually chosen so that the optical axis follows the z direction and therefore

$$
\begin{gather*}
n_{x}=n_{y}=n_{o},  \tag{2.2}\\
n_{z}=n_{e}, \tag{2.3}
\end{gather*}
$$

where $n_{o}$ and $n_{e}$ are the ordinary and extraordinary refractive indices, respectively.
The electrooptical coefficient $r$ for $\mathrm{LiNbO}_{3}$ in contracted notation is related to the tensor $\eta$ as follows [15]

$$
\left[\begin{array}{c}
\eta_{x x}  \tag{2.4}\\
\eta_{y y} \\
\eta_{z z} \\
\eta_{y z} \\
\eta_{x z} \\
\eta_{x y}
\end{array}\right]=\left[\begin{array}{c}
\eta_{x x_{0}} \\
\eta_{y y_{0}} \\
\eta_{z z_{0}} \\
\eta_{y z_{0}} \\
\eta_{x z_{0}} \\
\eta_{x y_{0}}
\end{array}\right]+\left[\begin{array}{ccc}
0 & -r_{22} & r_{13} \\
0 & r_{22} & r_{13} \\
0 & 0 & r_{33} \\
0 & r_{51} & 0 \\
r_{51} & 0 & 0 \\
-r_{22} & 0 & 0
\end{array}\right]\left[\begin{array}{c}
E_{x} \\
E_{y} \\
E_{z}
\end{array}\right] .
$$

The most popular configuration is that where $\vec{E}$ is made to follow the optical axis, $\bar{E}=E_{z} \hat{z}$ [15]. In that case the crystal remains uniaxial with the same optical axis and the ordinary and extraordinary indices change their values according to

$$
\begin{align*}
& \frac{1}{n_{o}^{2}(E)}=\frac{1}{n_{o}^{2}}+r_{13} E_{z},  \tag{2.5}\\
& \frac{1}{n_{e}^{2}(E)}=\frac{1}{n_{e}^{2}}+r_{33} E_{z} ; \tag{2.6}
\end{align*}
$$

obtaining

$$
\begin{equation*}
n_{e, o}(E)=\frac{n_{e, o}}{\sqrt{1+n_{e, o}^{2} r_{e, o} E_{z}}} \approx n_{e, o}-\frac{1}{2} r_{e, o} n_{e, o}^{3} E_{z}, \tag{2.7}
\end{equation*}
$$

where $r_{e, o}=r_{33,13}$, and the approximation $n_{e, o}^{2} r_{e, o} E_{z} \ll 1$ has been made [15].
Since $r_{33}>r_{13}$ in $\mathrm{LiNbO}_{3}$ the strongest component of the optical field is usually made to also align with the z-axis of the crystal, so that the relevant optical index is the extraordinary index $n_{\text {opt }}=n_{e}$
[15]. Once the optical signal is modulated in phase in one or both arms of a Mach Zehnder structure, the output signal is recombined resulting in an amplitude modulation, Fig. (2.1).


Figure 2.1: Basic electro-optic modulator structure.

A voltage signal is applied to the CPW. In a frame of reference moving with the photon velocity, the TW voltage can be written [18]

$$
\begin{equation*}
V(t, z)=V_{0} e^{\left[j(2 \pi f t-\beta z)-\alpha_{0} \sqrt{f} z\right]} \tag{2.8}
\end{equation*}
$$

where $V_{0}$ is the amplitude of the wave; $f$ is frequency and $\alpha_{0}$ is the field attenuation coefficient in Nepers per unit length at $1 \mathrm{GHz}, \beta$ is the propagation constant of the fundamental mode and $z$ is the direction of propagation.

The accumulated phase shift after traveling along each of the MZM arms of length $L$ is (Appendix B)

$$
\begin{equation*}
\Delta \phi(f)=-\frac{\pi}{\lambda_{0}} n_{o p t}^{3} r_{33} \frac{\Gamma}{s} \int_{0}^{L} V_{0} e^{-j\left(2 \pi \nu f-\alpha_{0} \sqrt{f}\right) z} d z \tag{2.9}
\end{equation*}
$$

where $\nu=\frac{\left|n_{m}-n_{\text {opt }}\right|}{c}$ is the group velocity mismatch parameter, being $n_{m}$ the effective microwave index and $c$ the speed of light in vacuum, and $\Gamma$ is the overlap integral [56] given as

$$
\begin{equation*}
\Gamma=\frac{s}{V_{0}} \frac{\int E_{m}\left|E_{o p t}^{2}\right| d s}{\int\left|E_{o p t}^{2}\right| d s} \tag{2.10}
\end{equation*}
$$

where $E_{m}$ and $E_{o p t}$ are respectively the electrical and optical fields, and $s$ is the electrode gap.
The DC voltage $V_{\pi}$, is often given as a measure of the efficiency of MZM. Defined as the required DC voltage over the electrodes to induce a $\pi$ phase shift, following from (2.9), it is written by

$$
\begin{equation*}
V_{\pi}=\frac{s}{L} \frac{\lambda_{0}}{r_{33} n_{o p t}^{3} \Gamma} \tag{2.11}
\end{equation*}
$$

The small-signal modulation response of a MZM with $Z_{0}$ matched, for a dominant conductor attenuation is given as (Appendix B) [54]

$$
\begin{equation*}
M(f)=\left|\frac{\Delta \phi(f)}{\Delta \phi(0)}\right|=e^{\frac{-\alpha_{0} \sqrt{f} L}{2}}\left[\frac{\sinh ^{2}\left(\frac{\alpha_{0} \sqrt{f} L}{2}\right)+\sin ^{2}(\pi f \nu L)}{\left(\frac{\alpha_{0} \sqrt{f} L}{2}\right)^{2}+(\pi f \nu L)^{2}}\right]^{1 / 2} . \tag{2.12}
\end{equation*}
$$

In the characterization of the modulation speed of MZM two different definitions of $B$ can be found, namely the electrical and the optical 3 dB bandwidth, verifying respectively $M\left(B^{e}\right)=1 / \sqrt{2}$ and $M\left(B^{o}\right)=1 / 2$, in (2.12) [54]. This distinction reflects the fact that in conventional Intensity Modulation and Direct Detection (IM/DD) optical transmission systems, the electrical modulation signal $B\left(B^{e}\right)$ differs from the $B$ of the resulting modulated signal $\left(B^{o}\right)$. This is a direct consequence of the square-law nature of electro-optical conversions, based on one-to-one electron-photon interchanges. While $B^{e}$ bears the most significant relevance in terms of the data velocity that can effectively be conveyed, some authors prefer to give the $B^{o}$. Therefore, to be able to compare with measures, in this work we will provide results for both $B^{e}$ and $B^{o}$.

The configuration and the cut of the $\mathrm{LiNbO}_{3}$ crystal forming the substrate of the MZM is a key factor for its performance. The orientation of the optical axis determines the location of optical guides relative to the CPW electrodes. If the crystal is cut so that the optical axis lies in the plane of the crystal, we say the crystal has an x-cut, while z-cut refers to a crystal with optical axis perpendicular to the crystal plane. Fig. (2.2) shows the x-cut and z-cut different variants for the CPW cross-section, with the $E$ field always pointing in the direction of the optical axis (z-axis). As shown, the optical waveguide should be placed in the substrate in the gap zone for a x-cut configuration and beneath the electrodes for z -cut. Because the electrodes are placed on top of the waveguides, z -cut devices require a buffer layer, generally $\mathrm{SiO}_{2}$, to minimize the attenuation of the optical mode due to metal absorption [17].

In x-cut, a buffer layer is not required, even though it can be used to help the wave velocity matching at the expense of a reduction in $\Gamma$. The topology of the x -cut naturally results in a push-pull configuration and therefore is intrinsically chirp-free [17]. This does not apply to the z-cut configuration in which the E field is twice as intense below the hot conductor and therefore the difference between $\Gamma$ in each z-cut arm results in a frequency chirp. The pre-chirp characteristic has been exploited to compensate for chromatic dispersion of optical fibers. In this sense, it is worth noting that asymmetrical


Figure 2.2: X-cut and Z-cut CPW Mach Zehnder cross-section.

CPW designs are useful for chirp control strategies [35]. Another common configuration is the dual drive CPW topology that achieves a factor of 2 in the overlap integral at the expense of higher design complexity, Fig. (2.3) [17] [35].


Figure 2.3: (a) Dual drive CPW configuration (b) asymmetric configuration.

### 2.3 Overlap Integral Factor

The efficiency of an electro-optic modulator depends strongly on the overlap between the external electrical and optical fields. This overlap is determined by the geometry of the CPW and the position of electrodes relative to the optical guides. Optimizing the electrode spacing and their relative placement with respect to the optical waveguides is one of the key factors to improve the modulators performance [56] [57] [58] [59].

In this section we analyze the overlap integral, the influence of the geometrical CPW parameters on it, and therefore on the $V_{\pi}$, and how to increase its magnitude.

Definition on $\Gamma$ is given in expression (2.10). In order to get an estimation of its value, we consider the available analytical expressions of the optical and electrical fields in the electrooptical substrate.

Starting with the modeling of the optical field, at present high quality optical waveguides are routinely obtained through two well-established technologies, Ti:in-diffusion and proton exchange [17] [18]. It has been shown that the fundamental mode field profile of the optical field of the weakly guiding mode in those waveguides can be well represented by the Hermite-Gaussian function [56] [57] [60].

$$
\begin{equation*}
\left|E_{o p t}(x, y)\right|^{2}=\frac{4 y^{2}}{w_{x} w_{y}^{3} \pi} e^{\left(-\frac{x-p}{w_{x}}\right)^{2}} e^{\left(\frac{y}{w_{y}}\right)^{2}} \tag{2.13}
\end{equation*}
$$

where $p$ is the peak position of the optical field in the lateral direction, and $w_{x}$ and $w_{y}$ are width parameters in $x$ and $y$ directions, respectively.

While the $x$ dependence of the field is well approximated by a Gaussian function, the $y$ dependence is best described by the Hermite-Gaussian function since the guided mode field is very weak at the surface of the crystal. The function (2.13) is normalized for a unity integral over the infinite half space $0<y<-\infty,-\infty<x<\infty$ [57].

As for the electrical field we will rely on a conformal approach which yields the expressions for the electrical field for coplanar strip electrodes [56]


Figure 2.4: Coplanar strip electrodes.

$$
\begin{gather*}
E_{x}=\frac{V}{|2 K(k)|} \operatorname{Im}\left(\frac{d w}{d z}\right),  \tag{2.14}\\
E_{y}=-\sqrt{\frac{\epsilon_{x}}{\epsilon_{y}}} \frac{V}{|2 K(k)|} \operatorname{Re}\left(\frac{d w}{d z}\right), \tag{2.15}
\end{gather*}
$$

with

$$
\begin{gather*}
k=\left[\frac{(a-b)(c-d)}{(a-c)(b-d)}\right]^{1 / 2}  \tag{2.16}\\
\frac{d w}{d z}=\frac{[(a-c)(b-d)]^{1 / 2}}{(z-a)^{1 / 2}(z-b)^{1 / 2}(z-c)^{1 / 2}(z-d)^{1 / 2}},  \tag{2.17}\\
z=x+j\left(\sqrt{\varepsilon_{x} / \varepsilon_{y}}\right) y \tag{2.18}
\end{gather*}
$$

where V is the voltage and $K(k)$ is the complete elliptic integral of the first kind. For z-cut substrate $\epsilon_{x}=43$ and $\epsilon_{y}=28$ while $\epsilon_{x}=28$ and $\epsilon_{y}=43$ for x-cut. The microwave field $\left(E_{m}\right)$ will be $E_{x}$ and $E_{y}$ for the x -cut and z -cut structures, respectively.

Results for $\Gamma$ through numerical computation of (2.10), using the $E_{o p t}$ and $E_{m}$ expressions of (2.13) and (2.14)-(2.18) were obtained. As a validity check of our estimation of $\Gamma$ we were able to reproduce the results for the symmetric x-cut CPW structure analyzed in [56]. Table 2.1 shows the characteristics of the CPW electrodes and the optical guide.

| Parameter | Value |
| :---: | :---: |
| $\mathrm{w}(\mu \mathrm{m})$ | 4 |
| $s(\mu m)$ | 6 |
| $w_{x}(\mu \mathrm{~m})$ | 2 |
| $w_{y}(\mu \mathrm{~m})$ | 2 |

Table 2.1: Parameters of the CPW and the optical guides of [56].

Fig.(2.5) shows the $\Gamma$ trend versus the peak position $p$ along the $x$ direction. Our numerical results match perfectly with outputs of Fig. 8 of [56]. The plot agrees with the statements of [56] and [57], where it was pointed out that the maximum $\Gamma$ is obtained approximately when the optical waveguide is placed in the middle of the electrode gap, with some shift toward the inner electrode edge where the electric field is higher. For this structure, the optical guide is in the center of the electrode gap when $p=w / 2+s / 2=5 \mu m$, and the highest value of $\Gamma$ is reached when $p=4 \mu m$.


Figure 2.5: Overlap integral factor for the CPW on x-cut $L i N b O_{3}$ of [56].

For z-cut devices, conversely, the maximum $\Gamma$ occurs when the inner edge of the electrodes is aligned with the optical waveguides [56] [57].

Using the above explained numerical computation of $\Gamma$, we analyzed the influence of the CPW parameters on its value. In Fig. (2.6a) and (2.6b) the overlap integrals for a x-cut branch of the CPW configuration of table 2.1, versus the electrode gap $s$ and hot electrode width $w$ are plotted, respectively, for a optical waveguide placed at the center of the gap.

As shown, $\Gamma$ increases with $s$ up to a maximum value $\sim 0.55$, and then it remains almost constant. A similar behavior is observed as a function of the hot electrode width.

A first look to the graph of $\Gamma$ of Fig. (2.6a) may induce to the idea that for $s<8 \mu m$ the efficiency of the MZM is reduced as $\Gamma$ is decreased. This statement is not correct due to the fact that rather than $\Gamma$ alone, $V_{\pi}$ is dependent of the $\Gamma / s$ ratio, as seen in (2.11) [56]. In Fig. (2.7) the ratio $\Gamma / s$ against gap width is displayed, showing bigger values of $\Gamma / s$ for smaller values of $s$, which translates into a lower $V_{\pi}$.

The buffer layer is also a factor of great impact in the $\Gamma$. An analysis reported by Burns et al. in [61] shows that the impact of the buffer layer on $\Gamma$ may be taken to account using a correction factor due to the electric field reduction (EFR) of the form [60]

$$
\begin{equation*}
E F R=\frac{s}{2 \varepsilon_{1} \cdot \frac{h_{2}}{\varepsilon_{2}}+s}, \tag{2.19}
\end{equation*}
$$

where $s$ is the electrode gap, $\varepsilon_{1}$ and $\varepsilon_{2}$ are the dielectric constant of the $l i N b O_{3}$ and the buffer layer, respectively, and $h_{2}$ is the thickness of the buffer layer.


Figure 2.6: Overlap integral $\Gamma$ for a x-cut branch against (a) electrode gap width with $w=4 \mu m$ and, (b) hot electrode width with $s=6 \mu \mathrm{~m}$. The peak position of the optical field, $p$, was always taken at the center of the gap.


Figure 2.7: Relation between $\Gamma / s$ and $s$ for a x-cut branch with $w=4 \mu m$.

Using that result, we will estimate the $\Gamma$ of a MZM structure with a buffer layer $\Gamma_{b}$, as the $\Gamma$ from numerical computation of (2.10) using (2.13), and (2.14) to (2.18), and the EFR as $\Gamma_{b}=E F R \cdot \Gamma$.

The electrode gap width has also an important effect in the electric field value in buffered MZM. The values of $\Gamma / s$ against $s$, for a $\mathrm{SiO}_{2}$ buffer layer depth of $0.5 \mu \mathrm{~m}$ and $1 \mu \mathrm{~m}$ are plotted in Fig. (2.8). As shown, the value of $\Gamma / s$ has a peak for $s=6 \mu \mathrm{~m}$ and $s=6.5 \mu \mathrm{~m}$, respectively. In both cases the change between the values of $\Gamma / s$ for $s=2 \mu m$ and $s=6 \mu m$ is around $50 \%$.


Figure 2.8: $\Gamma / s$ against $s$ for a $\mathrm{SiO}_{2}$ buffer layer x-cut structure. The $p$ position is fixed in the middle of the gap.

As observed, the values of $s$ and $h_{2}$ are relevant to the $V_{\pi}$. Optimization of MZM performance in terms of $V_{\pi}$ therefore comes through proper design of the CPW line electrodes. But as we know, the CPW geometry also has an impact on other MZM parameters through the values of $\alpha, Z_{0}$ and $n_{m}$. Next section thus is devoted to an analysis of the CPW transmission line that basically allows to establish the main dependences of the propagation parameters on the CPW geometry in order to shed some light into potential design strategies for MZM optimization.

### 2.4 Coplanar waveguides

The CPW, proposed by Wen [20] in 1969, is a line composed by a center strip with two parallel grounded electrodes over a substrate material, as shown in Fig. (2.9). In order to reduce loss at RF frequencies these electrodes are commonly made of gold [17].

The configuration of uniplanar electrodes allows easy connections, and makes the thickness of dielectric less critical than in microstrip and stripline, thus eliminating the requirement for backside wafer processing and significantly lowering the fabrication costs [62]. In addition, the CPW line is less dispersive than microstrip offering an extended frequency range for TEM behavior [63].

### 2.4.1 Numerical analysis of CPW

In the context of this Thesis, the software HFSS, which is a commercial solver for electromagnetic structures, has been extensively used to get numerical results for the characteristics of the wave prop-


Figure 2.9: Coplanar waveguide.
agation along the CPW line structure. This software is widely used in the field of RF research [64] [65].

In order to generate an electromagnetic field solution, HFSS employs the finite element method (FEM). In general, FEM divides the full problem space into many of smaller regions (mesh) and represents the field in each sub-region (element) with a local function.

By default, the interface between all 3 D objects and the background is a perfect $E$ boundary through which no energy may enter or exit. Wave ports are typically placed on this interface to provide a window that couples the model device to the external world. HFSS assumes that each defined wave port is connected to a semi-infinitely long waveguide that has the same cross-section and material properties as the port.

The usual restrictions for a correct HFSS simulation in terms of wave port position and dimensions have been taken to account. Referring to Fig.(2.9), these can be summarized as follows:

- The port width should be no less than 3 times the overall CPW width, or $3(2 s+w)$.
- The port height should be no less than 4 times the dielectric height, $4 h$.
- The wave port should be centered horizontally on the CPW trace; if the port is on GCPW (grounded CPW), the port bottom edge should lie on the substrate bottom ground plane; if the port is on ungrounded CPW, the port height should be roughly centered on the CPW metal layer.
- The wave port outline must contact the side grounds (all CPWs) and bottom ground (GCPW) and should not exceed $\lambda / 2$ in any dimension, to avoid a rectangular waveguide modal excitation. The range of frequency that will be used in the context of the Thesis is up to 100 GHz . This is very important for the wave port dimensions and for the radiation box used in the simulations.

Even though HFSS allows to explicitly take into account the anisotropy of $\mathrm{LiNbO}_{3}$, no significant differences have been observed between HFSS simulations considering anisotropy and those employing the equivalent quasi-static isotropic relative dielectric permittivity given by $\varepsilon_{r}=\sqrt{\varepsilon_{11} \varepsilon_{33}} \approx 34.7$ [66], as displayed in Fig. (2.10). Therefore, in order to gain simplicity and rapidness in simulations, the equivalent quasi-static isotropic dielectric permittivity approach will be used along the Thesis.


Figure 2.10: Discrepancy margin of modeling the usual quasi-static isotropic relative dielectric permittivity equivalent versus an anisotropic substrate.

### 2.4.2 Effects of the CPW cross-section over the RF propagation parameters

In order to gain insight into the effects of the typical CPW cross-section over the RF propagation parameters, a series of numerical experiments have been carried out in HFSS. Table 2.2 depicts the cross-sectional characteristics of a reference CPW that will be used as a benchmark along the Thesis. These values are in the usual range of typical MZM designs, where $w$ is the hot electrode width, $s$ is the gap between electrodes, $t$ is the electrode thickness, $w_{g}$ is the ground electrode width, $h_{1}$ is the lower
substrate layer thickness, and $h_{2}$ is the thickness of the upper substrate underneath the electrodes, as shown in Fig. (2.11). The electrode material is gold.


Figure 2.11: CPW cross-section geometrical parameters.

| Parameter | Value |
| :---: | :---: |
| $\mathrm{w}(\mu \mathrm{m})$ | 18 |
| $\mathrm{~s}(\mu \mathrm{~m})$ | 15 |
| $\mathrm{t}(\mu \mathrm{m})$ | 10 |
| $w_{g}(\mu \mathrm{~m})$ | 100 |
| $h_{1}(\mu \mathrm{~m})$ | 50 |

Table 2.2: Physical parameters of the reference CPW.

Table 2.3 shows a general trending of the RF propagation parameters with the CPW cross-section parameters as observed in HFSS simulations, for the reference CPW, as shown in Fig. (2.11).

The up-facing arrow in the table means that the parameter shows an increasing trend while a down-facing arrow means the opposite.

|  | $\mathrm{t} \uparrow$ | $\mathrm{s} \uparrow$ | $\mathrm{w} \uparrow$ | $h_{2}$ (buffer) $\uparrow$ | $h_{2}$ (thin film) $\uparrow$ | $w_{g}(50-200) \uparrow$ | $w_{g}(\geq 200) \uparrow$ | $h_{1}(\geq 100) \uparrow$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Z_{0}$ | $\downarrow$ | $\uparrow$ | slowly $\downarrow$ | $\uparrow$ | $\downarrow$ | slowly $\downarrow$ | const. | const. |
| $n_{e}$ | $\downarrow$ | $\downarrow$ | slowly $\uparrow$ | $\downarrow$ | $\uparrow$ | slowly $\downarrow$ | const. | const. |
| $\alpha$ | $\downarrow$ | $\downarrow$ | slowly $\downarrow$ | $\downarrow$ | $\uparrow$ | slowly $\downarrow$ | const. | const. |

Table 2.3: Variation of the propagation parameters with the changes in the physical ones.

As observed, $t, s$ and $h_{2}$ are the parameters with a greater impact over the RF propagation parameters, but while the increase in $h_{2}$ is beneficial for both velocity and impedance matching points of view, increasing $t$ improves the velocity matching but has a detrimental effect over $Z_{0}$. The trends observed as $s$ is increased are similar to those in $h_{2}$, with the additional effect of a $V_{\pi}$ increase coming from the reduction in the $\Gamma / s$ ratio (see Fig. 2.7).

### 2.5 Summary

This Chapter has presented a review of the fundamentals of MZM. The geometry of the CPW has been identified as a key factor for the optimization of MZM. In general terms, it can be said that a laudable goal in MZM design s to always try to decrease $\alpha$ and $\nu$ and maintain $Z_{0}$ as close as possible to $50 \Omega$. But at those conditions are difficult to reach simultaneously, the key problem is to find the appropriate balance in order to achieve a targeted performance. The influence of the CPW crosssection geometry on the MZM performance has been assessed, on the one hand by HFSS simulations of the RF propagation parameters and on the other by numerical computation of the overlap integral in order to determine its impact over the MZM driving power.

## Closed-Form Expressions for CPW

### 3.1 Introduction

This Chapter focuses on finding closed-form approaches for the CPW propagation parameters ( $\varepsilon_{e f f}$, $Z_{0}$ and $\alpha$ ) for systematic MZM design and optimization. To that goal, we first analyze in section (3.2.1) the most relevant closed-form expressions proposed in literature and test them using HFSS simulations.

The approaches analyzed here are based on extensions of conformal mapping techniques, curve fitting and empirical formulations such that the expressions usually only cover the quasi-TEM range and therefore two high frequency extension formulations are reviewed in subsection (3.2.5) [67] [68].

Novel closed-form expressions for $\varepsilon_{e f f}, Z_{0}$ and $\alpha$ of CPW are derived in section (3.3), and an extended formulation including bi-layered substrates and asymmetry is presented in section 3.4.

An analysis of the new model performance through HFSS benchmarking and with measured results of experimental designs extracted from literature is carried out in section (3.5).

### 3.2 Closed-form approaches

Traditionally the CPW analysis has relied on conformal mapping techniques (CM) [69], which do not provide an easy way to include the electrode thickness, a key feature for a good MZM performance, as pointed out in previous chapters [17] [70]. Also as a consequence, the conductor attenuation is specially difficult to include in the formulas. The CPW line is basically affected by three kinds of attenuations: conductor loss, usually called skin effect loss, dielectric loss, and radiation loss which is only relevant
for frequencies over 200 GHz [67] [71] [72], thus the radiation loss will not be included in the context of this Thesis.

Other approaches have included the effect of the electrode thickness through empirical formulation and curve fitting. The expressions developed by Chung et. al. [73] and Heinrich [74] are analyzed in this Chapter. Since the quasi-TEM expressions are the base of these closed-form formulas, we start the analysis with them.

### 3.2.1 Quasi-TEM equations

The quasi-TEM expressions of $\varepsilon_{e f f}, Z_{0}$ and $\alpha$ of a transmission line, as a function of the distributed line elements, are the base of a great number of closed-form approaches for CPW. We begin by reviewing their fundamentals. As seen from the derivation contained in Appendix C, they can be written as

$$
\begin{gather*}
\varepsilon_{e f f}=c^{2} L C,  \tag{3.1}\\
Z_{0}=\sqrt{\frac{L}{C}}  \tag{3.2}\\
\alpha=\frac{R}{2 Z_{0}}+\frac{G Z_{0}}{2}, \tag{3.3}
\end{gather*}
$$

where $c$ is the speed of light in vacuum; $R, G, L$ and $C$ are the resistance, conductance, inductance and capacitance per unit length of the line, respectively. In order to get closed-form expressions for (3.1), (3.2) and (3.3), we consider that

$$
\begin{gather*}
L=L_{i n t}+L_{o u t},  \tag{3.4}\\
C=C_{0}+C_{s},  \tag{3.5}\\
R=\omega L_{i n t},  \tag{3.6}\\
G=\omega C_{s} \tan \delta, \tag{3.7}
\end{gather*}
$$

where $L_{\text {out }}$ is the contribution to inductance coming from the fields outside the conductors; $L_{\text {int }}$, also known as skin-effect inductance, is the contribution to inductance coming from the fields inside the
conductors; $C_{0}$ is the free-space capacitance of the line in the absence of dielectric; $C_{s}$ is the dielectric layer capacitance; $\omega$ is the angular frequency and tan $\delta$ is the dielectric loss tangent.

For non-magnetic dielectrics the external capacitance and the free-space capacitance are related through

$$
\begin{equation*}
L_{o u t}=\frac{1}{c^{2} C_{0}} . \tag{3.8}
\end{equation*}
$$

The zero thickness assumption in CM implies a null resistance $(R)$ and internal inductance ( $L_{\text {int }}$ ) in expressions (3.6) and (3.4). Therefore the conductor attenuation is considered zero, thus reducing the problem of getting CM closed-form expressions to that of finding two cross-section capacitances: $C_{0}$ and $C_{s}$ [69] [75] [76] [77] [78].

Next subsections are devoted to the conformal mapping approach [69], Chung-Chang [73] and Heinrich formulas [74]. Several simulations will be carried out to assess the validity of each approach. To that end, a parameter accounting for the agreement between the approach under analysis and HFSS simulated results will be defined as Discrepancy Margin (DM) given by

$$
\begin{equation*}
D M(\text { approach }) \%=100\left|\frac{R(H F S S)-R(\text { approach })}{R(H F S S)}\right|, \tag{3.9}
\end{equation*}
$$

where R (HFSS) and R (approach) are the results for a particular parameter of the HFSS and the approach, respectively.

### 3.2.2 Conformal mapping formulation

The CM has traditionally been used to obtain analytical closed-form expressions for CPW involving elliptical integrals. CM techniques provide a convenient means to analyze a great variety of different CPW cross-sections, but a fundamental drawback is the assumption of infinite dielectric substrate and zero metalization thickness.

Using these assumptions, $\alpha \approx 0$, and following equations (3.1) and (3.2), $\varepsilon_{e f f}$ and $Z_{0}$ are simplified to

$$
\begin{gather*}
\varepsilon_{e f f}=\frac{C}{C_{0}}  \tag{3.10}\\
Z_{0}=\frac{1}{c \sqrt{C C_{0}}} \tag{3.11}
\end{gather*}
$$

Fig. (3.1) features a CPW cross-section showing the electrical field lines and the partial distributed capacitances relevant to (3.10) and (3.11). The $C_{0}$ is the result of the parallel association of four equal partial capacitances $C_{0}^{\prime}$, corresponding to the fields into each of the four symmetrical quarter planes in which the cross-section is divided, $C_{0}=4 C_{0}^{\prime}$, while $C_{s}$ comes from the parallel association of two identical capacitances, due to the symmetry, between the strip and the lateral planes, $C_{s}=2 C_{s}^{\prime}$ over an equivalent substrate assumed to have permittivity $\left(\varepsilon_{r}-1\right)$ [69].


Figure 3.1: CPW cross-section field distribution and partial capacitances.

All these capacitances are computed using CM, and are given by

$$
\begin{gather*}
C_{0}=4 \varepsilon_{0} \frac{K\left(k_{0}\right)}{K\left(k_{0}^{\prime}\right)},  \tag{3.12}\\
C_{s}=2 \varepsilon_{0}\left(\varepsilon_{r}-1\right) \frac{K\left(k_{1}\right)}{K\left(k_{1}^{\prime}\right)}, \tag{3.13}
\end{gather*}
$$

with $\varepsilon_{0}$ the electric permittivity of free space, $\varepsilon_{r}$ the dielectric constant and $K(k)$ the complete elliptic integral of the first kind which operates over the parameters $k$ that are given by

$$
\begin{gather*}
k_{0}=\frac{w}{w+2 s} \sqrt{\frac{w_{g}(w+2 s+w g)}{w_{g}\left(w+2 s+w_{g}\right)+s(s+w)}},  \tag{3.14}\\
k_{1}=\frac{\sinh (\pi w / 4 h)}{\sinh (\pi(w+2 s) / 4 h)} \sqrt{\frac{\sinh ^{2}[\pi(w / 2+s+w g) / 2 h]-\sinh ^{2}[\pi(w / 2+s) / 2 h]}{\sinh ^{2}\left[\pi\left(w / 2+s+w_{g}\right) / 2 h\right]-\sinh ^{2}(\pi w / 4 h)}},  \tag{3.15}\\
k_{0}^{\prime}=\sqrt{1-k_{0}^{2}}, \tag{3.16}
\end{gather*}
$$

$$
\begin{equation*}
k_{1}^{\prime}=\sqrt{1-k_{1}^{2}} \tag{3.17}
\end{equation*}
$$

where $w$ is the strip width; $s$ is the gap width; $w_{g}$ is the ground conductor width and $h$ is the substrate thickness, as shown in Fig. 2.9.

The CM, despite its simplicity and the ease with which different geometries such as ridge, back slotted structures and multi substrate layers can be added, does not provide an easy way of including the thickness of the electrodes.

In order to assess the validity range of the CM as the conductor thickness grows, several numerical simulations were performed, comparing the results versus HFSS. Fig. (3.2) shows the $D M\left(C M\left(\varepsilon_{\text {eff }}, Z_{0}\right)\right)$ of the outcomes of (3.10)-(3.17) for the reference CPW (table 2.2) against $t$.


Figure 3.2: $D M(C M)$ for (a) $Z_{0}$, and (b) $\varepsilon_{\text {eff }}$ versus $t$ for the reference CPW of table 2.2.

As observed, setting as benchmark a $D M<5 \%$ the behavior of CM is only acceptable for low frequencies and thin conductors, not efficiently covering the usual range of frequency and electrode thickness of MZM. Though CM does not fully account for all relevant effects in MZM, it is a good start point to get improved closed-form expressions that actually take all these parameters into account.

Some authors [79] [80] suggest to include the effect of electrode thickness in a similar way to that used for microstrip, i. e. to consider that the effect of conductor thickness can be modeled by an effective increment of $w$ and a reduction of $s$. However, due to the significant difference in terms of field lines between the microstrip and the CPW lines it is not clear that such an effective width
increase concept can be exported to CPW [81]. In fact, HFSS simulations have revealed remarkable inaccuracies in [82].

### 3.2.3 Chung-Chang formulation

Chung et. al. in [73], proposed a closed-form formulation for the propagation parameters of a CPW based on CM and some empirical coefficients, to include the effect of the electrode thickness.

The capacitances $C^{t}$ and $C_{0}^{t}$ are given by

$$
\begin{gather*}
C^{t}=2 \varepsilon_{0}\left(1+\varepsilon_{r}\right) \frac{K(k)}{K\left(k^{\prime}\right)}+2 C_{t}  \tag{3.18}\\
C_{0}^{t}=4 \varepsilon_{0} \frac{K(k)}{K\left(k^{\prime}\right)}+2 C_{t} \tag{3.19}
\end{gather*}
$$

where the expression for the extra capacitance $C_{t}$ which is found through fitting and empirical values, given by

$$
\begin{equation*}
C_{t}=\pi \varepsilon_{0} \frac{a_{1}-a_{2} \ln (w / g)+a_{3} \ln \left(a_{4}+t / g\right)}{\ln (4 g / t)+\frac{1}{8}(t / g)^{2}} \tag{3.20}
\end{equation*}
$$

where $a_{1}=0.49254, a_{2}=0.01709, a_{3}=0.21918$ and $a_{4}=0.10357$.
Fig. (3.3) shows plots of $D M($ Chung -Chang $)$ for $Z_{0}$ and $\varepsilon_{\text {eff }}$ over a sweep of $t$ for different $f$, using the reference CPW configuration. As compared with Fig. (3.2) this method yields an improvement in terms of $D M$ values for an extended margin of $t$. The method is seen to work better for the high frequency range, where for $f>20 \mathrm{GHz}, D M \mathrm{~s}$ are kept within tolerable margins ( $\sim 10 \%$ ) up to $30 \mu m$. Beyond that value of $t$, the $D M$ increases dramatically and the method is not suited for MZM modeling.

### 3.2.4 Heinrich formulation

Heinrich in [74] calculated the elements of the quasi-TEM distributed equivalent circuit R, L, G and C by using a combination of CM, perturbation approaches and curve fitting, including the effects of non ideal conductors as well as substrate loss and finite metalization thickness. A segmentation procedure for different ranges of frequency was used to obtain the resistance and total inductance by applying a perturbation approach, while the Wheeler's incremental rule [83] was applied to obtain $L_{\text {int }}$ from the expression of $L_{\text {out }}$. The segmentation procedure employed requires that $w_{g}>w$ and $t<(9 / 2) w$. Since the Wheeler rule is used, the formulation is valid when $t>3 \delta$, being $\delta$ the skin depth, given by


Figure 3.3: DM (Chung-Chang) for (a) $Z_{0}$ and (b) $\varepsilon_{e f f}$ versus $t$ for the reference CPW of table 2.2.

$$
\begin{equation*}
\delta=\frac{1}{\sqrt{\pi f \mu \sigma}} \tag{3.21}
\end{equation*}
$$

where $f$ is the frequency, $\mu$ the magnetic permeability and $\sigma$ is the conductor conductivity.
Fig. (3.4) displays the $D M\left(\right.$ Henrich $\left.\left(Z_{0}\right)\right), D M\left(H e n r i c h\left(\varepsilon_{e f f}\right)\right)$ and $D M(H e n r i c h(\alpha))$ trend for the reference CPW against $t$ for different values of frequency. Since the formulation cannot take into account the buffer layer, we set $h_{2}=0$. We note that for all three cases the agreement is good, except for values $t<3 \mu m$, where the Wheeler bound of $t>3 \delta$ is not fulfilled. As shown, the results are better than the previous approaches with $D M$ below $5 \%$ in the whole margin of up to $40 \mu m$ thickness and 80 GHz . In the $\alpha$ plot, for $f=1 G H z$ the discrepancy margin seems to rise due to the problems of the Wheeler rule at low frequencies [84]. But it is only for very low $f$ and $t(f<1 \mathrm{GHz}, t<3 \mu m)$, that the method fails to predict the CPW propagation parameter values, and therefore we conclude that the Heinrich method is appropriate for accurate modeling of MZM. As a drawback we note that the formulation is cumbersome and that variation of the CPW basic structure, such as for example gap symmetries or bi-layered substrates are not easily included.

All the closed-form approaches analyzed rely on a quasi-TEM model while the ranges of $f$ of interest to MZM reach up to 100 GHz . In the next subsection, in order to extend beyond the quasi-TEM range the evaluation of $\varepsilon_{e f f}$, two empirical approaches accounting for the high frequency dispersion, are reviewed.


Figure 3.4: $D M$ (Heinrich) for (a) $Z_{0}$, (b) $\varepsilon_{e f f}$ and (c) $\alpha$ versus $t$ for the reference CPW of table 2.2 with $h_{2}=0$.

### 3.2.5 High frequency dispersion formulation

Two analytical expressions have been found that allow to extend the TEM values of $\varepsilon_{e f f}$ to a higher frequency margin. Frankel et al. in [67] gave a semi empirical expression while Schnieder et al. [68] used a frequency domain method as a reference for fitting (see Appendix D).

Fig. (3.5) shows the $D M$ of a sweep in frequency for $\varepsilon_{\text {eff }}$ using each one of the high frequency dispersion extensions formulas applied over the quasi-TEM values of $\varepsilon_{e f f}$ calculated with Heinrich equation, and the case when none of them are used. With the increasing in frequency, the importance of these high frequency dispersion corrections is remarkable. It is observed that for different electrode thicknesses, the Frankel formulation is better than the Schnieder's, and therefore it will be the preferred one along this Thesis.


Figure 3.5: Discrepancy of $\varepsilon_{e f f}$ for the reference CPW of table 2.2 with $h_{2}=0$ using high frequency corrections for a) $t=3 \mu m$, b) $t=20 \mu m$ and c) $t=40 \mu m$.

Our analysis reveals that the Heinrich formulation is the most solid and efficient method found
in literature, the downside being that it is cumbersome and its use in some algorithm of design and optimization would be complicated, and that it is not flexible enough to include variations in the CPW geometry, such as asymmetry, two layer substrates, etc. Therefore in the next section a new closedform approach for $Z_{0}, \varepsilon_{\text {eff }}$ and $\alpha$ will be derived, including the thickness of the electrodes and the skin effect losses, in the quasi-TEM range, starting from the quasi-TEM distributed element model, (3.1), (3.2) and (3.3).

Since the new closed-form approach is based on the assumption that the contribution of $t$ is to add a capacitance effect which can be simply calculated using a parallel plate approximation, we refer to it as the Parallel Plate (PP) model approach.

### 3.3 Parallel plate (PP) formulation

To start the development of the novel closed-form equations, it is good to bear in mind that two are basically the effects to consider when the CPW conductor thickness is to be taken into account. On one side, the cross-section field distribution changes, and so do the line capacitances, see Fig. (3.6). According to $L_{e x t}=\frac{1}{c^{2} C_{0}}$, the change in free-space capacitance will lead to a change in external inductance. On the other side, the skin effect field inside the conductors, gives rise to an additional line resistance $R$, and an internal inductance $L_{\text {int }}$ which can be calculated from $L_{\text {ext }}$ by using the Wheeler rule [85] [86]. Based on these ideas, in the next subsections $C_{0}, C_{s}, L_{e x t}$ and $L_{i n t}$ will be obtained.

### 3.3.1 Free-space and substrate capacitances

We will consider that for the range of geometries of interest the capacitances due to the upper CPW space area (air region) and the lower CPW area (dielectric region), found in the $t=0$ case (conformal mapping case), remain almost unaltered, and thus the effect of adding a certain electrode thickness will be simply to add the contribution of the capacitances coming from the fields in the space region comprised between the electrodes sidewalls, in the gap regions, as shown in Fig. (3.6).

This gap capacitance, $C_{g}$, is part of the free-space capacitance, and therefore the free-space capacitance for the $t \neq 0$ case is

$$
\begin{equation*}
C_{0}^{t}=C_{0}+2 C_{g} . \tag{3.22}
\end{equation*}
$$

The capacitance $C_{0}$ takes the form of (3.12), and for the gap capacitances we use the simplest form of the parallel plate capacitance, $C_{g}=\varepsilon_{0} t / s$. The substrate capacitance $C_{s}$ is obtained as in


Figure 3.6: CPW cross-section field distribution and partial capacitances of a thick electrode CPW.
(3.13). These capacitances are substituted in the quasi-TEM overall capacitance given by (3.5), to finally arrive to

$$
\begin{equation*}
C^{t}=C_{0}^{t}+C_{s} . \tag{3.23}
\end{equation*}
$$

Once the capacitances are obtained, the next step is to get the equations for $L_{0}^{t}$ and $L_{i n t}^{t}$.

### 3.3.2 External and internal inductances

The external part of the inductance (3.8) is now obtained from the free-space capacitance of the line in the absence of dielectric as

$$
\begin{equation*}
L_{e x t}^{t}=\frac{1}{c^{2} C_{0}^{t}}=\frac{1}{c^{2}\left(C_{0}+2 \varepsilon_{0} t / s\right)} \tag{3.24}
\end{equation*}
$$

The above result may be exploited through the Wheeler's incremental inductance rule [83] to get $L_{i n t}^{t}$. Since this inductance is due to the skin-effect field penetration into the non-perfect conductors, an equivalent line model is considered where the non-perfect conductors are replaced with perfect conductors whose walls have shrunk by half the $\delta$ (3.21). Corresponding recessions in $w$ and $t$, as well as extensions in $s$ are shown in Fig. (3.7) [83]. The internal inductance values are then found as extensions of the external inductance by means of a Taylor expansion as follows

$$
\begin{equation*}
L_{i n t}=\sum_{i} \frac{\mu_{i}}{\mu_{0}} \frac{\delta_{i}}{2} \frac{\partial L_{e x t}}{\partial z_{i}} \tag{3.25}
\end{equation*}
$$

where $\frac{\partial L_{e x t}}{\partial z_{i}}$ denotes the derivative of $L_{\text {ext }}$ with respect to the incremental recession of wall $i ; \mu_{i}$ is the permeability of the dielectric $i ; z_{i}$ denotes the vector normal to this wall; $\mu_{0}$ is the free-space permeability, and $\mu_{i} / \mu_{0}=1$, since we do not consider magnetic dielectrics [73] [83].


Figure 3.7: Conductor surface recessions to be considered for the calculations of inductance derivatives.

Following [83], recessions in $w$ and $t$ are included as well as extensions in $s$, see Fig. (3.7), through

$$
\begin{equation*}
L_{i n t}^{t}=\frac{\delta}{2}\left[2 \frac{\partial L_{e x t}}{\partial s}-2 \frac{\partial L_{e x t}}{\partial w}-2 \frac{\partial L_{e x t}}{\partial t}\right] . \tag{3.26}
\end{equation*}
$$

Using equation (3.24) in (3.26), we get

$$
\begin{equation*}
L_{\text {int }}^{t}=\frac{\delta}{2 \varepsilon_{0} c^{2}\left(2 A_{0}+\frac{t}{s}\right)^{2}}\left[\frac{t}{s^{2}}-2 \frac{\partial A_{0}}{\partial w}-2 \frac{\partial A_{0}}{\partial s}+\frac{1}{s}\right] . \tag{3.27}
\end{equation*}
$$

In order to carry out the derivatives $\frac{\partial A_{0}}{\partial z_{i}}$ in (3.27), we consider the approximation for the elliptic integrals $A_{i}$ of [77]

$$
A i=\frac{K\left(k_{i}\right)}{K\left(k_{i}^{\prime}\right)}=\left\{\begin{array}{cc}
\frac{\pi}{2 \ln \left(\frac{4}{k_{i}}\right)} ; & \text { for } 0<k_{0}<10^{-5}  \tag{3.28}\\
\frac{\pi}{\ln \left(4 \frac{1+k_{i}^{\prime}}{1-k_{i}^{\prime}}\right)} ; & \text { for } 10^{-5} \leq k_{0}<\frac{1}{\sqrt{2}} \\
\frac{1}{4} \ln \left(4 \frac{1+k_{i}}{1-k_{i}}\right) ; & \text { for } k_{0} \geq \frac{1}{\sqrt{2}}
\end{array}\right\}
$$

Solving the derivatives and rearranging (3.27) (Appendix E), finally the internal inductance is obtained as

$$
\begin{equation*}
L_{i n t}^{t}=\frac{\delta s}{2 \varepsilon_{0} c^{2}\left(2 A_{0} s+t\right)^{2}} \digamma, \tag{3.29}
\end{equation*}
$$

with

$$
\begin{equation*}
\digamma=\left\{T\left[\frac{2 s(s+w)}{w(w+2 s)}-\frac{s / 2}{w+2 s+w g}+\frac{s / 2}{s+w g}\right]+\left(\frac{t}{s}+1\right)\right\} \tag{3.30}
\end{equation*}
$$

where

$$
T=\left\{\begin{array}{cc}
\frac{4 A_{0}^{2}}{\pi} ; & \text { for } 0<k_{0}<10^{-5}  \tag{3.31}\\
\frac{4 A_{0}^{2}}{\pi k_{0}^{\prime}} ; & \text { for } 10^{-5} \leq k_{0}<\frac{1}{\sqrt{2}} \\
\frac{4}{\pi\left(k_{0}^{\prime}\right)^{\prime}} ; & \text { for } k_{0} \geq \frac{1}{\sqrt{2}}
\end{array}\right\},
$$

is a parameter that depends on the coplanar waveguide geometry.

### 3.3.3 PP formulation

According to the distributed line element quasi-TEM formulation and gathering results from the previous analysis, the CPW propagation parameters may be expressed as

$$
\begin{gather*}
\varepsilon_{e f f}=c^{2}\left(L_{\text {ext }}^{t}+L_{\text {int }}^{t}\right)\left(C_{s}+C_{0}^{t}\right),  \tag{3.32}\\
Z_{0}=\sqrt{\frac{L_{e x t}^{t}+L_{i n t}^{t}}{C_{s}+C_{0}^{t}}}  \tag{3.33}\\
\alpha=\frac{\omega L_{\text {int }}}{2 Z_{0}}+\frac{Z_{0} \omega C_{s} \tan \delta}{2} . \tag{3.34}
\end{gather*}
$$

Using the equations for $L_{\text {ext }}^{t}$ given by (3.24), $L_{\text {int }}^{t}$ in (3.29), $C_{0}^{t}$ in (3.22) and $C_{s}$ in (3.13), and substituting in (3.32), (3.33) and (3.34), we finally get

$$
\begin{gather*}
\varepsilon_{e f f}=\left[1+\frac{\left(\varepsilon_{r}-1\right) A_{1} s}{2 A_{0} s+t}\right]\left[1+\frac{\delta}{2 A_{0} s+t} \digamma\right],  \tag{3.35}\\
Z_{0}=\frac{s}{2 \varepsilon_{0} c \sqrt{\left(2 A_{0} s+t\right)\left(2 A_{o} s+\left(\varepsilon_{r}-1\right) A_{1} s+t\right)}} \sqrt{\left[1+\frac{\delta}{2 A_{0} s+t} \digamma\right]}, \tag{3.36}
\end{gather*}
$$

$$
\begin{equation*}
\alpha_{c}=\frac{\pi f \delta s}{2 \varepsilon_{0} c^{2} Z_{0}\left(2 A_{0} s+t\right)^{2}} \digamma+\omega \varepsilon_{0}\left(\varepsilon_{r}-1\right) A_{1} Z_{0} \tan \delta . \tag{3.37}
\end{equation*}
$$

These expressions include electrode thickness, finite substrate height and finite ground plane effects. Definition of a geometrical parameter $\digamma$ greatly simplifies the notation and helps to derive intuitive insights. One important feature of the new PP closed-form model is that it has been developed as an extension of CM formulation, and as such, it shares the property of being able to embrace a great variety of different electrode transmission line geometries. In the next section the versatility of the PP model will be exploited to include into the formulation the cases of bilayer substrates and CPW asymmetrical cross-sections. The bilayer cross section includes both the buffer layer and the thin film MZM configurations.

### 3.4 Extended PP model

As we previously pointed out, the asymmetry of the electrode gap has become an usual strategy to pre-chirped MZM. The use of a buffer layer, usually $\mathrm{SiO}_{2}$, and the use of a $\mathrm{LiNbO}_{3}$ thin film have been common strategies to improve the MZM performance. However, the literature does not offer a simple, compact and effective formulation that takes these into account.

In this section, we derive an extended closed-form formulation based in the previously presented PP model which includes the effects of the asymmetry and bi-layered substrates.

### 3.4.1 Free-space and substrate capacitances

Fig. (3.8) represents the cross-section field distribution and partial capacitances of the CPW. The asymmetry in the "y" axis is considered by identifying with a "-" super index the parameters referring to the $y<0$ half-space, and with a " + " super index the parameters of $y>0$. Just as before, the problem of getting closed form expressions for the propagation parameters, is reduced to find two cross-section capacitances: the free-space capacitance of the line in the absence of dielectric $\left(C_{0}\right)$ and the substrate capacitances $\left(C_{s}\right)$

As shown in Fig. (3.8), $C_{0}$ is obtained from the parallel association of $C_{0}^{-}, C_{0}^{+}, C_{g}^{-}$and $C_{g}^{+}$

$$
\begin{equation*}
C_{0}=2 C_{0}^{-}+2 C_{0}^{+}+C_{g}^{-}+C_{g}^{+}, \tag{3.38}
\end{equation*}
$$



Figure 3.8: Asymmetric and bi-layered coplanar waveguide with partial capacitances.
where the $C_{0}^{ \pm}$refer to the capacitances of electrodes in the absence of dielectric which can be obtained by conformal mapping, [69]. The $C_{g}^{ \pm}$represent the capacitances due to the gap regions between conductors, which as done in the previous section, are simply approximated as parallel plate capacitances $C_{g}^{ \pm}=\varepsilon_{0} \frac{t}{s^{ \pm}}$.

The total substrate capacitance, $C_{S}$, depends on both the lower and upper substrate layer capacitances, $C_{S 1}$ and $C_{S 2}$, and each one is in turn obtained by the parallel combination of the partial substrate capacitances of the homogeneous subregions at $y<0$ and $y>0, C_{S 1}^{ \pm}$and $C_{S 2}^{ \pm}$as

$$
\begin{equation*}
C_{S i}=C_{S i}^{-}+C_{S i}^{+} \tag{3.39}
\end{equation*}
$$

with $i=1,2$.
To calculate $C_{S}$, according to [84], for a two layered CPW, the relation between upper and lower substrate material permittivities is determinant to select either a serial or else a parallel association between the two substrate capacitances. The fundamental difference between those two cases is that the former is characterized by an uper layer of smaller relative permittivity and in the later the smaller permittivity layer corresponds to the lower layer. These cases should be treated in a different way. If the upper layer permittivity is bigger $\left(\varepsilon_{r 2}>\varepsilon_{r 1}\right)$, a parallel association is more adequate, while in the opposite case $\left(\varepsilon_{r 2}<\varepsilon_{r 1}\right)$, a serial association should be used. [84] That is

$$
\begin{gather*}
C_{S}=C_{S 1}+C_{S 2} ; \quad \varepsilon_{r 2}>\varepsilon_{r 1}  \tag{3.40a}\\
\left(C_{s}\right)^{-1}=\left(C_{S 1}\right)^{-1}+\left(C_{S 2}\right)^{-1} ; \quad \varepsilon_{r 2}<\varepsilon_{r 1} . \tag{3.40b}
\end{gather*}
$$

The use of conformal mapping techniques allows to derive expressions for $C_{0}^{ \pm}, C_{S 1}^{ \pm}$and $C_{S 2}^{ \pm}$which involve elliptic integrals [77]. By letting

$$
\begin{equation*}
A_{i}^{ \pm}=\frac{K\left(k_{i}^{ \pm}\right)}{K\left(\left(k_{i}^{ \pm}\right)^{\prime}\right)}, \tag{3.41}
\end{equation*}
$$

with $i=0,1,2 s, 2 p$ where " 0 ", " 1 ", " 2 s " and " 2 p " are labels which refer to the free-space, lower substrate layer, upper substrate layer for the serial case and upper substrate layer for the parallel case, respectively, and being $K(k)$ the complete elliptic integral of the first kind, we have

$$
\begin{equation*}
C_{0}^{ \pm}=\varepsilon_{0} A_{0}^{ \pm}, \tag{3.42}
\end{equation*}
$$

with

$$
\begin{equation*}
k_{0}^{ \pm}=\frac{w}{w+2 s^{ \pm}} \sqrt{\frac{w_{g}\left(w+2 s^{ \pm}+w_{g}^{ \pm}\right)}{w_{g}^{ \pm}\left(w+2 s^{ \pm}+w_{g}^{ \pm}\right)+s^{ \pm}\left(s^{ \pm}+w\right)}}, \tag{3.43}
\end{equation*}
$$

for the vacuum capacitance, and

$$
\begin{equation*}
C_{S 1}^{ \pm}=\varepsilon_{0}\left(\varepsilon_{r 1}-1\right) A_{1}^{ \pm}, \tag{3.44}
\end{equation*}
$$

with

$$
\begin{align*}
k_{1}^{ \pm}= & \frac{\sinh \left(\pi w / 4 h_{1}\right)}{\sinh \left(\frac{\pi\left(w+2 s^{ \pm}\right)}{4 h_{1}}\right)} \times \\
& \sqrt{\frac{\sinh ^{2}\left[\frac{\pi\left(\frac{w}{2}+s^{ \pm}+w_{g}^{ \pm}\right)}{2 h_{1}}\right]-\sinh ^{2},\left[\frac{\pi\left(\frac{w}{2}+s^{ \pm}\right)}{2 h_{1}}\right]}{\sinh ^{2}\left[\frac{\pi\left(\frac{w}{2}+s^{ \pm}+w_{g}^{ \pm}\right)}{2 h_{1}}\right]-\sinh ^{2}\left(\pi \frac{w}{4 h_{1}}\right)}}, \tag{3.45}
\end{align*}
$$

for the lower layer capacitance. The term $\left(k_{i}^{ \pm}\right)^{\prime}$ is obtained as

$$
\begin{equation*}
\left(k_{i}^{ \pm}\right)^{\prime}=\sqrt{1-\left(k_{i}^{ \pm}\right)^{2}}, \tag{3.46}
\end{equation*}
$$

where $i=0,1,2 s, 2 p$.
As for the upper layer substrate capacitance, $C_{S 2}$, following [84], a different analysis is required depending on whether the upper layer material permittivity is either bigger or lower than the lower layer material permittivity. The next subsections show this analysis.

## Total substrate capacitance when $\varepsilon_{r 2}>\varepsilon_{r 1}$ (thin film)

The partial upper layer capacitances $C_{S 2}^{ \pm}$are found in this case by applying conformal mapping techniques and using an equivalent relative dielectric permittivity $\left(\varepsilon_{r 2}-\varepsilon_{r 1}\right)$ [77] as follows

$$
\begin{equation*}
C_{S 2}^{ \pm}=\varepsilon_{0}\left(\varepsilon_{r 2}-\varepsilon_{r 1}\right) A_{2 p}^{ \pm}, \tag{3.47}
\end{equation*}
$$

with $A_{2 p}$ as given in (3.41). The terms $k_{2 p}^{ \pm}$for this case are obtained as [77]

$$
\begin{align*}
k_{2 p}^{ \pm}= & \frac{\sinh \left(\pi w / 4 h_{2}\right)}{\sinh \left(\frac{\pi\left(w+2 s^{ \pm}\right)}{4 h_{2}}\right)} \times \\
& \sqrt{\frac{\sinh ^{2}\left[\frac{\pi\left(\frac{w}{2}+s^{ \pm}+w_{g}^{ \pm}\right)}{2 h_{2}}\right]-\sinh ^{2}\left[\frac{\pi\left(\frac{w}{2}+s^{ \pm}\right)}{2 h_{2}}\right]}{\sinh ^{2}\left[\frac{\pi\left(\frac{w}{2}+s^{ \pm}+w_{g}^{ \pm}\right)}{2 h_{2}}\right]-\sinh ^{2}\left(\pi \frac{w}{4 h_{2}}\right)} .} \tag{3.48}
\end{align*}
$$

The total substrate capacitance for this case is the parallel combination of $C_{S 1}$ and $C_{S 2}$. Substituting in equation (3.40a), we get

$$
\begin{equation*}
C_{S P}=\varepsilon_{0}\left(\varepsilon_{r 1}-1\right)\left(A_{1}^{-}+A_{1}^{+}\right)+\varepsilon_{0}\left(\varepsilon_{r 2}-\varepsilon_{r 1}\right)\left(A_{2 p}^{-}+A_{2 p}^{+}\right) . \tag{3.49}
\end{equation*}
$$

## Total substrate capacitance when $\varepsilon_{r 1}>\varepsilon_{r 2}$ (buffer layer)

In this case, the assumption of serial capacitances is more accurate than the parallel assumption [84]. The contribution of the upper layer capacitance is evaluated as the capacitance of a CPW backed by an electric wall [87]. The partial upper layer capacitances are

$$
\begin{equation*}
C_{S 2}^{ \pm}=\varepsilon_{0}\left(\varepsilon_{r 2}-1\right) A_{2 s}^{ \pm} . \tag{3.50}
\end{equation*}
$$

The terms $k_{2 s}^{ \pm}$for this case are more appropriately expressed as [87]

$$
\begin{equation*}
k_{2 s}^{ \pm}=\frac{\tanh \left(\pi w / 4 h_{2}\right)}{\tanh \left(\pi\left(w+2 s^{ \pm}\right) / 4 h_{2}\right)} . \tag{3.51}
\end{equation*}
$$

The total substrate capacitance is in this case the serial combination of $C_{S 1}$ and $C_{S 2}$. Substituting in expression (3.40b), we obtain

$$
\begin{equation*}
C_{S S}=\frac{\varepsilon_{0}\left(\varepsilon_{r 1}-1\right)\left(\varepsilon_{r 2}-1\right)\left(A_{1}^{-}+A_{1}^{+}\right)\left(A_{2 s}^{-}+A_{2 s}^{+}\right)}{\left(\varepsilon_{r 1}-1\right)\left(A_{1}^{-}+A_{1}^{+}\right)+\left(\varepsilon_{r 2}-1\right)\left(A_{2 s}^{-}+A_{2 s}^{+}\right)} . \tag{3.52}
\end{equation*}
$$

### 3.4.2 External and internal inductances

Once the partial capacitances have been obtained, the next step is to find the external and the internal inductances. From the value of $C_{0}$ of equation (3.38), the external inductance is found as

$$
\begin{equation*}
L_{e x t}=\frac{1}{c^{2} C_{0}} . \tag{3.53}
\end{equation*}
$$

The expression for internal inductance can be derived by applying the Wheeler formula [83]. Taking into account the asymmetry of the CPW line,

$$
\begin{equation*}
L_{i n t}=\frac{\delta}{2}\left[\frac{\partial L_{e x t}}{\partial s^{-}}+\frac{\partial L_{e x t}}{\partial s^{+}}-\frac{\partial L_{e x t}}{\partial w}-\frac{\partial L_{e x t}}{\partial t}\right] . \tag{3.54}
\end{equation*}
$$

To solve the derivatives we use the approximations for the term $A_{0}^{ \pm}$, included in $L_{\text {ext }}$ through $C_{0}$, given in [77]

$$
A_{0}^{ \pm}=\left\{\begin{array}{cc}
\frac{\pi}{2 \ln \left(\frac{4}{\left.k_{0}^{ \pm}\right)} ;\right.} & \text {for } 0<k_{0}^{ \pm}<10^{-5}  \tag{3.55}\\
\frac{\pi}{\ln \left(4 \frac{1+\left(k_{0}^{ \pm}\right)^{\prime}}{1-\left(k_{0}^{ \pm}\right)^{\prime}}\right)} ; & \text { for } 10^{-5} \leq k_{0}^{ \pm}<\frac{1}{\sqrt{2}} \\
\frac{1}{4} \ln \left(4 \frac{1+k_{0}^{ \pm}}{1-k_{0}^{ \pm}}\right) ; & \text {for } k_{0}^{ \pm} \geq \frac{1}{\sqrt{2}}
\end{array}\right.
$$

arriving to

$$
\begin{equation*}
L_{\text {int }}=\frac{\delta}{\varepsilon_{0} c^{2}\left[2\left(A_{0}^{-}+A_{0}^{+}\right)+\frac{t}{s^{-}}+\frac{t}{s^{+}}\right]^{2}} \digamma, \tag{3.56}
\end{equation*}
$$

where

$$
\begin{equation*}
\digamma=\digamma^{-}+\digamma^{+}, \tag{3.57}
\end{equation*}
$$

and

$$
\digamma^{ \pm}=T^{ \pm}\left[\frac{2\left(s^{ \pm}+w\right)}{w\left(w+2 s^{ \pm}\right)}+\frac{1}{2\left(s^{ \pm}+w_{g}^{ \pm}\right)}-\frac{1}{2\left(w+2 s^{ \pm}+w_{g}^{ \pm}\right)}\right]+\frac{1}{s^{ \pm}}\left(\frac{t}{s^{ \pm}}+1\right) .
$$

The term $T^{ \pm}$is given by

$$
T^{ \pm}=\left\{\begin{array}{cc}
\frac{4\left(A_{0}^{ \pm}\right)^{2}}{\pi} ; & \text { for } 0<k_{0}^{ \pm}<10^{-5}  \tag{3.58}\\
\frac{4\left(A_{0}^{ \pm}\right)^{2}}{\pi\left(k_{0}^{ \pm}\right)^{\prime}} ; & \text { for } 10^{-5} \leq k_{0}^{ \pm}<\frac{1}{\sqrt{2}} \\
\frac{4}{\pi\left(\left(k_{0}^{ \pm}\right)^{\prime}\right)^{2}} ; & \text { for } k_{0}^{ \pm} \geq \frac{1}{\sqrt{2}}
\end{array}\right.
$$

### 3.4.3 Extended PP formulation

Substituting the expressions of $C_{0}(3.38), C_{S S}$ (3.52) for the serial case, or $C_{S P}$ (3.49) for the parallel case, $L_{\text {ext }}$ (3.53) and $L_{\text {int }}$ (3.56) into the quasi-TEM formulation we arrive to the simplified compact quasi-TEM PP closed-form expressions given by equations (3.59), (3.60) and (3.61). These simple expressions include finite electrode thickness, finite substrate height, finite and asymmetric ground planes and asymmetric gap widths, as well as two layered CPW structures.

$$
\begin{gather*}
\varepsilon_{e f f}=\left[1+\frac{\left(\varepsilon_{r 1}-1\right)\left(A_{1}^{-}+A_{1}^{+}\right)}{2 A_{0}^{-}+2 A_{0}^{+}+\frac{t}{s^{-}}+\frac{t}{s^{+}}} B\right]\left[1+\frac{\delta}{2 A_{0}^{-}+2 A_{0}^{+}+\frac{t}{s^{-}}+\frac{t}{s^{+}}} \digamma\right],  \tag{3.59}\\
Z_{0}=\frac{\sqrt{1+\frac{\delta}{2 A_{0}^{-}+2 A_{0}^{+}+\frac{t}{s^{-}}+\frac{t}{s^{+}}}} \digamma}{c \varepsilon_{0} \sqrt{\left(2 A_{0}^{-}+2 A_{0}^{+}+\frac{t}{s^{-}}+\frac{t}{s^{+}}\right)\left[2 A_{0}^{-}+2 A_{0}^{+}+\frac{t}{s^{-}}+\frac{t}{s^{+}}+\left(\varepsilon_{r 1}-1\right)\left(A_{1}^{-}+A_{1}^{+}\right) B\right]}},  \tag{3.60}\\
\alpha=\frac{\pi f \delta}{\varepsilon_{0} c^{2} Z_{0}\left[2 A_{0}^{-}+2 A_{0}^{+}+\frac{t}{s^{-}}+\frac{t}{s^{+}}\right]^{2}} \digamma+\frac{\omega}{2} \varepsilon_{0}\left(\varepsilon_{r 1}-1\right)\left(A_{1}^{-}+A_{1}^{+}\right) Z_{0} B \tan \delta . \tag{3.61}
\end{gather*}
$$

The term $B$ depends on the relation between upper and lower layer permittivities, and takes values of

$$
B=\left\{\begin{array}{cl}
1 ; & \text { no intermediate layer }  \tag{3.62}\\
1+\frac{\left(\varepsilon_{r 2}-\varepsilon_{r 1}\right)\left(A_{2 p}^{-}+A_{2 p}^{+}\right)}{\left(\varepsilon_{r 1}-1\right)\left(A_{1}^{-}+A_{1}^{+}\right)} ; & \text {for } \varepsilon_{r 2}>\varepsilon_{r 1} \\
\frac{\left(\varepsilon_{r 2}-1\right)\left(A_{2 s}^{-}+A_{2 s}^{+}\right)}{\left(\varepsilon_{r 1}-1\right)\left(A_{1}^{-}+A_{1}^{+}\right)+\left(\varepsilon_{r 2}-1\right)\left(A_{2 s}^{-}+A_{2 s}^{+}\right)} ; & \text {for } \varepsilon_{r 1}>\varepsilon_{r 2}
\end{array}\right.
$$

Extension to frequencies over the quasi-TEM range will be accounted by the dispersion formulas presented in section (3.2.5).

These formulas are well suited to computer-aided design and optimization of CPW due to their simplicity and flexibility to easily include changes in the CPW cross-section. Next section will deal with the PP model benchmarking against HFSS simulations and CPW designs extracted from literature.

### 3.5 Benchmarking

This section presents a summary of the more relevant results on the extensive accuracy tests performed over the PP formulas.

As a first test, we found the discrepancy margin against HFSS results for the reference CPW of table 2.2, see Fig. (3.9). As seen the $D M(P P)$ values are in close resemblance to the $D M$ (Heinrich) of Fig. (3.4). For more extensive comparisons of the PP model against Heinrich approach see [85].


Figure 3.9: Discrepancy margin between PP model and HFSS for (a) $Z_{0}$, (b) $\varepsilon_{e f f}$ and (c) $\alpha$ versus $t$ for the reference CPW of table 2.2 with $h_{2}=0$.

In order to check the accuracy and efficiency of the PP model, extended to the cases of asymmetry and bi-layer cross-section, several simulations were done. Benchmarking against HFSS simulation results first, and later against measures over CPW designs reported in literature, has been made for the cases of a $\mathrm{SiO}_{2}$ buffer layer CPW in subsections 3.5.1 and 3.5.2, a $\mathrm{LiNbO}_{3}$ thin film in subsections 3.5.3 and 3.5.4, and an asymmetry design in subsection 3.5.5.

We chose to provide here the absolute value of the propagation parameter under test instead of just the $D M$ because the goal of this section is two-fold, besides testing the accuracy of the PP model, we also analyze how to improve the propagation parameters simulated and how a propagation parameter optimization may affect the others. A maximum $D M$ bound is provided in each plot for accuracy assessment.

### 3.5.1 $\mathrm{SiO}_{2}$ buffered CPW

A strategy commonly used for MZM optimization is the use of a buffer layer, usually $\mathrm{SiO}_{2}$ due to its low permittivity, $\varepsilon_{r}=4$. Simulations of $Z_{0}, \varepsilon_{e f f}$ and $\alpha$ over the reference CPW of table 2.2 with a $\mathrm{SiO}_{2}$ buffer layer are performed in this subsection.

Fig. (3.10) shows the variation of the propagation parameters for a frequency range of $5-100$ GHz. Results of $Z_{0}, \varepsilon_{\text {eff }}$ and $\alpha$ are in accordance with the results of HFSS, with maximum discrepancy values of $1.15 \%, 1.25 \%$ and $13 \%$, respectively, over the whole 100 GHz range.


Figure 3.10: (a) $Z_{0}$, (b) $\varepsilon_{e f f}$ and (c) $\alpha$ versus $f$ for the reference CPW of table 2.2 with $h_{2}=1.5 \mu \mathrm{~m}$.

Fig. (3.11) displays the dependence of the propagation parameters over $t$. Excellent agreement between the PP model and the HFSS is found, with $D M(P P)$ bounds of $2.34 \%, 4.5 \%$ and $11 \%$ for the $Z_{0}, \varepsilon_{e f f}$ and $\alpha$, respectively.


Figure 3.11: (a) $Z_{0}$, (b) $\varepsilon_{e f f}$ and (c) $\alpha$ versus $t$ for the reference CPW of table 2.2 with $h_{2}=1.5 \mu m$. The frequency used was 40 GHz .

As it was pointed out in the previous Chapter, the increase of $t$ brings a decrease in all the RF
propagation parameters, which is good for achieving low $\alpha$ and velocity matching but really bad for impedance matching. For the reference CPW configuration, if a thickness of $t>22 \mu \mathrm{~m}$ is selected, then $n_{m}=\sqrt{\varepsilon_{\text {eff }}}$ drops below $n_{\text {opt }}=2.15$, mismatching the wave velocities. In this case the thickness for velocity matching would be around $20 \mu m$, but for this value $Z_{0} \sim 30 \Omega$, is far away of the impedance matching condition.

Fig. (3.12) presents the evolution of the parameters for different values of $h_{2}$ for the reference CPW of table 2.2. Good agreement was found between our model and HFSS with maximum $D M(P P)$ of $1.9 \%, 3.5 \%$ and $9.6 \%$ for $Z_{0}, \varepsilon_{\text {eff }}$ and $\alpha$, respectively.

As observed, the increase in $h_{2}$ induces a rise in $Z_{0}$ and a drop in $\varepsilon_{\text {eff }}$ and $\alpha$. For $h_{2} \sim 2.5 \mu m$ the condition of velocity matching is reached, with a $Z_{0} \sim 38 \Omega$, a better value than the previous case, but still too low. Also in the downside is a reduction of $\Gamma$ which impacts the $V_{\pi}$, as seen in section 2.3.


Figure 3.12: (a) $Z_{0}$, (b) $\varepsilon_{e f f}$, and (c) $\alpha$ versus $h_{2}$ for the reference CPW of table 2.2. The frequency used was 40 GHz .

### 3.5.2 $\mathrm{SiO}_{2}$ buffered CPW from [1]

The CPW design simulated using a spectral-domain approach for a $\mathrm{SiO}_{2}$ buffer layer CPW in [1] is the subject of the PP formulas accuracy tests presented in this section.

The CPW physical parameters are shown in table (3.1). The attenuation values reported in [1] consider the field attenuation coefficient $\alpha_{0}$ instead of $\alpha$. These two quantities are related through $\alpha=\alpha_{0} \sqrt{f}$ at frequencies where the conductor attenuation is dominant as in this case. Only the losses due to the conductor were analyzed in [1], therefore we dropped the dielectric losses in our model for better comparison.

Simulations of the propagation parameters against $h_{2}$ show excellent $D M(P P)$, with values below $4 \%$ for $n_{m}, 8 \%$ for $\alpha_{0}$ and $2.8 \%$ for $Z_{0}$, as displayed in Fig. (3.13). In this case we decided to plot

| Parameter | Value |
| :---: | :---: |
| $\mathrm{w}(\mu \mathrm{m})$ | 8 |
| $\mathrm{~s}(\mu \mathrm{~m})$ | 15 |
| $\mathrm{t}(\mu \mathrm{m})$ | 10 |
| $w_{g}(\mu \mathrm{~m})$ | 100 |
| $h_{1}(\mu \mathrm{~m})$ | 50 |
| $h_{2}(\mu \mathrm{~m})$ | 1.5 |

Table 3.1: Parameters of the CPW of [1].
$n_{m}=\sqrt{\varepsilon_{e f f}}$ instead of $\varepsilon_{e f f}$ for comparison with results provided in [1]. Also a good agreement is observed against computed results of Figs. 2 and 3 in [1], where it is possible to see that near velocity and impedance matching are reached for $h_{2}=1.5 \mu m\left(n_{o p t}=2.2\right)$. Our results are consistent with that yielding values of $n_{m}=2.21$ and $Z_{0}=53 \Omega$ for this particular CPW configuration.


Figure 3.13: (a) $\varepsilon_{e f f}$ and $\alpha_{0}$, and (b) $Z_{0}$ for the buffered CPW of [1] (table 3.1). The frequency used was $10 G H z$.

### 3.5.3 $\mathrm{LiNbO}_{3}$ thin film

In this subsection several simulations are presented for the reference CPW of table 2.2 , with a thin film of $h_{2}=5 \mu m$. In each case, the parameter under test will vary while the others will remain constant. The evolution of the propagation parameters with $f$ is shown in Fig.(3.14), with maximum $D M(P P)$ of $6 \%, 2.1 \%$ and $12 \%$ for $Z_{0}, \varepsilon_{e f f}$ and $\alpha$, respectively.

Fig. (3.15) displays the propagation parameter values against $t$. The maximum $\mathrm{DM}(\mathrm{PP})$ are $7 \%$, $4.5 \%$ and $3.6 \%$ for $Z_{0}, \varepsilon_{e f f}$ and $\alpha$, respectively. For this configuration the velocity matching is reached for $t \sim 25 \mu m$, but for this value the impedance is around $33 \Omega$, far away of the impedance matching


Figure 3.14: (a) $Z_{0}$, (b) $\varepsilon_{e f f}$, and (c) $\alpha$ versus $f$ for the reference CPW of table 2.2 with a $L i N b O_{3}$ thin film of $h_{2}=5 \mu m$.
condition.


Figure 3.15: (a) $Z_{0}$, (b) $\varepsilon_{e f f}$ and (c) $\alpha$ versus $t$ for the reference CPW of table 2.2 with a $L i N b O_{3}$ thin film of $h_{2}=5 \mu \mathrm{~m}$. The frequency used was 40 GHz .

The behavior of the propagation parameters versus the variation of the $\mathrm{LiNbO}_{3}$ thin film thickness, $h_{2}$, is represented in Fig. (3.16). Maximum $D M(P P)$ are $5.5 \%, 2.7 \%$ and $5.1 \%$ for $Z_{0}, \varepsilon_{e f f}$ and $\alpha$, respectively.

Observing the graphics when making the $\mathrm{LiNbO}_{3}$ film thinner the impedance rises, and $\varepsilon_{\text {eff }}$ and $\alpha$ decrease. For $h_{2} \sim 3 \mu m$ the velocity matching is achieved with $Z_{0} \sim 45 \Omega$, which is better than the previous results, and $\alpha$ is about $2.7 d B / \mathrm{cm}$. This thin film thickness is already in the range of typical optical waveguide dimensions and it may be technologically challenging for a practical MZM prototype [39].


Figure 3.16: (a) $Z_{0}$, (b) $\varepsilon_{e f f}$, and (c) $\alpha$ versus $\mathrm{LiNbO}_{3}$ thin film thickness for the reference CPW of table 2.2. The frequency used was 40 GHz .

### 3.5.4 $\mathrm{LiNbO}_{3}$ thin film MZM from [2]

Benchmarking of the PP model against the MZM propagation parameter outcomes of the $\mathrm{LiNbO}_{3}$ thin film design of Gheorma et.al. [2], and also against HFSS will be presented here. The CPW physical parameters are shown in table 3.2.

| Parameter | Value |
| :---: | :---: |
| $\mathrm{w}(\mu \mathrm{m})$ | 8 |
| $\mathrm{~s}(\mu \mathrm{~m})$ | 25 |
| $\mathrm{t}(\mu \mathrm{m})$ | 16 |
| $w_{g}(\mu \mathrm{~m})$ | 100 |
| $h_{1}(\mu \mathrm{~m})$ | 50 |
| $h_{2}(\mu \mathrm{~m})$ | 5 |

Table 3.2: Parameters of the CPW of [2].

In Fig. (3.17) $n_{m}, \alpha$ and $Z_{0}$ against $f$ are plotted. Results of $D M(P P)$ are excellent keeping within bounds of $0.6 \%, 14 \%$ and $0.8 \%$ for $n_{m}, \alpha$ and $Z_{0}$, respectively in the whole frequency range.

The values of the propagation parameters are in accordance to results obtained in the $f$ range up to $40 G H z$ of Fig. 4 in [2].

Fig. (3.18) shows the evolution of $n_{m}, \alpha_{0}$ and $Z_{0}$ with the $\mathrm{LiNbO}_{3}$ film thickness for a frequency of $10 G H z$, and $w=10 \mu m$ for the reference configuration of table 3.2. In this case, in order to compare this value with Fig. 2 of [2], we calculated $\alpha_{0}$ instead of $\alpha\left(\alpha=\alpha_{0} \sqrt{f}\right)$. Again, a good correspondence is encountered. As the thin film is reduced below $20 \mu m$, the phase matching condition ( $n_{m}=2.15$ ) is approached, while $Z_{0}$ increases. A good trade-off between velocity and impedance matching is found around $h_{2}=5 \mu m$, where $n_{m}=2.3$ and $Z_{0}=52.8 \Omega$. A better wave velocity matching is found for


Figure 3.17: (a) $n_{m}, \alpha$, and (b) $Z_{0}$ for the $\mathrm{LiNbO}_{3}$ thin film CPW design of [2] (table 3.2).


Figure 3.18: (a) $n_{m}, \alpha_{0}$ and (b) $Z_{0}$ vs. the $\mathrm{LiNbO}_{3}$ thin film thicknesses for the MZM design of [2] (table 3.2) with $w=10 \mu \mathrm{~m}$. The frequency used was $10 G H z$.
$h_{2}=4 \mu m$, but $Z_{0}$ increases to $56 \Omega$, which it is further away from the impedance matching condition.
The $D M(P P)$ shows excellent results below $2.5 \%, 2 \%$ and $12 \%$ for $Z_{0}, n_{n}$ and $\alpha_{0}$, respectively.

### 3.5.5 Asymmetric CPW

In order to test the PP model ability to include the CPW asymmetry, in this section the asymmetric CPW design of [35], specially tailored for a small-signal chirp parameter value of 0.65 , was used along HFSS simulations for the PP model benchmarking. The physical cross-section parameters of the MZM are displayed in table 3.3.

Fig. (3.19) shows the evolution of $\varepsilon_{e f f}, Z_{0}$ and $\alpha$ versus an asymmetric gap $s^{+}$for a $f=10 \mathrm{GHz}$.

| Parameter | Value |
| :---: | :---: |
| $\mathrm{w}(\mu \mathrm{m})$ | 30 |
| $s^{+}(\mu \mathrm{m})$ | 90 |
| $s^{-}(\mu \mathrm{m})$ | 20 |
| $\mathrm{t}(\mu \mathrm{m})$ | 25 |
| $w_{g}(\mu \mathrm{~m})$ | 100 |
| $h_{1}(\mu \mathrm{~m})$ | 50 |
| $h_{2}(\mu \mathrm{~m})$ | 8.5 |

Table 3.3: Parameters of the CPW of [35].

Even though $\varepsilon_{e f f}$ and $\alpha$ barely change with the increment of $s^{+}, Z_{0}$ does experience a significant increment. The $D M(P P)$ shows a good performance with values of $4.4 \%, 5.2 \%$ and $7 \%$ for the values of $Z_{0}, n_{m}$ and $\alpha$ respectively.


Figure 3.19: (a) $Z_{0}$, (b) $n_{m}$ and (c) $\alpha_{0}$ vs. $s^{+}$gap width for the reference $L i N b O_{3}$ thin film MZM of table 3.3. The frequency used was $10 G H z$.

The authors of [35] obtained measures of $n_{m}=2.27$ and $Z_{0}=46 \Omega$, for a frequency range of $45-$ $50 G H z$. Results from the PP closed-form expressions are $n_{m}=2.2396-2.2405, Z_{0}=44.435-44.410 \Omega$ and $\alpha_{0}=0.2765-0.2795 d B / c m \sqrt{G H z}$, for this range, in close proximity with the design, and with maximum $D M(P P)$ of $0.1 \%, 4 \%$ and $4 \%$ for $n_{m}, \alpha_{0}$ and $Z_{0}$, respectively.

### 3.6 Summary of the Chapter

This Chapter has focused on finding CPW closed-form expressions for the propagation parameters of CPW suited to systematic MZM design. HFSS simulations have been used to test the accuracy of closed-form approaches found in literature for CPW configurations relevant to MZM. The conclusion is that only the Heinrich formulation provides accuracies within tolerable ranges. However these formulas
are cumbersome and not easily extended to consider variations in the line geometry such as a bi-layered substrates and gap asymmetry.

A simple and accurate closed-form approach for the propagation parameters of coplanar transmission waveguide, namely the parallel-plate (PP) approximation, was developed, including thick conductor, skin effect loss, asymmetric gaps and ground electrodes, as well as bi-layered substrates. Its accuracy was confirmed through benchmarking with finite difference full-wave HFSS simulations and with published results for MZMs with $\mathrm{SiO}_{2}$ buffer layer, $\mathrm{LiNbO}_{3}$ thin film and asymmetric gap widths. As the base of this new model is the CM, the formulation is flexible to variations in the CPW cross-section.

Due to its compact and simple formulation, the versatility to include new geometries, and the low discrepancy values found with respect to HFSS and also with respect to experimental designs, the PP closed-form expressions have great potential as a tool for the analysis and design of CPW structures in a wide variety of applications, specially MZM, and allow to tailor the cross-section geometry in order to get the desired propagation parameters.

In the next Chapter we close the loop in the MZM design and optimization process by analyzing which are the required CPW propagation parameters values that allow to meet a specific performance in terms of system features such as $B, V_{\pi}$ and $L$.

## 4

# Bandwidth-Length Expressions for Mach Zehnder Modulators 

### 4.1 Introduction

The performance of MZM is mainly measured by the maximum modulation bandwidth $B$ and the minimum driving power, usually given in terms of the required voltage for a $\pi$ phase shift over a MZM branch, $V_{\pi}$. Since the Pockels electro-optical induced phase shift accumulates with the propagated distance $L, V_{\pi}$ can always be reduced by increasing $L$. However, in presence of an optical-electrical mismatch and skin effect electrode loss, that comes at the expense of a reduction in $B$, and then, for any given MZM cross-sectional geometry, a trade-off between $B$ and $L$ (and hence $V_{\pi}$ ) exists.

An analysis neglecting the effect of loss shows that, for a given cross-section MZM design, $B L$ is kept constant and therefore, the $B L$ product has been used as a figure of merit by many authors [70] [54] [51] [88].

Nevertheless, when the effect of velocity mismatch is dropped from the model, a constant $B L^{2}$ relation is found, and therefore for configurations that are near velocity matching, a $B L^{2}$ figure of merit is more convenient. The analysis in [55] further showed that the range of validity of the figure of merit depends not only on the cross-sectional parameters $(\alpha, \nu)$, but also on the targeted $B$ and $L$ values.

In this Chapter we look into the $B-L$ trade-off problem. In a first section the limiting $\alpha_{0} \rightarrow 0$ and $\nu \rightarrow 0$ cases have been revisited and the optical and electrical $B$ concepts have been clarified.

In a second section the constant $B$ curves have been obtained by numerical procedures and then used as base for a curve-fitting which has allowed to cast the $B-L$ relation in closed-form for a general
case, valid for every $\alpha$ and $\nu$ value.
From the $B-L$ closed-form expressions a complete model of the $B-L$ trade-off in MZM has been derived and it is presented. Measures reported in literature over fabricated MZM designs have allowed to confirm the validity of the new $B-L$ trade-off model. In section 4.3 , the most relevant results are presented.

In section 4.4, novel $B$ and $L$ charts obtained from the trade-off model are shown to provide a useful graphical approach to find the cross-section parameters allowing to meet a target performance in terms of $B$ and $L$.

### 4.2 Figures of merit and trade-offs in MZM

We start the analysis from the frequency response expression of an impedance matched MZM in the presence of electrical losses and optical-electrical velocity mismatch [23]

$$
\begin{equation*}
M(f)=e^{\frac{-\alpha_{0} \sqrt{f} L}{2}}\left[\frac{\sinh ^{2}\left(\frac{\alpha_{0} \sqrt{f} L}{2}\right)+\sin ^{2}(\pi f \nu L)}{\left(\frac{\alpha_{0} \sqrt{f} L}{2}\right)^{2}+(\pi f \nu L)^{2}}\right]^{1 / 2} . \tag{4.1}
\end{equation*}
$$

The electrical and optical bandwidths verify, respectively

$$
\begin{equation*}
M\left(B^{e}\right)=1 / \sqrt{2}, M\left(B^{o}\right)=1 / 2 \tag{4.2}
\end{equation*}
$$

In a general case the solutions to (4.2) need to be found numerically. Only in the limiting cases, when $\alpha_{0}=0$ and $\nu=0$, have these solutions been obtained analytically. From (4.1), assuming $\alpha_{0}=0$ we get [54]

$$
\begin{equation*}
M(f)_{\alpha=0}=\frac{\sin \pi f \nu L}{\pi f \nu L}=\operatorname{sinc}(\pi f \nu L) \tag{4.3}
\end{equation*}
$$

The 3 dB electrical and optical $B$ in the limit of low-loss (LL) can be calculated by equating the expression (4.3) to $1 / \sqrt{2}$ and $1 / 2$, respectively. Both members of equation are plotted to find the value of $u=f \nu L$, Fig. 4.1

The values of $u$ are 0.4429 and 0.6033 for the electrical and the optical $3 d B$ frequency response, respectively.

Therefore, we get,

$$
\begin{equation*}
B_{\alpha_{0}=0}^{(e, o)}=\frac{k_{\nu}^{(e, o)}}{\nu L} \tag{4.4}
\end{equation*}
$$



Figure 4.1: Sinc function and intersections with the optical and electrical $3 d B$ response.
with $k_{\nu}^{e}=0.4429$ for the electrical and $k_{\nu}^{o}=0.6033$ for the optical 3 dB bandwidth, respectively.
To find the expression for a velocity matched MZM, from (4.1), and making $\nu=0$, in the velocity matching limit (VM), we get [54]

$$
\begin{equation*}
M(f)_{\nu=0}=\frac{1-e^{-\alpha_{0} \sqrt{f} L}}{\alpha_{0} \sqrt{f} L} . \tag{4.5}
\end{equation*}
$$

In Fig. (4.2), a plot of the equation $\left(1-e^{-x}\right) / x$, where in this case $x=\alpha_{0} \sqrt{f} L$, and its intersection with $1 / 2$ and $1 / \sqrt{2}$ are shown. We obtain $x=0.7384$ and $x=1.5936$ for the electrical and optical 3 dB response, respectively. Substituting in (4.5) for the electrical and optical $3 d B$ response, it is found

$$
\begin{equation*}
B_{\nu=0}^{(e, o)}=\frac{k_{\alpha}^{(e, o)}}{\left(\alpha_{0} L\right)^{2}}, \tag{4.6}
\end{equation*}
$$

with $k_{\alpha}^{e}=0.5452$ and $k_{\alpha}^{o}=2.5396$.
Apart from these limits in which an analytical form for the $B-L$ relation exists, for intermediate range values, this relation needs to be found in every specific case as a numerical solution to (4.2). Derivation of a closed-form expression that could analytically link $B$ and $L$ for every value of $\alpha_{0}$ and $\nu$ is found of great interest, and it is the subject of the next section.

### 4.3 Bandwidth-length formulas for MZM

In Fig. (4.3), we plotted the constant $B-L$ curves for different combinations of $\alpha$ and $\nu$. The curves seem to follow a parabolic pattern, and therefore a fitting using a second-order polynomial is proposed.


Figure 4.2: Function of (4.6) and intersections with the optical and electrical $3 d B$ response.

An equation of the form $a y^{2}+b y+c$ from the two intersection points and a third one on the imaginary intersection in the negative $\nu$ axis is found (Appendix F ) and it is given by (4.7).


Figure 4.3: The $\alpha_{0}-\nu$ plane for (a) $M(f)=0.5$ and (b) $M(f)=0.7071$.

From now on, the super-indices indicating electrical or optical $B$ will be dropped, as the results are interchangeable by only using in the expressions the corresponding values of $k_{\nu}$ and $k_{\alpha}$ given in section (4.2).

$$
\begin{equation*}
B^{2} L^{2}+\frac{k_{\nu}^{2}}{\sqrt{k_{\alpha}}} \frac{\alpha_{0}}{\nu^{2}} \sqrt{B} L=\frac{k_{\nu}^{2}}{\nu^{2}} \tag{4.7}
\end{equation*}
$$

From the cross section parameters, reference $B$ and $L$ values for the modulator may be defined as,

$$
\begin{align*}
& B_{M}=\frac{k_{\nu}^{2}}{k_{\alpha}} \frac{\alpha_{0}^{2}}{\nu^{2}}  \tag{4.8}\\
& L_{M}=\frac{1}{2} \frac{k_{\alpha}}{k_{\nu}} \frac{\nu}{\alpha_{0}^{2}} \tag{4.9}
\end{align*}
$$

Using the definitions above, the analytic solution to (4.7) can be given in compact form in terms of normalized quantities (Appendix F) as

$$
\begin{gather*}
B_{N}=\frac{B}{B_{M}}=\left(2 L_{N}\right)^{-2 / 3} T\left[1-\sqrt{T^{-3 / 2}-1}\right]^{2}  \tag{4.10}\\
L_{N}=\frac{L}{L_{M}}=B_{N}^{-3 / 2}\left[\sqrt{4 B_{N}+1}-1\right] \tag{4.11}
\end{gather*}
$$

where

$$
\begin{gather*}
T=\frac{1}{2} W^{-1 / 3}\left(S^{1 / 3}-S^{-1 / 3}\right)  \tag{4.12}\\
S=W+\sqrt{1+W^{2}}  \tag{4.13}\\
W=\frac{3^{3 / 2}}{2^{5}} L_{N} \tag{4.14}
\end{gather*}
$$

Expressions (4.10)- (4.14) provide a useful analytical tool to calculate $B$ and $L$ for every specific TW configuration defined by its cross-sectional parameters $\alpha_{0}$ and $\nu$. Additionally, they allow to build a normalized $B_{N}-L_{N}$ chart such as that in Fig. (4.4).

The low-loss (LL) and velocity matching (VM) operative ranges, characterized by the $B L$ and $B L^{2}$ trade-off rules, respectively, are clearly distinguished in the chart. As shown, the reference $B_{M}$ and $L_{M}$ values can be advantageously used to express the trade-off figures of merit in a compact and easy to remember way as $B L=2 B_{M} L_{M}$ and $B L^{2}=4 B_{M} L_{M}^{2}$, respectively.

Two additional trade-off ranges, quasi low loss (QLL) and quasi velocity matching (QVM), have been identified in which the applicable trade-off figures of merit can be given as $B L^{\frac{7}{6}}=\frac{5}{4} B_{M} L_{M}^{\frac{7}{6}}$, and $B L^{\frac{5}{3}}=\frac{7}{4} B_{M} L_{M}^{\frac{5}{3}}$, respectively [89].


Figure 4.4: Normalized $B_{N}-L_{N}$ chart.

The limiting $B_{N}$ and $L_{N}$ values for a calculated $10 \%$ maximum departure of the trade-off rule against solutions to (4.2) are also given in the chart.

Table 4.1 summarizes the $L_{N}-B_{N}$ limits for each trade-off zone as well as the particular figure of merit corresponding to each one.

The chart in Fig. (4.4) offers an insightful and complete picture of the $B-L$ trade-off and clearly shows four operative margins where the $B$ to $L$ figure of merit takes simple forms. Any MZM configuration in terms of $B, L, \alpha_{0}$ and $\nu$ can be graphically placed in this chart, and can be moved from one region to another for a desired performance, by changing the parameters.

It is worth noting that operation into a specific trade-off margin (LL, QLL, QVM, VM) is dependent not only on the values of $\alpha_{0}$ and $\nu$, but also on the target $B-L$ values of every specific application. Thus, one can always work into the VM margin for example, regardless of the cross-sectional configuration with only choosing to work with a long enough $L /$ narrow enough $B\left(L>8.60 L_{M}, B<0.0512 B_{M}\right)$, provided of course that the values obtained have a physical relevance and guarantee the applicability of the approximations of the model. This means that a MZM with an arbitrary value $\nu \neq 0$ can be considered approximately matched when its $B_{N}$ and $L_{N}$ are placed in the VM region of the chart, and therefore the $B L^{2}$ trade-off can be applied to this MZM.

This finding is in accordance with the work of Chowdhury and McCaughan [55] who concluded

|  | LL | QLL | QVM | VM |
| :---: | :---: | :---: | :---: | :---: |
| $L_{N}$ | $<0.0630$ | $0.0630-1.7780$ | $1.7780-8.600$ | $>8.600$ |
| $B_{N}$ | $>27.415$ | $0.6430-27.415$ | $0.0512-0.6430$ | $<0.0512$ |
| Fig. of Merit | $B L=2 B_{M} L_{M}$ | $B L^{\frac{7}{6}}=\frac{5}{4} B_{M} L_{M}^{\frac{7}{6}}$ | $B L^{\frac{5}{3}}=\frac{7}{4} B_{M} L_{M}^{\frac{5}{3}}$ | $B L^{2}=4 B_{M} L_{M}^{2}$ |

Table 4.1: $L_{N}$ and $B_{N}$ limits and figures of merit.
that the VM figure of merit, for a given $\alpha_{0}=6.9 N p / m-\sqrt{G H z}$ and $\left|n_{m}-n_{\text {opt }}\right| \leq 0.03$, was valid to a $10 \%$ error for a $B<30 \mathrm{GHz}$ and $L>4.7 \mathrm{~cm}$. By applying the general expression in our model to those specific values of $\alpha_{0}$ and $\nu$, we obtain $B<0.0512 B_{M}=35 \mathrm{GHz}$ and $L>8.60 L_{M}=3.8 \mathrm{~cm}$.

The next step is to apply the trade-off rules to several MZM designs to test their accuracy. Five $\mathrm{LiNbO}_{3}$ MZM designs were chosen as examples to test the performance of the MZM analytical model presented. Their characteristics are displayed in table (4.2). The relevant trade-off margin using the limits of table 4.1 has been determined for each case. We have listed also the $B$ of each reference as measured, as given by the complete closed-form expression (4.10) and as approximated using the corresponding trade-off rule. Depending on the specific definition of $B$ used in each reference, optical (o) or electrical (e), the appropriate $k_{\nu}$ and $k_{\alpha}$ constants had to be used in the reference $L$ and $B$ definitions in (4.8) and (4.9).

| Cases | Lucchi et.al. | Noguchi et.al. | Aoki et.al. | Rangaraj et.al. | Minakata |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Reference | $[53]$ | $[90]$ | $[91]$ | $[92]$ | $[93]$ |
| $\alpha_{0}\left(N p / c m G H z^{-1}\right)$ | 0.0470 | 0.0864 | 0.0288 | 0.1046 | 0.0461 |
| $\nu(\mathrm{~ns} / \mathrm{cm})$ | 0.0027 | 0.0017 | 0.0050 | 0.0043 | 0.0033 |
| $\mathrm{~L}(\mathrm{~cm})$ | 4.3 | 2.7 | 3.5 | 2.5 | 4 |
| B $(\mathrm{GHz})($ measured $)$ | $10(\mathrm{e})$ | $40(\mathrm{o})$ | $14(\mathrm{e})$ | $23(\mathrm{o})$ | $28(\mathrm{o})$ |
| B $(\mathrm{GHz})($ Eq. 4.10$)$ | $11.2(\mathrm{e})$ | $38.9(\mathrm{o})$ | $16.8(\mathrm{e})$ | $24.4(\mathrm{o})$ | $28.3(\mathrm{o})$ |
| $\mathrm{B}(\mathrm{GHz})$ (Rule) | $10.4(\mathrm{e})$ | $36.4(\mathrm{o})$ | $16(\mathrm{e})$ | $23.5(\mathrm{o})$ | $27.6(\mathrm{o})$ |
| $L_{N}$ | 5.7158 | 5.6206 | 0.9433 | 3.0156 | 1.2212 |
| $B_{N}$ | 0.1024 | 0.1054 | 1.4071 | 0.2888 | 1.0157 |
| trade-off | QVM | QVM | QLL | QVM | QLL |

Table 4.2: Characteristics of the reference modulator configurations.

As seen, excellent agreements with a discrepancy under the $20 \%$ confirm that the analytical model here described is well suited to assessment of the $B-L$ trade-off in MZM.

As an example of the usefulness of the trade-off rules, two representative MZM designs of the QVM and QLL zones, the MZM of [53] and [91], will be improved in terms of $B$ at expenses of lower $L$, keeping their cross-section parameters $\alpha$ and $\nu$ constant.

The design of [53] will increase $B$ from 10.4 to 15.6 GHz , a $50 \%$ improvement. The QVM trade-off is $B L^{5 / 3}=\frac{7}{4} B_{M} L_{M}^{\frac{5}{3}}=118.25 \mathrm{GHz} \mathrm{cm}{ }^{5 / 3}$. The limit values of $B$ and $L$ of the QVM zone for this
design are found through the normalized $B_{N}$ and $L_{N}$, and shown in table 4.3.
Table 4.3: QVM zone limits for the MZM of [53].

| $L_{\min }(\mathrm{cm})$ | 1.33 |
| :---: | :---: |
| $L_{\max }(\mathrm{cm})$ | 6.47 |
| $B_{\min }(\mathrm{GHz})$ | 5.82 |
| $B_{\max }(\mathrm{GHz})$ | 70.1 |

We check that for this $B=15.6 \mathrm{GHz}$, the design is kept in QVM and therefore the trade-off rule can be used to predict the $L$ value. Using the trade-off rules as follows

$$
\begin{equation*}
L=\left(\frac{118.25 G H z \cdot \mathrm{~cm}^{5 / 3}}{15.6 G H z}\right)^{3 / 5}=3.37 \mathrm{~cm} \tag{4.15}
\end{equation*}
$$

reducing the $L$ from 4.3 to 3.37 cm . Here, the decrease in $L$, and therefore the increment in $V_{\pi}$, is around $21 \%$. Using the complete analytical closed-form expressions of (4.10)- (4.14) the value of $B=16.8 \mathrm{GHz}$ is obtained.

As seen in table 4.3 the QVM margin encompasses a broad margin of $B$ and $L$ that almost exhausts the range of practical relevance to MZM design. Whenever a value outside QVM could be of interest, say VM, the VM figure of merit $\left(B L^{2}=4 B_{M} L_{M}^{2}\right)$ may be applied starting from the limiting values ( $5.82 \mathrm{GHz}, 6.47 \mathrm{~cm}$ ). For example, for a $B=2.5 \mathrm{GHz}$, the corresponding $L$ would be 9.87 cm .

The design of [91] will be also improved in a $50 \%$ of $B$ from 16 to 24 Ghz. Again the target $B$ is located in the same figure of merit margin QLL, with limiting $B$ and $L$ values displayed in table 4.4.

Table 4.4: QLL zone limits for the MZM of [91].

| $L_{\min }(\mathrm{cm})$ | 0.23 |
| :---: | :---: |
| $L_{\max }(\mathrm{cm})$ | 6.59 |
| $B_{\min }(\mathrm{GHz})$ | 7.67 |
| $B_{\max }(\mathrm{GHz})$ | 327.25 |

The trade-off is $B L^{7 / 6}=\frac{5}{4} B_{M} L_{M}^{\frac{7}{6}}=69 \mathrm{GHz} \mathrm{cm}^{7 / 6}$, and therefore $L$ will be decreased to

$$
\begin{equation*}
L=\left(\frac{69 G H z \cdot \mathrm{~cm}^{7 / 6}}{24 G H z}\right)^{6 / 7}=2.47 \mathrm{~cm} . \tag{4.16}
\end{equation*}
$$

In this case $L$ reduces in a $\sim 30 \%$ and consequently $V_{\pi}$ should rise approximately by the same amount. The $B$ obtained with (4.10)- (4.14) is 25.6 GHz . We would like to stress here that even when
they are not as intuitive and straightforward, the complete $B-L$ closed-form relations in (4.10) to (4.14), may also be used to find $B$ as a function of $L$ and vice versa.

As observed, in the QVM zone the price to pay for an increment of $V_{\pi}$ is a $9 \%$ lower than in the QLL region, for the same percentage of enlargement in $B$.

So far the potential values of the $B-L$ trade-off for a fixed CPW geometry have been analyzed. Whenever the trade-off can not satisfy a given $B-L$ requirement, an improvement of the cross-section parameters values may be targeted. In the next section normalized $B-L$ charts are defined which are shown to provide a useful graphical approach to assessment of different strategies for CPW cross-section parameters tailoring.

### 4.4 Normalized Bandwidth and length charts

A set of normalized parameters is defined as $H=\alpha_{0} L, F=\nu L, J=\nu B$ and $K=\alpha_{0} \sqrt{B}$. The expressions (4.10) and (4.11) are rearranged as

$$
\begin{gather*}
B=2^{-4 / 3} T\left(\frac{k_{\nu}^{2}}{\sqrt{k_{\alpha}}} \frac{H}{F^{2}}\right)^{2 / 3}\left[1-\sqrt{T^{-3 / 2}-1}\right]^{2},  \tag{4.17}\\
L=\frac{1}{2} \frac{k_{\nu}^{2}}{\sqrt{k_{\alpha}}} \frac{K}{J^{2}}\left[\sqrt{\left(2 \frac{\sqrt{k_{\alpha}} J}{k_{\nu} K}\right)^{2}+1}-1\right], \tag{4.18}
\end{gather*}
$$

with $T$ as in (4.12) with

$$
\begin{equation*}
W=\frac{3^{3 / 2}}{2^{4}}\left(\frac{k_{\nu}}{k_{\alpha}} \frac{H^{2}}{F}\right) . \tag{4.19}
\end{equation*}
$$

Expressions (4.17) and (4.18) allow to build normalized $B$ and $L$ charts as a function of $\alpha_{0} L-\nu L$ and $\nu B-\alpha_{0} \sqrt{B}$, respectively. These equations are very useful due to the fact that they relate all the parameters in one chart, which permit to better tailor the geometry in order to achieve the desired performance.

The MZM designs of [53], [90], [35], [92] and [93] are represented in their corresponding $B$ chart of Fig. (4.5), depending on the electrical or optical character of each measure. As expected, the location of each design in the $B$ chart agrees with their measured values, displayed in table 4.2. Also the $L$ charts have been built for the optical and electrical case of the MZM references under analysis, Fig. (4.6).


Figure 4.5: MZM B chart for (a) optical, and (b) electrical B as a function of $\alpha_{0} L$ and $\nu L$.


Figure 4.6: MZM length charts for an (a) optical and (b) electrical $B$, as a function of $\alpha_{0} \sqrt{B}$ and $\nu B$.

In [73] Chung et.al. also proposed $B$ and $L$ contour plots as a function of $\alpha_{0}$ and $\nu$, but for a fixed $L$ and $B$, respectively. The charts obtained here include the $L$ and $B$ values in the normalization, so that the charts may be used for any $L$ and $B$. Any of the fixed B and L charts of [73] may be simply obtained as scaled versions of the normalized charts of Figs. (4.5) and (4.6)

### 4.4.1 Optimization of MZM using B-L charts

The MZM thin film design of [94] and the $\mathrm{SiO}_{2}$ buffer layer design of [95] will be used as the base for optimized MZM proposals with specific performance in terms of extended $B$, and or, reduced $V_{\pi}$.

As seen in Fig. (4.7) the original configurations provide a starting point in the chart from where to reach a final $B$ constant curve. The various paths represent different optimization strategies to achieve the goal, V1: $\nu$ is reduced while $\alpha_{0}$ remains constant, V2: $\alpha_{0}$ is the only parameter that decreases, and V 3 : both $\alpha_{0}$ and $\nu$ are reduced.

Starting from the thin film design of [94], we plan on extending $B^{e}$ from 24.2 GHz to 30 GHz while for the buffered design of [95] an increase of $B^{e}$ from 16.4 GHz to 20 GHz is targeted.


Figure 4.7: Electrical $B$ chart. The reference [94] is represented with a circle and [95] with an asterisk.

The values of the pairs $\alpha_{0}-\nu$ for their correspondent $L$ value in each case are directly obtained from the charts. Tables 4.5 and 4.6 display the values of $\alpha_{0}$ and $\nu$ for each optimized version of [94] and [95], respectively.

Table 4.5: Parameters of the structure of [94] and the optimized versions to reach $B=30 \mathrm{GHz}$ with a constant $L=3.5$ cm .

|  | $[94]$ | V 1 | V 2 | V 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\alpha_{0}\left(\frac{N p}{c m \sqrt{\text { GHz }}}\right)$ | 0.0288 | 0.0288 | 0.0190 | 0.0240 |
| $\nu(\mathrm{~ns} / \mathrm{cm})$ | 0.0030 | 0.0021 | 0.0030 | 0.0026 |

The values of $\alpha_{0}$ and $\nu$ of the different versions are the theoretical maximum values to achieve the minimum $B$ desired. By selecting values below the $\alpha_{0}$ and $\nu$ obtained, a larger $B$ can be reached.

Table 4.6: Parameters of the structure of [95] and the optimized versions to reach $B=20 \mathrm{GHz}$ with a constant $L=2.4$ cm .

|  | $[95]$ | V 1 | V 2 | V 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\alpha\left(\frac{N p}{c m \sqrt{G H z}}\right)$ | 0.0610 | 0.0610 | 0.0485 | 0.0545 |
| $\nu(\mathrm{~ns} / \mathrm{cm})$ | 0.0050 | 0.0031 | 0.0050 | 0.0042 |

Even though the optimization of $L$, and therefore of $V_{\pi}$, is performable in the $B$ chart, it is not as intuitive as it is in $L$ charts. For this reason, $L$ charts are also built and $L$ optimization examples are presented next.

To illustrate how an improvement in $V_{\pi}$ through an increment in $L$ can be performed, the same references will be used. The lengths of designs of [94] and [95] will be increased from 3.5 to 4 cm and from 2.4 to 3 cm , respectively, while keeping the same $B$. The $L$ chart is built, as shown in Fig. (4.8), where the $L$ curves range covers from 2.4 to 4 cm .

As seen, the target $L$ can be reached by just decreasing $\nu$ (V4), reducing $\alpha_{0}$ (V5), and reducing both $\alpha_{0}$ and $\nu(\mathrm{V} 6)$. The reference structures and their improved versions are placed on the $L$ chart Fig. (4.8), and the propagation parameters of the optimized versions are displayed in tables 4.7 and 4.8 for [94] and [95], respectively.


Figure 4.8: $L$ chart for electrical $B$. The reference [94] is represented with a circle and [95] with an asterisk.

As $L$ is increased we can expect $V_{\pi}$ to decrease in approximately the same percentage as long as the cross-section parameters remain constant. As seen in section 2.3, some cross-section parameters have an almost negligible impact over the $V_{\pi}$ value, such as $t, w_{g}, h_{1}$ and $h_{2}$ for thin film structures.

Table 4.7: Parameters of the optimized version structures of [94] to get $L=4 \mathrm{~cm}$ keeping constant $B=24.2 \mathrm{GHz}$.

|  | $[94]$ | V 4 | V 5 | V 6 |
| :---: | :---: | :---: | :---: | :---: |
| $\alpha_{0}\left(\frac{N p}{c m \sqrt{G H z}}\right)$ | 0.0288 | 0.0288 | 0.0214 | 0.2526 |
| $\nu(\mathrm{~ns} / \mathrm{cm})$ | 0.0030 | 0.0022 | 0.0030 | 0.0026 |

Table 4.8: Parameters of the optimized version structures of [95] to get $L=3 \mathrm{~cm}$ for constant $B=16.4 \mathrm{GHz}$.

|  | $[95]$ | V 4 | V 5 | V 6 |
| :---: | :---: | :---: | :---: | :---: |
| $\alpha_{0}\left(\frac{N p}{c m \sqrt{G H z}}\right)$ | 0.0610 | 0.0610 | 0.0421 | 0.0500 |
| $\nu(\mathrm{~ns} / \mathrm{cm})$ | 0.0050 | 0 | 0.0050 | 0.0038 |

Therefore, if we use these parameters to improve the $B-L$ condition, this will directly translate into an improvement of the $B-V_{\pi}$ trade-off. The opposite is also true, if the $B-L$ optimization comes from a change in parameters such as $s, w$ and in the case of a buffer layer $h_{2}$, then it is not clear that the $B-V_{\pi}$ relation is optimized as well.

As observed from the charts, there are infinite combinations of $\alpha-\nu$ for a targeted $B-L$ pair, but their achievement in a practical CPW design will be limited by the technology and the geometry chosen for the CPW cross-section.

Next step is to find the CPW cross-section geometry that features a pair of $\alpha_{0}$ and $\nu$ for a targeted $B-L$ performance. It is important to take into account that the physical CPW parameters also have to meet the impedance matching condition.

### 4.5 Summary of the Chapter

An analysis of the available MZM figures of merit was conducted in this Chapter. The limiting cases LL and VM, when the CPW cross-sectional parameters $\alpha$ and $\nu$ are neglected, respectively, were revisited.

Compact closed-form expressions which explicitly relate $B$ and $L$ with $\alpha$ and $\nu$ were derived by fitting to a parabolic function. The curves were formed by connecting together the points yielding the same $B$ and $L$ values, in a $\alpha_{0}-\nu$ plane. Definition of reference normalization $B$ and $L$ values, as a function of the cross-sectional parameters, has allowed to cast the $B-L$ expressions in a compact way, providing a common framework for the analysis of the trade-off in any cross sectional configuration.

A total of four operative $B-L$ margins, LL, QLL, QVM and VM, have been identified, in which approximate and simple trade-off rules apply, defining two new figures of merit for the intermediate ranges besides of the well-known LL and VM figures of merit. The accuracy and convenience of the
model here developed for both, assessing the potential of different cross-sectional structures in terms of achievable $B$ and $L$, and also for identifying valid strategies for advantageous improvement of the $B-L$ trade-off through appropriate design of the CPW cross-section, has been shown through examples extracted from the reported literature.

Novel $B$ and $L$ charts for the optimization of electro-optical modulators have been obtained, agreeing well with experimental measurements. The charts give an easy and reliable way to project a modulator, allowing to tailor $\alpha_{0}$ and $\nu$ to meet specific requirements. Over the charts, the different alternative cross-sectional parameter pairs $(\alpha, \nu)$ to reach a specific performance in terms of $B$ and $L$ may be understood as different paths taken over the chart to connect the original performance curve to the target performance curve.

Optimized versions of two MZM reported in literature were found with the charts aid improving the $B-L$ trade-off through changes in the CPW cross-sectional parameters.

The $B-L$ trade-off figures of Merit, the $B-L$ analytical expressions as well as the novel $B$ and $L$ charts show promise to constitute powerful tools in advancing the performance of MZM, which is key to the progress of optical communication systems toward meeting the requirements of the communication networks of the future.

Next natural step is to relate the $\alpha_{0}$ and $\nu$ for the target optimized values to specific changes on the CPW cross-section structure, a task that is undertaken in the next Chapter, gathering results from Chapter 3.

## 5

## Graphic interface tool for the design and optimization of MZM

The work presented in Chapter 3 has allowed to establish a link between the cross-section parameters of CPW ( $\alpha_{0}, \nu$ and $Z_{0}$ ) and the geometries that support them, in the form of compact closed-form expressions. It is worth noting that, unlike previous approaches, a great advantage of the PP expressions is that they allow to model accurately both the effect of the electrode thickness, and multilayer substrates, which are effective strategies for improving the MZM performance, and also the asymmetry in the electrodes cross-section, useful for tailoring the frequency chirp associated with the amplitude modulation.

On the other hand, in Chapter 4, a complete analytical model for determining the $B-L$ trade-off and the relation between the MZM system performance features, i. e. maximum modulation $B$ and driving power $V_{\pi}$, with the cross-sectional parameters has been presented.

In this Chapter both results are brought together in an integrated graphical tool (MZM-GIT) developed in Matlab code, that provides a user-friendly approach to the MZM design and optimization problem. The analysis in previous chapters has revealed that the electrode thickening, the use of a thin $\mathrm{LiNbO}_{3}$ film and the insertion of buffer layer are effective strategies for MZM optimization. Therefore, the MZM-GIT focuses on these strategies and comes up with an optimized CPW geometry that fulfills a set of system parameters.

The optimization strategies and the design alternatives offered by the MZM-GIT are illustrated through representative examples extracted from literature. Moreover, optimized MZM proposals, focusing in broadband and ultra low power operation are worked out exploiting the features of the MZM-GIT.

The Chapter is structured as follows: section 5.1 deals with the interface software and its parts. Section 5.2 describes the structure of the MZM-GIT. Section 5.3 is devoted to present examples of optimized design starting from MZM configurations extracted from literature. The design proposals are presented and analyzed in section 5.4.

### 5.1 Graphic Interface tool (MZM-GIT)

The graphic interface has been built over a Matlab environment. For the sake of clarity and visibility of all the parameters involved, the MZM-GIT is based on a single window which gathers all the relevant information classified into different categories: the input parameters panel, the output parameters panel, the visualization panel and the plot panel, respectively identified in Fig. (5.1) by a number 1, 2,3 and 4.


Figure 5.1: Graphic interface tool.

The input parameter panel, numbered with a " 1 ", contains the "fixed CPW geometry" window (red line square), the "Target MZM performance" window (blue line square) and the optimization buttons (purple line square). A sketch of the CPW cross-section is provided for an easy identification of all the magnitudes. The parameters $T-H_{2}$ are left as degrees of freedom for reaching the system performances. These parameters have been chosen based on common optimization strategies and as a trade-off between complexity and ability to reach the target performance values, but more degrees of freedom could be added for specific optimization problems.

The material of the substrate layers and the electrodes are also fixed CPW geometry input parameters within the "fixed CPW geometry" window. We have pre-defined $\mathrm{SiO}_{2}$ and $\mathrm{LiNbO}_{3}$ as possible materials for the substrates, and also the air for substrate 1, to account for backslot CPW cross-section structures, as in [93]. Gold, copper and aluminium for the conductors are pre-defined. In case that other materials would be needed, they can easily be added to the interface code. For single layer substrate, the same substrate material should be entered in both fields.

The "Target MZM performance" window, embraces the targeted system requirement in terms of $B, V_{\pi}$ or $L$, as selected in the specific field, and the bounds for the $Z_{0}$ value. Targeting a $B$ and $L\left(V_{\pi}\right)$ values mean, that depending of the optimization procedure ( $B$ or $L\left(V_{\pi}\right)$ optimization), the targeted parameter to be optimized will be the minimum starting point value to be improved while the other parameter remains constant. On the other hand, always a pre-defined margin for $Z_{0}$ needs to be set, restricting the acceptable $Z_{0}$ values in the resulting design. The type of $B$, electrical or optical, can also be selected here by the user, as well as the optical index value.

The purple line square encloses the "Optimize $B$ " and the "Optimize $V_{\pi}$ or $L$ " buttons which will start the optimization algorithm targeting a maximum value of the specified parameter.

The output parameters panel, numbered with a "2" in Fig. (5.1), displays the resultant $T$ and $H_{2}$ (square of pink line), and the resultant $B$ and $L\left(V_{\pi}\right)$, the applicable figure of merit and the corresponding trade-off zone (within the green line square). Also the CPW propagation parameters $Z_{0}, \alpha_{0}$ and $N_{m}$ are displayed in this panel (within the orange line square). Depending whether the $V_{\pi}$ or the $L$ optimization has been selected in the target MZM performance window, the output parameters set would be $B-L$ or $B-V_{\pi}$.

The visualization panel (brown line square) provides some options for the visualization of the propagation parameters against $T, H_{2}$ and $f$. Also the $L$ and $B$ charts can be given. These plots allow to envision possible optimization strategies. Examples of the plots are shown in Fig. (5.2).

Additional degrees of freedom, beyond the $T-H_{2}$, could easily be included to the MZM-GIT. For
simplicity, in this first version we focus on these two parameters, but the decision is up to the designer.
In the next section, a brief explanation of how the MZM-GIT Matlab code works, is provided.


Figure 5.2: Plots of the graphic interface tool for $B-L$ charts.

### 5.2 MZM-GIT structure

This section describes the basic structure and working procedures followed by the MZM algorithm, as shown in Fig. (5.3).

Once the fixed CPW geometry parameters, and the target performance parameters have been correctly entered and an optimization button clicked, the software starts by first checking if a $V_{\pi}$ or $L$ selection has been made.

If the selection is $L$, then it is on to the next step. If it is $V_{\pi}$, a procedure to determine the relationship between $L$ and $V_{\pi}$ for the CPW geometry is run. The $V_{\pi}-L$ subroutine consists on application of expression (2.11). The core of this subroutine is the estimation of $\Gamma$, which follows


Figure 5.3: Algorithm's diagram of the graphic interface's program.
the process described in section 2.3. To that end, the structure of the optical waveguide needs to be provided.

At this point it is important to stress that the focus of the MZM-GIT is mainly on the optimized design of the electrical wave propagation structure, being that the one most susceptible to design choices and tailoring, while it could be said that the optical propagation structure is basically limited by technological constraints [39]. The optimization of the optical propagation structure is beyond the
scope of this Thesis and we will just make educated guess assumptions over its design with the main purpose of estimating the $\Gamma$ values, and therefore the $V_{\pi}$.

In order to get a clear organization of the MZM-GIT main window, and to focus attention on the parameters of relevance in the optimization problem, we have chosen to maintain the optical guides design parameters inside the code and not as a user input, as most of the optimization problems of interest here do not show a critical dependence on that design. Instead, a generic optical waveguide design will be used, as described next.

Recalling the optical field expression of 2.13 , we set $w_{x}=w_{y}=4 \mu m$ for the width parameter. These are typical choices found for example in [39]. As for the waveguide position parameter $p$, the study in section 2.3 has revealed that the best position for z-cut occurs when the inner edge of the electrodes is aligned with the optical waveguides, while for x -cut it is when the optical guide position is in the center of the gap, with some shift towards the inner electrode edge for wide electrode gaps [56] [58]. We will assume here an x-cut configuration and set $p=(w+s) / 2$, in the middle of the gap. Whenever this is not an appropriate choice for the problem under study, the correct $p$ value is easily changed inside the Matlab code.

Once the target $B$ and $L$ values are known, they enter the $B-L$ formulas subroutine, where trough a simple shooting method optimization [96], a set of $\alpha_{0}-\nu$ pairs fulfilling the target $B-L$ are selected. The parameters of the shooting have been validated trough extensive testing and are listed in Appendix (G).

With the $\alpha_{0}-\nu$ pairs selected, and the fixed CPW parameters, the PP model subroutine looks for valid $T-H_{2}$ pairs that allow to comply with the targeted $Z_{0}$ margin. These $T-H_{2}$ pairs together with their correspondent $B-L$ values go trough the optimization subroutine which select the best $T-H_{2}$ pair for an optimized solution. If no $T-H_{2}$ pairs can be found, an error message pops-up and the program ends. The final $T-H_{2}$ pair is combined with the fixed CPW geometry parameters to get the final $\alpha_{0}$ and $\nu$ values, and from these through the $B-L$ formulas, the values of the final $B$ $(L)$. In case the optimization of $V_{\pi}$ had been selected, this value would be obtained from $L$ using the $\Gamma$ as obtained in the "Get $L$ subroutine". Finally, all the output parameters of the optimized MZM structure are provided by the software in the "Output parameters" panel.

Next section deals with the improvement of three MZM designs using the MZM-GIT developed. The examples of optimization will focus on an extension of $B$ and improvement of the $Z_{0}$ matching through proper selection of $T$ and $H_{2}$.

### 5.3 Improving the CPW for optimized MZM

The MZM designs of an asymmetric, $\mathrm{LiNbO}_{3}$ thin film, and a $\mathrm{SiO}_{2}$ structure of [35], [94] and [95], respectively, will be used as benchmark to shape their CPW cross-sections, in order to optimize their performance.

We start with the asymmetric CPW of [35], which has been tailored to provide a chirp value of 0.65. Fig. (5.4) displays the MZM-GIT window with all the relevant geometrical data, which can also be found in the first column of table 5.1. The $\alpha_{0}$ value is not provided by the authors, therefore we calculate it with our PP model approach.

The values of $S$ will be kept unalterable to preserve the chirp value, and also the $V_{\pi}=2.7 \mathrm{~V}$, and we will focus on extending the value of $B$ from 20 to 30 GHz and to increase the value of $Z_{0}=46 \Omega$ to make it closer to $50 \Omega$.

As seen in the screenshot of Fig. (5.4), we set the targeted $B$ to 20 GHz , as the start point. The $Z_{0}$ range is fixed between 48.5 and $50 \Omega$, and $L$ is kept with its original value of 4 cm . After clicking the "B optimization" button, a failure message pops up, telling us that the optimization is not possible for the set target values and the degrees of freedom provided. Therefore, a change in the fixed geometry parameters or a reduction in the goal performance is required. The options of changing the CPW geometry, the $L$ or the $B$ are not acceptable, as we want to keep the chirp value and the $V_{\pi}$ constant and to increase $B$. The only option is to relax the impedance range to $47-50 \Omega$ in the next run.

As seen in Fig. (5.5), an improved $B=23 \mathrm{GHz}$ is obtained which is better than the starting value but still below our expectations. A third attempt to increase $B$ is performed, with a further reduction in the $Z_{0}$ to $46-50 \Omega$.

The results are as shown in Fig. (5.6). This time the increment in $B$ reaches up to 30 GHz , achieving our goal of a $50 \%$ extension in $B$, even though $Z_{0}$ could not be increased from its original value.

Table 5.1 summarizes the MZM parameters for the different versions of optimization for the MZM design of [35]. The CPW propagation parameter results have been compared with HFSS simulations with excellent values of $D M$, given in the table.

Version 1 of [35] barely improves the performance of the original MZM. The small decrease of $T$ from 25 to $21.5 \mu m$ yields a limited improvement over $Z_{0}$, but at the same time a deterioration of the velocity matching condition $\left(n_{\text {opt }}=2.2\right)$. This is compensated by a decrease of the $\mathrm{LiNbO}_{3}$ thin film layer from 8.5 to $8 \mu m$, which also contributes to the $Z_{0}$ increase and to some overall marginal


Figure 5.4: MZM-GIT screenshot of the unsuccessful improvement design of [35].

Table 5.1: Parameters of the CPW structure of [35] and the resultant versions for its optimization.

|  | $[35]$ | Version 1 | Version 2 |
| :---: | :---: | :---: | :---: |
| $\mathrm{L}(\mathrm{cm})$ | 4 | 4 | 4 |
| $\mathrm{~B}(\mathrm{GHz})$ | 20 | $\mathbf{2 3}$ | $\mathbf{3 0}$ |
| $V_{\pi}(\mathrm{V})$ | 2.7 | 2.7 | 2.7 |
| $Z_{0}(\Omega)$ | 46 | $\mathbf{4 7}(D M=3 \%)$ | $46(D M=1.3 \%)$ |
| $\alpha_{0} d B / c m-\sqrt{G H z}$ | 0.0296 (calculated) | $0.0306(D M=1.9 \%)$ | $0.0307(\mathrm{DM}=1.7 \%)$ |
| $n_{m}$ | 2.27 | $\mathbf{2 . 2 6 6}(D M=1.4 \%)$ | $\mathbf{2 . 2 3 2}(D M=0.9 \%)$ |
| $\mathrm{w}(\mu m)$ | 30 | 30 | 30 |
| $s^{ \pm}(\mu m)$ | 20,95 | 20,95 | 20,95 |
| $h_{1}(\mu m)$ | 50 | 50 | 50 |
| $\mathrm{t}(\mu m)$ | 25 | $\mathbf{2 1 . 5}$ | $\mathbf{2 3 . 6}$ |
| $h_{2}(\mu m)$ | 8.5 | $\mathbf{8}$ | $\mathbf{8}$ |

improvement of the velocity matching allowing for only modest improvements of $15 \%$ in $B$ and $2 \%$ in $Z_{0}$.


Figure 5.5: MZM-GIT screenshot of the optimized version 1 of the design of [35].

The second optimization (Version 2), with a larger margin for $Z_{0}(46-50 \Omega)$, provides a still smaller change in $T$ from 25 to $23.6 \mu \mathrm{~m}$ with the same reduction in $H_{2}$, which yields a more pronounced improvement over velocity matching allowing to reach the 30 GHz targeted $B$, but then no gain over the impedance matching is obtained. The loss constant in both cases remains almost unaltered as compared with the calculated value of the original version.

It is worth stressing that these examples of optimization are useful to identify design trade-offs and sensitivities to all the parameters involved, and that they can only provide a first starting point guess and beneficial tips about trends which could be helpful in the prototype design process.

Moving on the $\mathrm{LiNbO}_{3}$ thin film MZM design of [94], whose features are summarized in table 5.2 and in the screenshot of Fig. (5.7), a low value of $Z_{0}=38 \Omega$ catches attention. That results in a return loss (RL) value of -17.3 dB . Our optimization here will then again focus on improvement of the impedance matching condition as well as $B$ extension. We start by entering all the relevant fields


Figure 5.6: MZM-GIT screenshot of the optimized version 2 of the design of [35].
into the MZM-GIT as shown in Fig. (5.7) with a $Z_{0}$ margin between $48.5-50 \Omega$. The MZM-GIT pops up an error message, so we relax the matching to $40-50 \Omega$. The result is now $B=33 \mathrm{GHz}$ and $Z_{0}=42 \Omega$ which are achieved by reducing $T$ from 20 to $12.6 \mu m$ and $H_{2}$ from 8.5 to $4.5 \mu m$. It is worth noting that the resultant configuration indeed has a better velocity matching (with $n_{m}<n_{\text {opt }}$ ) but a higher $\alpha_{0}$. This is in contrast to common belief that better performance should always come from more reduced values of $\alpha_{0}$ and $\nu$, but it rather proofs that optimized configurations could be found through appropriate $\alpha_{0}$ and $\nu$ trade-offs. In order to further illustrate this idea, the optimization path followed from the original configuration of [94] to optimized Version 1 has been added to the normalized $B-L$ charts in Fig. (5.7).

A second optimization was aimed to achieve a better $Z_{0}$ result, and then, following the trends observed in section 2.4.2, we choose to increase $S$ at the risk of increases in $V_{\pi}$, with $Z_{0}$ margin again to $48.5-50 \Omega$, as observed in Fig. (5.8). First, we try to raise $S$ from 21 to $23 \mu m$, and performed


Figure 5.7: MZM-GIT screenshot of the optimized version 1 of the design of [94].
again a $B$ optimization with no positive results, and then we set $S$ to $25 \mu \mathrm{~m}$. In this case, $B$ rises to 36 GHz and the $Z_{0}$ reaches the value of $49.8 \Omega$, with an improved $R L=-54 \mathrm{~dB}$. This is achieved trough a significant decrease in $T$ down to $7.5 \mu \mathrm{~m}$, with $H_{2}$ fixed to $4.5 \mu \mathrm{~m}$, same as in the previous optimization. The downside is that as $S$ is extended in $\sim 20 \%, V_{\pi}$ will increase approximately by the same amount. The plots of Fig. (5.8) show opposing trends of $\alpha_{0}$ against the two tuning parameters, while the decrease in $T$ causes $\alpha_{0}$ to increase, that is compensated by the decrease in $H_{2}$. The extension in $S$ also contributes to making $\alpha_{0}$ lower. However, the large drop in $T$ (from 20 to $7.5 \mu m$ ) makes $\alpha_{0}$ in this version to be finally higher than in the original configuration. This effect is compensated in the overall $B-L$ performance with a better velocity matching accomplished by a decrease in $H_{2}$, as observed in the $n_{m}$ plots of Fig. (5.6). For better assessment of the quality of the cross-section of Version 2, the applicable $B-L$ rule was applied (QVM, as seen in Fig. (5.8)), in order to have a design with $V_{\pi}=2 \mathrm{~V}$. The resulting performance values are listed as Version 2a in table 5.2.

Table 5.2 summarizes the MZM parameters of the original design of [94] and the versions obtained with the MZM-GIT. As observed, in both versions $\alpha_{0}$ slightly increases, but this is compensated with a better result in $n_{m}$. In both designs $B$ and $Z_{0}$ are optimized trough reductions in both $T$ and $H_{2}$ while keeping the same $L$. In Version 2 the increase in gap width allows for better values of $B$ and $Z_{0}$, by a further $T$ reduction at the expense of an increase in $V_{\pi}$.

As observed in this last version, the electrode gap $S$ is a very good third choice for another degree of freedom for optimizing the MZM performance, which also is a key parameter for the value of $V_{\pi}$.


Figure 5.8: MZM-GIT screenshot of the optimized version 2 of the design of [94].

The third design to improve is the $\mathrm{SiO}_{2}$ buffer layer MZM of [95]. This design has a $L=2.4 \mathrm{~cm}$, with a $V_{\pi} \sim 5 \mathrm{~V}$ and $B=16.4 \mathrm{GHz}$. The complete list of features is summarized in the first column of table 5.3 and in the filled up fields in the screenshot shown in Fig. (5.9). The $Z_{0}$ value is not provided by the authors, so we calculated it with the PP model approach obtaining $Z_{0}=40 \Omega$. The optical index is 2.15 .

Table 5.2: Parameters of the CPW structure of [94] and the resultant versions for its optimization.

|  | $[94]$ | Version 1 | Version 2-Version 2a |
| :---: | :---: | :---: | :---: |
| $\mathrm{L}(\mathrm{cm})$ | 3.5 | 3.5 | $3.5-\mathbf{4 . 2}$ |
| $\mathrm{B}(\mathrm{GHz})$ | 24.2 | $\mathbf{3 3}$ | $\mathbf{3 6 - \mathbf { 2 6 . 5 }}$ |
| $V_{\pi}(\mathrm{V})$ | 2 | 2 | $\mathbf{2 . 4 - 2}$ |
| $Z_{0}(\Omega)$ | 38 | $\mathbf{4 2}(D M=5 \%)$ | $\mathbf{4 9 . 8}(D M=4.41 \%)$ |
| $\alpha_{0} d B / c m-\sqrt{G H z}$ | 0.0288 | $\mathbf{0 . 0 3 3 9}(D M=2.54 \%)$ | $\mathbf{0 . 0 3 2 0}(\mathrm{DM}=6.15 \%)$ |
| $n_{m}$ | 2.29 | $\mathbf{2 . 1 7 1}(D M=1.32 \%)$ | $\mathbf{2 . 2 3 1}(D M=0.01 \%)$ |
| $\mathrm{w}(\mu m)$ | 39 | 39 | 39 |
| $s^{ \pm}(\mu m)$ | 21 | 21 | $\mathbf{2 5}$ |
| $h_{1}(\mu m)$ | 50 | 50 | 50 |
| $\mathrm{t}(\mu m)$ | 20 | $\mathbf{1 2 . 6}$ | $\mathbf{7 . 5}$ |
| $h_{2}(\mu m)$ | 8.5 | $\mathbf{4 . 5}$ | $\mathbf{4 . 5}$ |

In a first version we will try to extend the value of $B$ under the impedance matching condition with a $48.5-50 \Omega$ range while keeping $L$ to 2.4 cm . The first optimization attempt reaches $B \sim 30$ GHz , which is almost twice the original value. We achieve almost perfect impedance matching with $Z_{0}=49.9 \Omega$, as observed in Fig. (5.9). Here $T$ is reduced from 18 to $11.8 \mu m$, which entails a poorer velocity matching but better $Z_{0}$. The loss in velocity matching is compensated by an increase in $H_{2}$ from 0.95 to $1.5 \mu m$, which is translated in a rise in $V_{\pi}$ as the electric field involved in $\Gamma$ decreases by the factor EFR of equation (2.19). The EFR of the original version for $H_{2}=0.95 \mu m$ is 0.47 , while increasing to $H_{2}=1.5 \mu \mathrm{~m}$ in the optimized Version 1 decreases EFR down to 0.37 . This is a drop of $23 \%$, therefore the $V_{\pi}$ will approximately rise to 6.15 V . If we would like to keep $V_{\pi}=5 \mathrm{~V}$ unaltered, the pertinent $B-L$ rule (VM) can be used, to see that Version 1a achieves an increase of up to 19.5 GHz in $B$ with an improved almost perfect $Z_{0}$ matching and the same $V_{\pi}=5 \mathrm{~V}$.

A second optimization over [95] aims at reducing $V_{\pi}$. In an first attempt the $S$ value is kept constant, and the tentative $V_{\pi}$ is set to 4 V , keeping the same $Z_{0}$ margin of $48.5-50 \Omega$, and $B=16$ GHz fixed. The MZM-GIT found no valid results and therefore a less challenging $Z_{0}$ margin of $40-50 \Omega$ is set leading to the same unsuccessful result. As a third option then a change in $S$ is considered. As seen in section 2.3 in non-buffered structures the $V_{\pi}$ decreases as the $S$ is decreased, but in presence of a buffer layer, the $S$ has an added impact coming from the $E F R$ factor, see Fig. (2.8).

The $S$ is increased to $20 \mu \mathrm{~m}$, since as seen in the trending analysis in section 2.4.2, this helps both the impedance and velocity matching, and this time the results are satisfactory, as observed in Fig. (5.10). The $V_{\pi}$ is reduced to $3.6 \mathrm{~V}(\sim 30 \%)$. As seen in the $Z_{0}$ plots, when increasing the buffer layer thickness the $Z_{0}$ will rise, but also $V_{\pi}$. Once again, it is demonstrated that the $S$ parameter is key for


Figure 5.9: MZM-GIT screenshot of the version 1 of the design of [95].
the tuning of the CPW cross-section.
In table (5.3) the MZM characteristic of [95] and the two versions are shown. Results given by the MZM-GIT have been compared with HFSS simulations. Again, excellent agreement is observed.

The three MZM designs under analysis were optimized with different versions. In the next section high frequency and low switching voltage MZMs are proposed and discussed.

### 5.4 Optimized MZM design proposals

Modern optical communications demand high speed MZM, presently reaching up to $100 \mathrm{~Gb} / \mathrm{s}$. Also designs with low switching voltages $(V<2 \mathrm{~V})$ are needed for inexpensive drivers [29].

In this section, we use the MZM-GIT to obtain the parameters that can achieve a MZM design with $B^{e} \sim 100 \mathrm{GHz}$. Another example where the $L$ will be enlarged to obtain a low $V_{\pi}$ will be also


Figure 5.10: MZM-GIT screenshot of the version 2 of the design of [95].

Table 5.3: Parameters of the CPW structure of [95] and the resultant versions for its optimization.

|  | $[95]$ | Version 1- Version 1a | Version 2 |
| :---: | :---: | :---: | :---: |
| $\mathrm{L}(\mathrm{cm})$ | 2.4 | $2.4-\mathbf{2 . 9 5}$ | $\mathbf{4 . 4}$ |
| $\mathrm{B}(\mathrm{GHz})$ | 16 | $\mathbf{2 9 . 5 - \mathbf { 1 9 . 5 }}$ | 16 |
| $V_{\pi}(\mathrm{V})$ | 5 | $\mathbf{6 . 1 5 - 5}$ | $\mathbf{3 . 5 9}$ |
| $Z_{0}(\Omega)$ | 40 (calculated $)$ | $\mathbf{4 9 . 9}(D M=5.4 \%)$ | $\mathbf{4 0 . 2 7}(D M=4.5 \%)$ |
| $\alpha_{0} d B / c m-\sqrt{G H z}$ | 0.0610 | $\mathbf{0 . 0 5 5 2}(D M=4.8 \%)$ | $\mathbf{0 . 0 4 0 5}(\mathrm{DM}=1.6 \%)$ |
| $n_{m}$ | 2.3 | $\mathbf{2 . 1 2 0}(D M=4.6 \%)$ | $\mathbf{2 . 1 1 9}(D M=4.4 \%)$ |
| $\mathrm{w}(\mu m)$ | 8 | 8 | 8 |
| $s^{ \pm}(\mu m)$ | 15 | 15 | $\mathbf{2 0}$ |
| $h_{1}(\mu m)$ | 250 | 250 | 250 |
| $\mathrm{t}(\mu m)$ | 18 | $\mathbf{1 1 . 8}$ | $\mathbf{2 6 . 4}$ |
| $h_{2}(\mu m)$ | 0.95 | $\mathbf{1 . 5}$ | $\mathbf{0 . 9 5}$ |

shown. In both examples, the structure will be a $\mathrm{LiNbO}_{3} \mathrm{x}$-cut thin film. The parameters $w_{x}$ and $w_{y}$ will be set to $4 \mu m$. This time the position of the optical guides will be tailored to get the highest
possible $\Gamma / s$ relation, since as it was shown in section 2.3, a shift towards the inner edge of the hot electrode improves the value of $\Gamma / \mathrm{s}$.

For the first proposal of broadband MZM, we fixed $W, S, W_{g}$ and $H_{1}$ to usual values in experimental designs of thin film MZM in literature as a starting point, see [35], [91], [97]. Following the trendings in section 2.4.2, after several optimization attempts, where the fixed parameters were tailored, finally a $B \sim 100 \mathrm{GHz}$, with $Z_{0}=49.7 \Omega$ is attained, as shown in Fig. (5.11). A short $L=2 \mathrm{~cm}$ is fixed, which will probably translate into a high $V_{\pi}$, therefore special care has to be put in the optical guides size and position.


Figure 5.11: MZM-GIT screenshot of the MZM proposal 1.

To find the best horizontal placement of the guide, a plot of the $\Gamma / s$ versus the guide peak position $p$ is displayed in Fig. (5.11). The $\Gamma / s$ highest value, calculated using the procedure explained in section 2.3, is 0.0285 obtained for $p=21.8 \mu \mathrm{~m}$, so we choose to place the center of the guides at this point. The value of $V_{\pi}$ is approximately 9 V for phase modulation into each branch which translates into 4.5

V of switching voltage [60]. Table (5.4) lists the characteristics of this MZM proposal.


Figure 5.12: (a) Overlap integral versus peak position of the optical field in the $x$ direction for the MZM proposal 1 with $w_{x}=w_{y}=4 \mu m$, (b) position of the optical guide in the CPW.

Table 5.4: Characteristics of the MZM proposal 1.

|  | Version |
| :---: | :---: |
| $\mathrm{L}(\mathrm{cm})$ | 2 |
| $\mathrm{~B}(\mathrm{GHz})$ | 98.4 |
| $\mathrm{~V}(\mathrm{~V})$ | 4.5 |
| $Z_{0}(\Omega)$ | $49.7(D M=2.26 \%)$ |
| $\alpha_{0} d B / c m-\sqrt{G H z}$ | $0.0312(D M=14 \%)$ |
| $n_{m}$ | $2.123(D M=0.83 \%)$ |
| $\mathrm{w}(\mu m)$ | 37 |
| $s^{ \pm}(\mu m)$ | 29 |
| $h_{1}(\mu m)$ | 50 |
| $\mathrm{t}(\mu m)$ | 13.4 |
| $h_{2}(\mu m)$ | 4.8 |

In the second design, the main effort is devoted to achieving long enough $L$ that combined with the tailoring of the optical guides position, gives a $V_{\pi}<2 \mathrm{~V}$. The $B$ will be fixed to 10 GHz with a $Z_{0}$ range between $48.5-50 \Omega$. The tentative $L$ is calculated through the minimum switching voltage desired, in this case 2 V. First, the fixed CPW parameters are set and the optimal placement of the optical guide in the substrate for these parameters found, as shown in the graphic of $\Gamma / s$ versus $p$ of Fig. (5.13a). A maximum value of $\Gamma / s \sim 0.0295$ is observed for $p=23 \mu m$. The shift corresponds to a $10 \mu \mathrm{~m}$ from the center of the gap toward the hot electrode, as displayed in Fig. (5.13b). With these
values a minimum $L=4.3 \mathrm{~cm}$ for a switching voltage of 2 V is necessary.


Figure 5.13: (a) Overlap integral versus peak position of the optical field in the $x$ direction for the MZM proposal 2 with $w_{x}=w_{y}=4 \mu m$, (b) position of the optical guide in the CPW.

The tentative value will be set beyond this value to $L=6 \mathrm{~cm}$, to guarantee the lowest possible switching voltage. The outcome parameters of the MZM-GIT are displayed in Fig. (5.14). The $L$ is 8.4 cm with a $Z_{0}=49.7 \Omega$. The $V_{\pi}$ obtained using expression (2.11) is 2 V for each arm, which is translated to a switching voltage of 1 V . Table 5.5 summarizes the parameters of this MZM proposal. The goal of low voltage is achieved, even though an increment in the insertion loss coming from the long TW distance is expected. Small footprint packages with this long $L$ value are possible by using S-shaped bend modulators which have been developed by Doi et. al. in [29], making the chip shorter in about one-fourth.

The two MZM proposals achieved the targets, the first reaches $B \sim 100 \mathrm{GHz}$, with $L=2 \mathrm{~cm}$, with a switching voltage of 4.5 V . The second one, guarantees a switching voltage of 1 V , for a $B=10 \mathrm{GHz}$, with $L=8.4 \mathrm{~cm}$. In both cases almost perfect impedance matched with $Z_{0}=49.7 \Omega$ was achieved.

Three other MZM designs are proposed for $B=20, B=40 \mathrm{GHz}$ and $B=65 \mathrm{GHz}$, which are common trend values for commercial modulators, and their features are shown in table 5.6. To get the optimal value of $\Gamma$, the optical waveguide position has been chosen as in the proposals 1 and 2 .

A list of the relevant performance parameters of representative MZM designs as reported by MZM provider companies and also some published research prototypes, together with our proposals, is shown in table 5.7. A more visual comparison in terms of $B-V_{\pi}$ can be made over Fig. (5.15).

It is observed that our optimized designs are competitive options for the $10,20,40$ market segments,


Figure 5.14: MZM-GIT screenshot of the MZM proposal 2.

Table 5.5: Characteristics of the MZM proposal 2.

|  | Version |
| :---: | :---: |
| $\mathrm{L}(\mathrm{cm})$ | 8.44 |
| $\mathrm{~V}(\mathrm{~V})$ | 1 |
| $\mathrm{~B}(\mathrm{GHz})$ | 10 |
| $Z_{0}(\Omega)$ | $49.7(D M=2.46 \%)$ |
| $\alpha_{0} d B / c m-\sqrt{G H z}$ | $0.0265(D M=0.76 \%)$ |
| $n_{m}$ | $2.182(D M=0.2 \%)$ |
| $\mathrm{w}(\mu \mathrm{m})$ | 39 |
| $s^{ \pm}(\mu \mathrm{m})$ | 27 |
| $h_{1}(\mu m)$ | 50 |
| $\mathrm{t}(\mu \mathrm{m})$ | 10.9 |
| $h_{2}(\mu \mathrm{~m})$ | 4.65 |

and also for the extremely broadband commercial options available to date ( $B \sim 65 \mathrm{GHz}$, Gigoptix), featuring low switching $V_{\pi}$ values with almost perfect $Z_{0}$ matching.

As already discussed, the design methodology object of this Thesis focuses on the electrical transmission structure and therefore performance parameters which typically rely on optimized design of the optical structure such as the insertion loss (IL) or the extinction ratio (ER) have been left out. For comparison purposes, the performance of our designs with regards to those features will be estimated based on reported state-of- the art. The insertion loss has been estimated through a proportionality rule based on the obtained lengths, taking the values of $I L=9 \mathrm{~dB}$ for $L=12 \mathrm{~cm}$ for the MZM PSI-3600 (Photonic System). As for ER, we will assume state-of-the art values, around 20 dB .

Table 5.6: Characteristics of the MZM proposals 3,4 and 5.

|  | Version 3 | Version 4 | Version 5 |
| :---: | :---: | :---: | :---: |
| $\mathrm{~L}(\mathrm{~cm})$ | 4.31 | 3.76 | 2.3 |
| $\mathrm{~V}(\mathrm{~V})$ | 1.8 | 2.2 | 3.5 |
| $\mathrm{~B}(\mathrm{GHz})$ | 20 | 40 | 65 |
| $Z_{0}(\Omega)$ | 49.99 | 49.63 | 47.56 |
| $\alpha_{0} d B / c m-\sqrt{G H z}$ | 0.03161 | 0.02738 | 0.03519 |
| $n_{m}$ | 2.214 | 2.12 | 2.119 |
| $\mathrm{w}(\mu \mathrm{m})$ | 29 | 28 | 20 |
| $s^{ \pm}(\mu m)$ | 25 | 32 | 25 |
| $h_{1}(\mu m)$ | 50 | 50 | 50 |
| $\mathrm{t}(\mu m)$ | 10.9 | 19.6 | 17.9 |
| $h_{2}(\mu m)$ | 4.5 | 5.5 | 4.55 |

It goes without saying that as relying on a simple analytical model, our proposals need to be taken as just a first-order approach to performance values that could actually be found in practice. They constitute alternatives worth exploring in practical prototypes, where the necessary corrections have to be applied until the optimized final product device can be fabricated. While predicting the dependence among the many parameters involved, our models also provide useful guidelines that aid in the prototype building process. Another great advantage of the combined optimization strategy enabled by our analytical models is that the impact of all the relevant parameters in the overall performance can be simultaneously assessed and the best trade-off found. In this work a preliminary version of a combined optimization strategy based on a simple shooting algorithm has been presented, which has allowed the definition of optimized proposals that constitute competitive alternatives to state-of-theart MZM designs. More sophisticated algorithms, such as for example a branch-and-bound algorithm [98], could be used to bring performances to their best possible values.

As seen in Fig. (5.15), a record 1 V switching voltage with a $10 \mathrm{GHz} B$ has been predicted (proposal 2 red asterisk) which is 1 V less than the design of [53]. As discussed, to achieve such a low $V_{\pi}$ a long ( $L=8.4 \mathrm{~cm}$ ) device was required which has lead to an estimated $I L \sim 6.3 \mathrm{~dB}$, while only 3 dB was reported by [53]. A strong point of our solution is the perfect impedance matching, but unfortunately the $Z_{0}$ was not reported in [53]. In [94] they do provide $Z_{0}=38 \Omega$ for a 20 GHz with a $V_{\pi}=2 \mathrm{~V}$. Our perfectly matched proposal 3 solution features a slightly lower $V_{\pi}=1.8 \mathrm{~V}$ for the same $B$ and lower $I L=3.2 \mathrm{~dB}$ versus 7 dB in [94]. Still higher $I L=9 \mathrm{~dB}$ are shown by the PSI 3600 (green rhombus), resulting from a long ( $L \sim 12 \mathrm{~cm}$ ) device; the bright side is, a extremely low 1 V at 20 GHz . They do not provide $Z_{0}$ results either, but in any case, our proposals always show a perfect matching impedance.

Our 40 GHz proposal (4) improves by 0.3 V the $V_{\pi}$ featured by the polymer design LX-8220 with higher $I L=7.5 \mathrm{~dB}$ against only 2.8 dB in our $\mathrm{LiNbO}_{3}$ design. The advantage in $V_{\pi}$ vanishes in the 65 GHz device, where both, our proposal 5 and the LX-8901 model achieve 3.5 V . Still losses are lower in the $\mathrm{LiNbO}_{3}$ design, $I L=1.7 \mathrm{~dB}$ is opposed to a higher $I L=9 \mathrm{~dB}$ in the Gigoptix model. We haven't been able to gather impedance data for the Gigoptix products either. Lastly, with $B=98$ GHz our extremely broadband solution stands out for the high $B$ offered with a reasonable $V_{\pi}=4.5$ V , low estimated $I L=1.5 \mathrm{~dB}$ and impedance matched. Of course, in practice, this solution will face a number of challenges related to the high frequency of signals to be dealt with, but we believe it is an alternative which holds promise to extend the $B$ of state-of-the-art MZM.

Table 5.7: Characteristics of the commercial MZM, published research and our proposals.

| MZM | Technology | $V_{\pi}(\mathrm{V})$ | $\mathrm{B}(\mathrm{GHz})$ | $Z_{0}(\Omega)$ | IL $(\mathrm{dB})$ | Opt. RL (dB) | Elec. RL (dB) | ER (dB) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MX-LN-10(Photline) | $\mathrm{LiNbO}_{3}$ | 4 | 12 | 40 | 2.7 | -45 | -12 | 22 |
| MX-LN-20(Photline) | $\mathrm{LiNbO}_{3}$ | 6.5 | 20 | 40 | 2.7 | -45 | -12 | 22 |
| MX-LN-40(Photline) | $\mathrm{LiNbO}_{3}$ | 6.5 | 30 | 35 | 4 | -45 | -12 | 22 |
| LX-8901(Gigoptix) | Polymer | 3.5 | $>65$ | - | 9 | - | - | 20 |
| LX-8220(Gigoptix) | Polymer | 2.5 | 40 | - | 7.5 | - | - | 20 |
| SD-40(Oclaro) | $\mathrm{LiNbO}_{3}$ | 5.5 | 33 | - | 3.2 | -45 | -10 | 20 |
| PSI-3600(Photonic Sys.) | $\mathrm{LiNbO}_{3}$ | 1 | 20 | - | 9 | -40 |  | 20 |
| $[94]$ | $\mathrm{LiNbO}_{3}$ | 2 | 20 | 38 | 7 | - | -17 | 25 |
| $[53]$ | $\mathrm{LiNbO}_{3}$ | 2 | 10 | - | 3 | - | - | 13.5 |
| $[45]$ | $\mathrm{LiNbO}_{3}$ | 2.8 | 25 | - | 5.9 | - | -10 | 25 |
| $[91]$ | $\mathrm{LiNbO}_{3}$ | 2.4 | 14 | 45 | 7 | - | -25 | 25 |
| $[42]$ | $\mathrm{LiNbO}_{3}$ | 5.1 | 70 | 47 | - | - | -30 | - |
| Proposal 1 | $\mathrm{LiNbO}_{3}$ | 4.5 | 98 | 49.7 | 1.5 | - | -50 | 20 |
| Proposal 2 | $\mathrm{LiNbO}_{3}$ | 1 | 10 | 49.7 | 6.3 | - | -50 | 20 |
| Proposal 3 | $\mathrm{LiNbO}_{3}$ | 1.8 | 20 | 50 | 3.2 | - | $>-50$ | 20 |
| Proposal 4 | $\mathrm{LiNbO}_{3}$ | 2.2 | 40 | 49.6 | 2.8 | - | -50 | 20 |
| Proposal 5 | $\mathrm{LiNbO}_{3}$ | 3.5 | 65 | 47.5 | 1.7 | - | -32 | 20 |



| $\bigcirc$ | MX-LN-10 (Photline) |
| :---: | :---: |
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Figure 5.15: Comparison between different MZM performance in terms of $B$ and $V_{\pi}$.

### 5.5 Summary

In this Chapter a graphic interface tool for the optimization and design of MZM has been presented. This tool allows, entering a tentative $B-L$ and $Z_{0}$ performance, and fixing some CPW geometrical parameters, to get the electrode thickness and the dielectric layer thickness of the substrate immediately underneath the electrodes, being it a thin film or a buffer layer. These outputs come from the association of the $B-L$ new expressions developed in Chapter 4, and the novel PP model approach for the CPW propagation parameters. The process of MZM optimization using the MZM-GIT has been illustrated with examples based on published MZM designs representative of an asymmetric gap width, a thin film electro-optical layer and a $\mathrm{SiO}_{2}$ buffer layer structures. Several optimized MZM proposals have been made exploiting the capabilities of the MZM-GIT yielding competitive performances relative to state-of-the art MZM designs.

The graphic interface thus has shown to be a very useful tool for the optimization and design of

MZM in an easy and accurate form. The flexibility of the PP model allows to include other different CPW geometries and materials. Also it is possible to include in the graphic interface some properties of the optical guides which are determinant for the $\Gamma$ calculation and thus for $V_{\pi}$ minimization.

## Conclusions and Future Works

This Thesis work has addressed the problem of the systematic design and optimization of electrooptical Traveling Wave (TW) Mach-Zehnder (MZ) modulators based on coplanar waveguides (CPW). The main focus of the research has been on commonplace LiNbO 3 electro-optical substrates, but other kinds of electro-optical substrates can easily be included into the analysis. Even though at first sight this may seem a quite mature and established field which has already been pushed to the maximum, we believe that the results of our work allow to conclude that there's still room for improvement if proper balances between all the parameters involved are found.

The main contributions steaming from our work are summarized next:

- A revision of the fundamentals of CPW-MZM modulators has been conducted in which the main involved parameters have been precisely defined and the principal design trade-offs assessed and analyzed with the aid of numerical simulations of the CPW using the finite-element HFSS commercial software tool. The overlap integral value ( $\Gamma$ ) definition and impact over the MZM driving voltage $\left(V_{\pi}\right)$ relation with the TW length $(L)$ has been established. Calculation of $\Gamma$ through simple and direct numerical estimation techniques based on analytical expressions for the fields in the electro-optical substrate has been validated through HFSS results and measures in literature.
- A review of the many closed-form approaches to obtain the propagation parameters of CPW as a function of the cross-section geometry has been carried out by benchmarking against finiteelement HFSS simulated results. The main conclusions of the review are:

1. Conformal approaches (CM) are not suited to electro-optical CPW-TW-MZ modulators (MZM) design and optimization mainly due to poor approximation of thick electrode structures.
2. Empirical approaches such as that reported in [73], allow to extend the range of electrode thicknesses which can be accurately modeled with CM, but still they are not suited to a systematic design of CPW for MZM.
3. The Heinrich formulation [74], yields good accuracy levels and it is appropriate for predicting the performance of CPW-MZM but the formulas are cumbersome, hindering the derivation of intuitive insights, and show little flexibility to changes on the basic CPW geometry such as for example gap width asymmetry and bi-layered substrates.
4. The Frankel [67] and Heinrich [68] high-frequency extensions are effective formulations that allow to accurately extend the quasi-TEM results to the high-frequency range. Due to slightly better performance, the Frankel formulation has been employed throughout this work.

- Novel closed-form expressions to obtain the propagation parameters of CPW as a function of the cross-section geometry in the quasi-TEM range have been derived. The formulas are based on a CM approach and include the effect of electrode thickness by adding the capacitance due to the gap region to the distributed free-space line capacitance. The simplest parallel plate capacitance model has been adopted to approximate this capacitance, and hence the formulation has been dubbed Parallel Plate (PP) formulation. The Wheeler rule has been used to obtain the internal inductance and hence, the resistance values, from the external inductance value. Extensive testing of the PP formulation against HFSS results and against measures reported in literature allows to draw the conclusion that the PP formulation constitutes a extremely useful tool for the systematic design and optimization of CPW-MZM.
- In order to connect the CPW propagation parameters with the MZM system performances ( $B$, $L, V_{\pi}$ ), the $B-L$ trade-off in MZM has been revisited. Analytical expressions for the trade-off have been available in the limits of velocity matching (VM) and low loss (LL), but in a general case, with arbitrary values of the cross-sectional parameters $\alpha$ and $\nu$, the $B-L$ relation has traditionally been found by numerical solution of a transcendental equation. In this Thesis, novel closed-form formulas explicitly relating $B$ and $L$ have been found through numerical curve fitting of the constant $B(L)$ curves to a second-order polynomial. The formulas are given in a
convenient normalized form which uses the newly defined reference modulator bandwidth and length $\left(B_{M}, L_{M}\right)$. Besides the known LL and VM regimes, in which defined figures of merit governing the cross-section $B-L$ trade-off already existed, the new $B-L$ formulas have allowed to identify two new intermediate ranges, quasi-low-loss (LL) and quasi-velocity-matching (QVM), in which the figure of merit takes simple forms. A normalized $B-L$ chart has been built which clearly shows the different $B-L$ trade-off ranges of MZM operation and their limits of validity. The newly defined $B_{M}$ and $L_{M}$ values have been seen to provide a convenient compact expression for the 4 Figures of Merit as well as a unified way to express their ranges of validity.
- All the systematic design tools developed through the Thesis have been integrated into a software platform in Matlab code, which conveniently and user-friendly allows to tackle the design and optimization problem in MZM by looking for optimized CPW geometries that could satisfy a defined set of performance requirements. Examples of the potential of the tool have been provided based on MZM designs reported in literature. In order to unleash the full potential of the tool a total of 5 different optimized proposals have been described that show competitive performances as compared with state-of-the-art commercial as well as research prototype devices.

As future lines to extend the results of our research of course we envision to work towards prototypes based on the proposals made through the MZM-GIT. On the other hand, even though in its current version the MZM-GIT has allowed to come up with very attractive MZM proposals with impressive performances, it would be useful to extend its capabilities so that sophisticated optimization algorithms beyond the simple shooting method could be employed. Also, more design parameters such as the optimum position and design of optical guides should be included in the automatic MZM optimization. It may even be worth exploring interest of MZM prototype designers in a commercial tool based on the MZM-GIT.
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## MZM frequency response

The traveling RF voltage along each arm can be written as

$$
\begin{equation*}
V(t, z)=V_{0} e^{\left[j(2 \pi f t-\beta z)-\alpha_{0} \sqrt{f} z\right]} \tag{B.1}
\end{equation*}
$$

where $\beta$ is the propagation constant and $\alpha_{0}$ is the field attenuation coefficient given in Nepers per unit length at 1 Ghz.

The voltage for photons incident at $t=t_{0}$, for a frame of reference moving with the photon's velocity

$$
\begin{gather*}
V(t, z)=V_{0} e^{\left[j\left(\omega t-z\left(\frac{\omega}{v_{m}}-\frac{\omega}{v_{o}}\right)\right)-\alpha_{0} \sqrt{f} z\right]},  \tag{B.2}\\
V(z)=V_{0} e^{\left[j \omega(t-z \nu)-\alpha_{0} \sqrt{f} z\right]} \tag{B.3}
\end{gather*}
$$

where $v_{m}$ is the microwave group velocity, $v_{o}$ is the optical group velocity, $\nu=\left(n_{m}-n_{o p t}\right) / c$, being $n_{m}$ the microwave index, $n_{\text {opt }}$ the optical index and $c$ the speed of light in vacuum.

The total electro-optically induced phase shift

$$
\begin{equation*}
\Delta \phi\left(t_{0}\right)=\frac{\pi}{\lambda_{0}} n_{o p t}^{3} r_{33} \frac{\Gamma}{s} \int_{0}^{L} V\left(z, t_{0}\right) d z, \tag{B.4}
\end{equation*}
$$

where $r_{33}$ is the optical axis electrooptical coefficient, $\Gamma$ is the overlap integral, $s$ the CPW electrodes gap, $\lambda$ is the wavelength, obtaining [99]

$$
\begin{equation*}
\Delta \phi=\left(\frac{\pi n_{o p t}^{3} r_{33} V_{0} \Gamma}{s \lambda}\right) \sqrt{\frac{1+e^{-2 \alpha L}-2 e^{-\alpha L} \cos (\omega \nu L)}{(\alpha L)^{2}+(\omega \nu L)^{2}}} \tag{B.5}
\end{equation*}
$$

using the property $\cos (2 x)=1-2 \sin ^{2}(x)$,

$$
\begin{align*}
& \Delta \phi=\left(\frac{\pi n_{o p t}^{3} r_{33} V_{0} \Gamma}{s \lambda}\right) \sqrt{\frac{1+e^{-2 \alpha L}-2 e^{-\alpha L}\left(1-2 \sin ^{2}(\pi f \nu L)\right)}{(\alpha L)^{2}+(\omega \nu L)^{2}}},  \tag{B.6}\\
& \Delta \phi=\left(\frac{\pi n_{o p t}^{3} r_{33} V_{0} \Gamma}{s \lambda}\right) \sqrt{\frac{e^{-\alpha L}\left[e^{\alpha L}-e^{-\alpha L}-2+4 \sin ^{2}(\pi f \nu L)\right]}{(\alpha L)^{2}+(\omega \nu L)^{2}}} . \tag{B.7}
\end{align*}
$$

As

$$
\begin{equation*}
\sinh ^{2}\left(\frac{\alpha L}{2}\right)=\left(\frac{e^{\frac{\alpha L}{2}}-e^{\frac{-\alpha L}{2}}}{2}\right)^{2}=\frac{e^{\alpha L}-e^{-\alpha L}-2}{4}, \tag{B.8}
\end{equation*}
$$

therefore

$$
\begin{equation*}
4 \sinh ^{2}\left(\frac{\alpha L}{2}\right)=e^{\alpha L}-e^{-\alpha L}-2 \tag{B.9}
\end{equation*}
$$

Substituting in (B.7),

$$
\begin{equation*}
\Delta \phi=\frac{V_{0} \pi}{V_{\pi}} e^{-\left(\frac{\alpha L}{2}\right)} \sqrt{\frac{\sinh ^{2}\left(\frac{\alpha L}{2}\right)+\sin ^{2}(\pi f \nu L)}{\left(\frac{\alpha L}{2}\right)^{2}+(\pi f \nu L)^{2}}} . \tag{B.10}
\end{equation*}
$$

The frequency response will be the total phase shift resulting from a microwave voltage applied

$$
\begin{equation*}
M(f)=e^{-\left(\frac{\alpha_{0} \sqrt{ } L}{2}\right)} \sqrt{\frac{\sinh ^{2}\left(\frac{\alpha_{0} \sqrt{f} L}{2}\right)+\sin ^{2}(\pi f \nu L)}{\left(\frac{\alpha_{0} \sqrt{f} L}{2}\right)^{2}+(\pi f \nu L)^{2}}} . \tag{B.11}
\end{equation*}
$$

## CPW quasi-TEM model

## C. 1 Characteristic Impedance

The well known Maxwell's equation are given by [100]

$$
\begin{gather*}
\nabla \cdot \vec{D}=\rho,  \tag{C.1}\\
\nabla \cdot \vec{B}=0,  \tag{C.2}\\
\nabla \times \vec{E}=-\frac{\partial \vec{B}}{\partial t},  \tag{C.3}\\
\nabla \times \vec{H}=\vec{J}+\frac{\partial \vec{D}}{\partial t}, \tag{C.4}
\end{gather*}
$$

where,
$\vec{E}$ - is the electric field created by charges.
$\vec{D}$ - is the electric flux density or electric induction.
$\vec{B}$ - is the magnetic flux density or magnetic induction.
$\vec{H}$ - is the magnetic field.
$\rho$ - is the total charge density.
$\vec{J}$ - is the current density.

$$
\nabla \cdot(\nabla \times \vec{H})=\nabla \cdot\left(\vec{J}+\frac{\partial \vec{D}}{\partial t}\right)=\nabla \cdot \vec{J}+\frac{\partial}{\partial t}(\nabla \cdot \vec{D}) .
$$

Taking to account that $\nabla \cdot(\nabla \times \vec{H})=0$

$$
\begin{equation*}
\nabla \cdot \vec{J}=-\frac{\partial \rho}{\partial t} . \tag{C.5}
\end{equation*}
$$

The equation obtained is the charge conservation equation, that in simple words means that the current flowing in or out of a surface is equal to the charge gain or loss of the volume representing this surface respectively. The current density is related to the electric current as

$$
\begin{equation*}
\vec{I}=\vec{J} \cdot A, \tag{C.6}
\end{equation*}
$$

where A is the area where current flows.
The electric current is the rate as electric charge change in a surface

$$
\begin{equation*}
I=\frac{\partial q}{\partial t} . \tag{C.7}
\end{equation*}
$$

All these yield to the Kirchhoff's current law, establishing that the current flowing into a node is equal at the current flowing out of this node.

A circuit equivalent diagram of a transmission line is analyzed, as is represented in Fig. C.1. It can be represented as an infinite models of infinitesimally short segments of size z of a transmission line formed by primary elements $\mathrm{R}, \mathrm{L}, \mathrm{G}, \mathrm{C}$, where,

R - is the resistance per unit of length $(\Omega / m)$.
L - is the inductance per unit of length $(\mathrm{H} / \mathrm{m})$.
G- is the conductance per unit of length $(\mathrm{S} / \mathrm{m})$.
C- is the capacitance per unit of length ( $\mathrm{F} / \mathrm{m}$ ).

The variation of current within the infinitesimal cell is given by the current flowing through the capacitance and conductance. The capacitance is define as the ratio of charge between conductors to the voltage between them, that is, $C=q / V$, or what is the same, $q=C V$.

The current trough the capacitor is given by

$$
\begin{equation*}
I=\frac{\partial q}{\partial t}=C \frac{\partial V}{\partial t} \tag{C.8}
\end{equation*}
$$



Figure C.1: Equivalent diagram of a transmission line.

The conductance due the dielectric material is represented as a shunt resistance between conductor and is

$$
\begin{equation*}
G=\frac{1}{R}, \tag{C.9}
\end{equation*}
$$

using Ohm's law, the current due conductance

$$
\begin{equation*}
I=G V . \tag{C.10}
\end{equation*}
$$

Applying Kirchhoff's current law,

$$
\begin{equation*}
\frac{\partial I}{\partial z}=-\left(G V+C \frac{\partial V}{\partial t}\right) . \tag{C.11}
\end{equation*}
$$

In the same way we can use the Kirchhoff's law of voltages derived from the conservation energy equation, establishing that the sum of the voltage in any closed loop is equivalent to the sum of the voltage drops in that loop. Realizing that the voltage dropped in the quadrapole of Fig. C. 1 are the tensions dropped in the inductance and resistance, we get,

$$
\begin{equation*}
\frac{\partial V}{\partial z}=-\left(R I+L \frac{\partial I}{\partial t}\right) . \tag{C.12}
\end{equation*}
$$

Deriving expression (C.12)

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial z^{2}}=-\left[R \frac{\partial I}{\partial z}+L \frac{\partial}{\partial t}\left(\frac{\partial I}{\partial z}\right)\right] . \tag{C.13}
\end{equation*}
$$

Using (C.11) in (C.13)

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial z^{2}}=R G V+(R C+L G) \frac{\partial V}{\partial t}+L C \frac{\partial^{2} V}{\partial t^{2}} \tag{C.14}
\end{equation*}
$$

In the same way,

$$
\begin{equation*}
\frac{\partial^{2} I}{\partial z^{2}}=R G I+(R C+L G) \frac{\partial I}{\partial t}+L C \frac{\partial^{2} I}{\partial t^{2}} \tag{C.15}
\end{equation*}
$$

Writing (C.14) in a phasor form (frequency domain),

$$
\begin{gather*}
\frac{\partial^{2} V}{\partial z^{2}}=R G V+(R C+L G) j \omega V-\omega^{2} L C V, \\
\frac{\partial^{2} V}{\partial z^{2}}=(R+j \omega L)(G+j \omega C) V . \tag{C.16}
\end{gather*}
$$

Solution of (C.16) is given by

$$
\begin{equation*}
V(z)=V_{1} e^{-\gamma z}+V_{2} e^{\gamma z}, \tag{C.17}
\end{equation*}
$$

being

$$
\begin{equation*}
\gamma=\sqrt{(R+j \omega L)(G+j \omega C)}, \tag{C.18}
\end{equation*}
$$

the propagation constant, also given by $\gamma=\alpha+j \beta$.
Using equation (C.12) in phasor terms, we can get the current

$$
\begin{equation*}
I=-\frac{\frac{\partial V}{\partial z}}{R+j \omega L} . \tag{C.19}
\end{equation*}
$$

As

$$
\frac{\partial V}{\partial z}=V_{1} \frac{\partial}{\partial z}\left[e^{-\gamma z}\right]+V_{2} \frac{\partial}{\partial z}\left[e^{\gamma z}\right]
$$

$$
\begin{equation*}
\frac{\partial V}{\partial z}=\gamma\left[V_{1} e^{-\gamma z}+V_{2} e^{\gamma z}\right]=\gamma V(z) \tag{C.20}
\end{equation*}
$$

Combining (C.19) y (C.20)

$$
\begin{equation*}
I=\sqrt{\frac{G+j \omega C}{R+j \omega L}} V \tag{C.21}
\end{equation*}
$$

Applying Ohm's law, the equation of characteristic impedance in terms of the line parameters is given by

$$
\begin{equation*}
Z_{0}=\sqrt{\frac{R+j \omega L}{G+j \omega C}} \tag{C.22}
\end{equation*}
$$

For the lossless line $(R=G=0)$, or for high frequency cases $(R \ll j \omega L$ and $G \ll j \omega C)$, equation (C.22) reduces to

$$
\begin{equation*}
Z_{0}=\sqrt{\frac{L}{C}} \tag{C.23}
\end{equation*}
$$

## C. 2 Attenuation

We can get the attenuation using equation (C.18)

$$
\alpha+j \beta=\sqrt{(R+j \omega L)(G+j \omega C)} .
$$

Doing some math inside the square root

$$
\begin{equation*}
\alpha+j \beta=\left[R G-\omega^{2} L C+j \omega(C R+L G)\right]^{\frac{1}{2}} \tag{C.24}
\end{equation*}
$$

The term RG of (C.24) may be neglected because for low loss line $R \ll \omega L$ and $G \ll \omega C$, and using the property of binomial expansions [101]

$$
\alpha+j \beta \simeq\left(-\omega^{2} L C\right)^{1 / 2}+\frac{1}{2}\left(-\omega^{2} L C\right)^{-\frac{1}{2}}[j \omega(C R+L G)]-\frac{1}{8}\left(-\omega^{2} L C\right)^{\frac{1}{2}-1}[j \omega(C R+L G)]^{2}
$$

Neglecting second order terms and so on, we get

$$
\alpha+j \beta \simeq j \omega \sqrt{L C}+\frac{1}{2} \sqrt{L C}\left(\frac{R}{L}+\frac{G}{C}\right)
$$

and finally

$$
\begin{gather*}
\alpha \simeq \frac{1}{2}\left(\frac{R}{Z_{0}}+G Z_{0}\right),  \tag{C.25}\\
\beta=\omega \sqrt{L C} . \tag{C.26}
\end{gather*}
$$

## C. 3 Effective dielectric constant

The dielectric constant $\varepsilon_{r}$ of a material is the ratio of its permittivity $\varepsilon$ to the permittivity of vacuum $\varepsilon_{0}$, so $\varepsilon_{r}=\frac{\varepsilon}{\varepsilon_{0}}$. The dielectric constant is therefore also known as the relative permittivity of the material. Since the dielectric constant is just a ratio of two similar quantities, it is dimensionless.

The refractive index of a medium is the ratio of the speed of light in vacuum to the phase velocity of the propagation wave through this medium, and is given by

$$
\begin{equation*}
n=\sqrt{c} v_{p}=\sqrt{\frac{\varepsilon}{\varepsilon_{0}}} \tag{C.27}
\end{equation*}
$$

with $v_{p}=\frac{\omega}{\beta}$, where $\beta$ is the phase constant given by (C.26). From (C.26) and (C.27) is easy to establish,

$$
\begin{equation*}
\varepsilon_{r}=c^{2} L C \tag{C.28}
\end{equation*}
$$

# D 

## Extension formulas for high frequency dispersion in CPW

The empirical formula of Frankel et. al. in [67] was derived through the fitting of full-wave simulation results and is given by

$$
\begin{equation*}
\sqrt{\varepsilon_{e f f}}=\sqrt{\varepsilon_{q}}+\frac{\sqrt{\varepsilon_{r}}-\sqrt{\varepsilon_{q}}}{\left(1+a\left(\frac{f}{f_{T E}}\right)^{-1.8}\right)} . \tag{D.1}
\end{equation*}
$$

Here $\varepsilon_{q}$ is the quasi-static effective permittivity and $f_{T E}=c /\left(4 h_{1} \sqrt{\varepsilon_{r}-1}\right)$ is the surface wave $T E_{1}$ mode cutoff frequency, $\varepsilon_{r}$ is the relative permittivity of the substrate material, and $c$ is the speed of light in vacuum. The parameter $a$ is related to the transmission line geometry as

$$
\begin{equation*}
\ln (a)=u \ln (w / s+v), \tag{D.2}
\end{equation*}
$$

where,

$$
\begin{gather*}
u=0.54-0.64 q+0.015 q^{2}  \tag{D.3}\\
v=0.43-0.86 q+0.54 q^{2}  \tag{D.4}\\
\quad q=\ln (w / h) . \tag{D.5}
\end{gather*}
$$

Schnieder et al. [68] also provided an expression to account for high frequency dispersion. In this approach a frequency-domain finite-difference method is used as a reference to fit the analytical
expression. The investigation reveals that $\varepsilon_{e f f}$ depends only on the ratio $d / w_{t o t},\left(w_{t o t}=w+2 s+2 w\right)$, and on frequency $f$ being normalized to $f_{g}$, which is the frequency where the phase constants of the CPW mode and the first lateral higher order mode intersect

$$
\begin{equation*}
f_{g}=\frac{2}{w_{t o t} \sqrt{2 \mu_{0} \varepsilon_{0}\left(\varepsilon_{r}-1\right)}}, \tag{D.6}
\end{equation*}
$$

where $\varepsilon_{q}=\frac{\varepsilon r+1}{2}$.
Thus, the CPW high-frequency dispersion can be described by the following formula, with $\varepsilon_{\text {eff }}$ being the quasi-static value

$$
\begin{equation*}
\varepsilon_{e f f_{f i n a l}}=\varepsilon_{e f f}\left[1+\left(\sqrt{\frac{\varepsilon_{r}}{\varepsilon_{q}}} p\left(\frac{f}{f_{g}}\right)^{2}\right)\right] \tag{D.7}
\end{equation*}
$$

where $p$ is a fitting parameter to a full-wave simulation given by

$$
\begin{equation*}
p=\frac{2.86465\left(\frac{d}{w_{t o t}}\right)^{2}}{0.15075+\frac{d}{w_{t o t}}} . \tag{D.8}
\end{equation*}
$$

## Internal inductance equation

The analysis starts from expression

$$
\begin{equation*}
L_{i n t}^{t}=\frac{\delta}{2 \varepsilon_{0} c^{2}\left(2 A_{0}+\frac{t}{s}\right)^{2}}\left[\frac{t}{s^{2}}-2 \frac{\partial A_{0}}{\partial w}-2 \frac{\partial A_{0}}{\partial s}+\frac{1}{s} .\right] \tag{E.1}
\end{equation*}
$$

Rewriting the approximation for the elliptic integrals $A_{i}$ of [77]

$$
A i=\frac{K\left(k_{i}\right)}{K\left(k_{i}^{\prime}\right)}=\left\{\begin{array}{cc}
\frac{\pi}{2 \ln \left(\frac{4}{k_{i}}\right)} ; & \text { for } 0<k_{0}<10^{-5}  \tag{E.2}\\
\frac{\pi}{\ln \left(\frac{1+k_{i}^{\prime}}{1-k_{i}^{\prime}}\right)} ; & \text { for } 10^{-5} \leq k_{0}<\frac{1}{\sqrt{2}} \\
\frac{1}{4} \ln \left(4 \frac{1+k_{i}}{1-k_{i}}\right) ; & \text { for } k_{0} \geq \frac{1}{\sqrt{2}}
\end{array}\right\} .
$$

For the interval $0<k_{0}<10^{-5}$, doing $y=\ln \frac{4}{k_{0}}$

$$
\begin{equation*}
\frac{\partial A_{0}}{\partial s}=\frac{\pi}{2} \frac{\partial(1 / y)}{\partial s}=\frac{\pi}{2 k_{0} y^{2}} \frac{\partial k_{0}}{\partial s}=\frac{2 A_{0}^{2}}{\pi k_{0}} \frac{\partial k_{0}}{\partial s} . \tag{E.3}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\frac{\partial A_{0}}{\partial w}=\frac{\pi}{2 k_{0} y^{2}} \frac{\partial k_{0}}{\partial w}=\frac{2 A_{0}^{2}}{\pi k_{0}} \frac{\partial k_{0}}{\partial w} . \tag{E.4}
\end{equation*}
$$

Solving the derivatives

$$
\begin{equation*}
\frac{\partial k_{0}}{\partial w}=k_{0}\left[\frac{2 s}{w(w+2 s)}+\frac{1}{2\left(w+2 s+w_{g}\right)}-\frac{1}{2\left(w+s+w_{g}\right)}\right], \tag{E.5}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial k_{0}}{\partial s}=k_{0}\left[-\frac{2}{w+2 s}+\frac{1}{w+2 s+w_{g}}-\frac{1}{2\left(s+w_{g}\right)}-\frac{1}{2\left(s+w+w_{g}\right)}\right] \tag{E.6}
\end{equation*}
$$

Finally we get

$$
\begin{aligned}
L_{i n t}= & \frac{\delta}{2 \varepsilon_{0} c^{2}\left(2 A_{0}+\frac{t}{s}\right)^{2}} \times \\
& {\left[\frac{4 A_{0}^{2}}{\pi}\left(\frac{2}{w+2 s}\left(\frac{s}{w}+1\right)-\frac{1}{2\left(w+2 s+w_{g}\right)}+\frac{1}{2\left(s+w_{g}\right)}\right)+\frac{1}{s}\left(\frac{t}{s}+1\right)\right] }
\end{aligned}
$$

For the interval $10^{-5} \leq k_{0}<\frac{1}{\sqrt{2}}$, doing $y=\ln \left(4 \frac{1+k_{o}^{\prime}}{1-k_{0}^{\prime}}\right)$

$$
\begin{aligned}
\frac{\partial A_{0}}{\partial s} & =-\frac{\pi}{y^{2}} \frac{\partial y}{\partial s}=-\frac{\pi}{y^{2}} \frac{\partial\left[\ln (4)+\ln \left(1+k_{0}^{\prime}\right)-\ln \left(1-k_{0}^{\prime}\right)\right]}{\partial s} \\
& =-\frac{\pi}{y^{2}}\left[\frac{\frac{\partial\left(1+k_{0}^{\prime}\right)}{\partial s}}{1+k_{0}^{\prime}}-\frac{\frac{\partial\left(1-k_{0}^{\prime}\right)}{\partial s}}{1-k_{0}^{\prime}}\right]=-\frac{\pi}{y^{2}} \frac{\partial k_{0}^{\prime}}{\partial s}\left(\frac{1}{1+k_{0}^{\prime}}+\frac{1}{1-k_{0}^{\prime}}\right) \\
& =-\frac{\pi}{y^{2}\left(1-\left(k_{0}^{\prime}\right)^{2}\right)} \frac{\partial k_{0}^{\prime}}{\partial s}=-\frac{2 A_{0}^{2}}{\pi\left(1-\left(k_{0}^{\prime}\right)^{2}\right)} \frac{\partial k_{0}^{\prime}}{\partial s}
\end{aligned}
$$

and

$$
\begin{equation*}
\frac{\partial k_{0}^{\prime}}{\partial s}=\frac{\frac{\partial\left(1-k_{0}^{2}\right)}{\partial s}}{2 \sqrt{1-k_{0}^{2}}}=-\frac{k_{0}}{k_{0}^{\prime}} \frac{\partial k_{0}}{\partial s} \tag{E.7}
\end{equation*}
$$

We get

$$
\begin{equation*}
\frac{\partial A_{0}}{\partial s}=\frac{2 A_{0}^{2}}{\pi\left(1-\left(k_{0}^{\prime}\right)^{2}\right)} \frac{k_{0}}{k_{0}^{\prime}} \frac{\partial k_{0}}{\partial s}=\frac{2 A_{0}^{2}}{\pi k_{0}^{2}} \frac{k_{0}}{k_{0}^{\prime}} \frac{\partial k_{0}}{\partial s}=\frac{2 A_{0}^{2}}{\pi k_{0} k_{0}^{\prime}} \frac{\partial k_{0}}{\partial s} \tag{E.8}
\end{equation*}
$$

Similarly

$$
\frac{\partial A_{0}}{\partial w}=\frac{2 A_{0}^{2}}{\pi k_{0} k_{0}^{\prime}} \frac{\partial k_{0}}{\partial w}
$$

Finally we get for this interval

$$
\begin{aligned}
L_{i n t}= & \frac{\delta}{2 \varepsilon_{0} c^{2}\left(2 A_{0}+\frac{t}{s}\right)^{2}} \times \\
& {\left[\frac{4 A_{0}^{2}}{\pi k_{0}^{\prime}}\left(\frac{2}{w+2 s}\left(\frac{s}{w}+1\right)-\frac{1}{2\left(w+2 s+w_{g}\right)}+\frac{1}{2\left(s+w_{g}\right)}\right)+\frac{1}{s}\left(\frac{t}{s}+1\right)\right] }
\end{aligned}
$$

For the interval $k_{0} \geq \frac{1}{\sqrt{2}}$

$$
\begin{aligned}
\frac{\partial A_{0}}{\partial s} & =\frac{1}{\pi} \frac{\partial\left[\ln (4)+\ln \left(1+k_{0}\right)-\ln \left(1-k_{0}\right)\right]}{\partial s}=\frac{1}{\pi}\left[\frac{1}{1+k_{0}}+\frac{1}{1-k_{0}}\right] \frac{\partial k_{0}}{\partial s} \\
& =\frac{2}{\pi\left[1-\left(k_{0}^{2}\right)\right]} \frac{\partial k_{0}}{\partial s}=\frac{2}{\pi\left(k_{0}^{\prime}\right)^{2}} \frac{\partial k_{0}}{\partial s}
\end{aligned}
$$

similarly

$$
\frac{\partial A_{0}}{\partial w}=\frac{2}{\pi\left(1-k_{0}^{2}\right)} \frac{\partial k_{0}}{\partial w}=\frac{2}{\pi\left(k_{0}^{\prime}\right)^{2}} \frac{\partial k_{0}}{\partial w} .
$$

Finally for this interval

$$
\begin{aligned}
L_{\text {int }}= & \frac{\delta}{2 \varepsilon_{0} c^{2}\left(2 A_{0}+\frac{t}{s}\right)^{2}} \times \\
& {\left[\frac{4}{\pi\left(k_{0}^{\prime}\right)^{2}}\left(\frac{2}{w+2 s}\left(\frac{s}{w}+1\right)-\frac{1}{2\left(w+2 s+w_{g}\right)}+\frac{1}{2\left(s+w_{g}\right)}\right)+\frac{1}{s}\left(\frac{t}{s}+1\right)\right] . }
\end{aligned}
$$

## F

## CPW B-L expression

As observed in Fig. 4.3 the curves follow a parabolic pattern, with axes intersection in $\left(0, \frac{k_{\nu}}{B L}\right)$, $\left(\frac{\sqrt{k_{\alpha}}}{\sqrt{B L}}, 0\right)$ and $\left(0, \frac{-k_{\nu}}{B L}\right)$, this last one in the imaginary axis. Replacing the points in the parabola equation $\left(a y^{2}+b y+c\right)$, a three equation system is obtained

$$
\begin{gather*}
0=a\left(\frac{k_{\nu}}{B L}\right)^{2}+b \frac{k_{\nu}}{B L}+c  \tag{F.1}\\
0=a\left(-\frac{k_{\nu}}{B L}\right)^{2}-b \frac{k_{\nu}}{B L}+c,  \tag{F.2}\\
\frac{\sqrt{k_{\alpha}}}{\sqrt{B} L}=c \tag{F.3}
\end{gather*}
$$

Clearing the unknown a

$$
\begin{equation*}
a=-c\left(\frac{B L}{k_{\nu}}\right)^{2}=-\frac{\sqrt{k_{\alpha}}}{k_{\nu}^{2}} B^{1.5} L \tag{F.4}
\end{equation*}
$$

and the unknown $b=0$.
These lead to the curve expression given by

$$
\begin{equation*}
\alpha_{0}=-\frac{\sqrt{k_{\alpha}}}{k_{\nu}^{2}} B^{3 / 2} L \nu^{2}+\frac{\sqrt{k_{\alpha}}}{\sqrt{B} L} . \tag{F.5}
\end{equation*}
$$

Rearranging the equation, finally we get

$$
\begin{equation*}
B^{2} L^{2}+\frac{k_{\nu}^{2}}{\sqrt{k_{\alpha}}} \frac{\alpha_{0}}{\nu^{2}} \sqrt{B} L=\frac{k_{\nu}^{2}}{\nu^{2}} . \tag{F.6}
\end{equation*}
$$

This expression allows to relate all the key parameters of the modulator, and we can get L and B solving this quadratic expression, obtaining,

$$
\begin{align*}
& L=\frac{1}{2} \frac{k_{\nu}^{2}}{\sqrt{k_{\alpha}}} \frac{\alpha_{0}}{\nu^{2}} \frac{1}{B^{1.5}}\left[\sqrt{\left(2 \frac{\sqrt{k_{\alpha}}}{k_{\nu}} \frac{\nu}{\alpha_{0}} \sqrt{B}\right)^{2}+1}-1\right]  \tag{F.7}\\
& B=2^{-4 / 3} T\left(\frac{k_{\nu}^{2}}{\sqrt{k_{\alpha}}} \frac{\alpha_{0}}{\nu^{2}} \frac{1}{L}\right)^{2 / 3}\left[1-\sqrt{T^{-3 / 2}-1}\right]^{2}, \tag{F.8}
\end{align*}
$$

where,

$$
\begin{gather*}
T=\frac{1}{2} W^{-1 / 3}\left(S^{1 / 3}-S^{-1 / 3}\right),  \tag{F.9}\\
S=W+\sqrt{1+W^{2}}  \tag{F.10}\\
W=\frac{3^{3 / 2}}{2^{4}}\left(\frac{k_{\nu}}{k_{\alpha}} \frac{\alpha_{0}^{2}}{\nu} L\right) . \tag{F.11}
\end{gather*}
$$

## $G$

## Shooting method optimization parameters

The limits of the shooting method optimization parameters used in the MZM GIT were:

- $\alpha_{0_{\text {min }}}=0.001 \mathrm{~Np} / \mathrm{cm}-\sqrt{G H z} ; \alpha_{0_{\max }}=0.1 \mathrm{~Np} / \mathrm{cm}-\sqrt{G H z} ;$ step $=0.001 \mathrm{~Np} / \mathrm{cm}$
- $\nu_{\text {min }}=0.001 \mathrm{~ns} / \mathrm{cm} ; \nu_{\max }=0.05 \mathrm{~ns} / \mathrm{cm} ;$ step $=0.001 \mathrm{~ns} / \mathrm{cm}$
- $t_{\text {min }}=2 \mu m ; t_{\max }=40 \mu m ;$ step $=0.01 \mu m$
- $h_{2_{\text {min }}}=0.1 \mu \mathrm{~m} ; h_{2_{\max }}=2 \mu \mathrm{~m}$, for $\mathrm{SiO}_{2}$ buffer layer; step $=0.01 \mu \mathrm{~m}$
- $h_{2_{\min }}=4.5 \mu m ; h_{2_{\max }}=10 \mu \mathrm{~m}$, for LiNbO 3 thin film; step $=0.01 \mu \mathrm{~m}$
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## Acronyms

| $\mathrm{BaTiO}_{3}$ | barium titanate |
| :--- | :--- |
| CPW | coplanar waveguide |
| CM | conformal mapping |
| DPSK | differential phase shift keying modulation |
| DM | discrepancy margin |
| dB | decibel |
| EO | electro-optic |
| FEM | finite element method |
| GaAs | gallium arsenide |
| GCPW | grounded coplanar waveguide |
| Ge | germanium |
| HFSS | high frequency structural simulator |
| IC | integrated circuit |
| IM/DD | intensity modulation and direct detection |
| LL | low-loss |
| LiNbO | lithium niobate |
| MZM | Mach Zehnder modulator |
| MZM-GIT | Mach Zehnder modulator graphic interface tool |
| PC | partial capacitance |
| PP | parallel plate |
| QLL | quasi low-loss |
| QVM | quasi velocity matching |
| RF | radio frequency |

$\mathrm{SiO}_{2}$
TE transverse electric
TM transverse magnetic
TEM transverse electro-magnetic
TW traveling wave
VM velocity matching

## Symbols \& Notations

## Roman Symbols

$A_{i} \quad$ approximation for the elliptic integral
B bandwidth (Hz)
$B^{e} \quad$ electrical bandwidth (Hz)
$B^{o} \quad$ optical bandwidth ( Hz )
$c \quad$ speed of light in free space $(\mathrm{m} / \mathrm{s})$
$C \quad$ capacitance per unit length ( $\mathrm{F} / \mathrm{m}$ )
$C_{0} \quad$ free space capacitance (F)
$C_{s} \quad$ dielectric capacitance (F)
$C_{0}^{\prime} \quad$ free-space partial capacitance ( F )
$C_{g} \quad$ gap capacitance (F)
d distance (m)
$\vec{D} \quad$ electric displacement vector $\left(C / m^{2}\right)$
$E \quad$ electric field $(V / m)$
$E_{\text {opt }} \quad$ optical field ( $V / m$ )
$E_{m} \quad$ microwave field ( $V / m$ )
$\vec{E} \quad$ electric field vector $(V / m)$
$f \quad$ frequency ( Hz )
$f_{g} \quad$ normalized frequency $(\mathrm{Hz})$
$G \quad$ conductance per unit length ( $\mathrm{S} / \mathrm{m}$ )
$\mathrm{H} \quad$ magnetic field $(A / m)$
I current (A)
$h \quad$ total substrates height of a coplanar waveguide (m)
$h_{1} \quad$ bottom substrate height of a coplanar waveguide (m)
$h_{2} \quad$ upper substrate height of a coplanar waveguide (m)
$\mathrm{J} \quad$ current density $\left(A / m^{2}\right)$
$j \quad \sqrt{-1}$
$k_{0} \quad$ free-space wavenumber $\left(m^{-1}\right)$
$K(k) \quad$ complete elliptic integral of the first kind
$L \quad$ inductance per unit length (H/m); also length (m)
$L_{\text {int }} \quad$ internal inductance (H)
$L_{\text {out }} \quad$ external inductance (H)
$M(f)$ small-signal modulation response
$n_{0} \quad$ ordinary refractive index
$n_{e} \quad$ extraordinary refractive index
$n_{m} \quad$ microwave refractive index
$n_{\text {opt }} \quad$ optical refractive index
$n(E) \quad$ refractive index as a function of the electric field
$n_{x} \quad$ refractive index in the x direction
$n_{y} \quad$ refractive index in the y direction
$n_{z} \quad$ refractive index in the $z$ direction
$\mathrm{p} \quad$ peak position of the optical field in the lateral direction (m)
$r \quad$ Pockel coefficient $(m / V)$
$R \quad$ resistance per unit length $(\Omega / m)$
$s \quad$ Kerr coefficient $\left(m^{2} / V^{2}\right)$; also gap width between electrodes of a coplanar waveguide (m)
$t \quad$ electrode thickness of a coplanar waveguide (m)
$\tan \delta \quad$ dielectric loss tangent
$V \quad$ voltage (V)
$V_{\pi} \quad$ half-wave voltage (V)
$v_{m} \quad$ microwave group velocity
$v_{o} \quad$ optical group velocity
$w \quad$ hot electrode width of a coplanar waveguide (m)
$w_{g} \quad$ ground electrode width of a coplanar waveguide (m)

```
\(w_{\text {tot }} \quad\) coplanar waveguide total width (m)
\(w_{x} \quad\) width parameters indicating how rapidly the field decays from its maximum
        value in x (m)
\(w_{y} \quad\) width parameters indicating how rapidly the field decays from its maximum
        value in y (m)
\(\mathrm{x} \quad\) horizontal position (m)
y vertical position (m)
\(z_{i} \quad\) vector normal to wall i
\(Z_{0} \quad\) characteristic impedance \((\Omega)\)
```


## Greek Symbols

```
\(\alpha \quad\) field attenuation coefficient ( \(\mathrm{Np} / \mathrm{cm}\) )
\(\alpha_{0} \quad\) frequency dependent attenuation loss \((N p / c m \sqrt{f})\)
\(\delta \quad\) skin depth (m)
\(\nu \quad\) velocity mismatch parameter ( \(\mathrm{s} / \mathrm{m}\) )
\(\beta \quad\) propagation constant \(\left(m^{-1}\right)\)
\(\eta \quad\) impermeability tensor
\(\eta_{i j} \quad\) components of the impermeability tensor
\(\varepsilon_{0} \quad\) electric permittivity of free space ( \(\mathrm{F} / \mathrm{m}\) )
\(\varepsilon_{q} \quad\) quasi-static effective permittivity ( \(\mathrm{F} / \mathrm{m}\) )
\(\varepsilon_{e f f} \quad\) effective permittivity ( \(\mathrm{F} / \mathrm{m}\) )
\(\varepsilon_{r} \quad\) relative permittivity
\(\epsilon_{i} \quad\) component of the electric permittivity tensor ( \(\mathrm{F} / \mathrm{m}\) )
\(\mu_{0} \quad\) magnetic permeability of free space ( \(\mathrm{H} / \mathrm{m}\) )
\(\mu \quad\) magnetic permeability ( \(\mathrm{H} / \mathrm{m}\) )
\(\mu_{i} \quad\) magnetic permeability of dielectric \(\mathrm{i}(\mathrm{H} / \mathrm{m})\)
\(\phi \quad\) phase shift \(\left(m^{-1}\right)\)
\(\sigma \quad\) conductivity ( \(\mathrm{S} / \mathrm{m}\) )
\(\Gamma \quad\) overlap integral
\(\lambda_{0} \quad\) free-space wavelength (m)
\(\omega \quad\) angular frequency ( \(\mathrm{rad} / \mathrm{s}\) )
```
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