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Abstract

This thesis is the initial stage in the development of a range-resolving, aerosol-return-based
Doppler wind lidar. Such instruments measure the speed of the wind by detecting the Doppler
frequency shift undergone by the light that is scattered by aerosols, which are taken as wind
tracers, when they are illuminated by pulsed laser radiation. The detection technique
considered in this work is the so-called ‘edge-technique’, where the slope of the frequency
response of an optical filter is used as frequency discriminator.

The thesis is divided in two parts. In the first one, the optimal configuration of the optical
filter is calculated and a complete analysis of the system performance is carried out. The
second part is devoted to the design, implementation and assessment of a laboratory
prototype. The objective of this development is to assess the implementation of the detection
technique and to characterize and adjust the operation of some of the critical elements and
subsystems that will be part of the Doppler wind lidar.
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1 Introduction

1.1 Introduction to lidars

Lidars, also known as laser-radars, are optical remote sensing systems, that is, they explore
distant objects using light as vehicle for the information. Remote sensing using light is not of
course a modern invention. Seeing is something that many animals do since they are born to
acquire information about the surrounding world. Since the appearance of intelligence,
however, humans have used technology to enhance this natural capability. As probably the
first example, as soon as men were able to light a fire, they surely used it to illuminate objects
in the dark. This was, actually, an active technique for improving their visual capability: they
emitted the light that, after being scattered by objects, was detected by their eyes and
permitted, in naturally adverse conditions for vision such as night time or inside dark caves,
obtaining information about them. In essence, what lidars do is not much different; the source
of light in the case of lidars, however, is a laser (instead of a torch), the detector is formed by
a telescope and an optoelectronic receiver (instead of the human visual system) and,
according to their respective characteristics, the type of information that lidars help to
become ‘visible’ is usually as well different.

Lidar systems, nevertheless, are not so old. The origins and basis of the lidar techniques can
be actually found, in first instance, in the development of radar systems during the interwar
period. Radars, an application of radio communications technology in the field of remote
sensing, use echo localization in the radio frequency range to obtain information about
targets. Later, already in the decade of 60s of the 20™ century, the invention of lasers and the



development of optoelectronics provided the technologies required for efficiently adapting
these techniques to the optical frequencies. In fact, both denominations: laser-radar and lidar
—which is an acronym of Light Detection And Ranging (as an optical version of the one first
used for radars: Radio Detection And Ranging)—, reveal eloquently this inheritance.

The range of wavelengths used by laser-radars, occupying in most of applications near-
ultraviolet, visible and near-infrared frequency bands, determines some of their unique
features as remote sensing instruments. At these frequencies, the electromagnetic radiation
interacts —in some cases strongly— with the atmospheric constituents. Lidars, taking
advantage of this interaction, can be used for deriving range-resolved information of the
atmosphere state. Atmospheric science has indeed stood out as one of the main fields of
application of lidar technologies. A manifold of atmospheric variables such as temperature,
pressure, speed of the wind or content of aerosol particles, water vapour and trace gases,
whose knowledge is important for understanding and modelling the complex processes that
govern the atmospheric dynamics, have been successfully profiled using lidar instruments.
Their main advantages with respect to the traditional in situ techniques, applied from
sounding rockets or balloons for atmospheric profiling, are higher spatial and temporal
resolution and the possibility of continuous monitoring. Radars are also used in atmospheric
research and their capabilities are a good complement of lidar ones. While lidars, which need
clean-air conditions to operate, are capable to measure gases and aerosols, radars rely on the
scattering from atmospheric hydrometeors and are therefore better suited for rainfall
monitoring, thunderstorm tracking or cloud profiling.

1.2 Background

Lidar activities started in the Universitat Politecnica de Catalunya (UPC) in 1993. Since
then, three lidar systems, dedicated mainly to measure and monitor atmospheric aerosol
particles have been developed by the Lidar Group of the UPC and have been exploited in the
frame of different national and international projects. This thesis is related to the aim of the
UPC lidar group to extend its activity scope developing a Doppler wind lidar.

Doppler wind lidars measure the speed of the wind by detecting the Doppler frequency shift
undergone by the light that is scattered by aerosols and air molecules, which are taken as
wind tracers, when they are illuminated by laser radiation. Different methods can be used to
measure frequency shifts between two optical signals. The choice of the technique, however,
determines the characteristics on the main subsystems of the instrument. In this sense, the
laser transmitter is one of the critical elements to be taken in account. The UPC group counts
on an injection-seeded Q-switched pulsed Nd:Yag laser, emitting 10 ns duration, 1 J pulses with
repetition frequency (PRF) of 10 Hz, at a wavelength of 1064 nm and, actually, these
characteristics became the starting point of the selection process of the detection technique.

In the first place, the pulses emitted by this laser are too short for using coherent detection
methods, whose precision depends directly on the spectral width of the transmitted pulses and is,
therefore, strongly conditioned by their duration (commonly, above several hundreds of ns) [1].
Direct-detection techniques, which use frequency discriminators in the optical range and whose
precision is not so significantly determined by the pulse duration, have, thus, to be employed.
The edge technique (single [2] or double [3]) and the fringe-imaging technique [4] are the main
direct-detection methods that can be used by lidar systems to measure winds. Both of them can
be implemented with the same type of frequency discriminator, but the former needs much
simpler photodetectors. For this reason, the edge-technique has been the method chosen to be
used in the UPC Doppler lidar. Systems using this technique discriminate frequencies by



comparing the transmittance of optical filters. There exist, however, two variations of this
method: the single-edge-technique or simply edge-technique, which uses only one filter, and
the double-edge-technique, a more sophisticated and sensitive version using two filters. The
edge-technique is the version that, for simplicity issues, will be implemented as a first step.

Edge-technique wind lidars can be in turn designed to rely either on aerosol (Mie) [5] or on
molecular (Rayleigh) backscatter [2]. The proposed Doppler wind lidar will be in principle a
ground-based station that will be housed in the UPC facilities in Barcelona, an urban area at
sea level, where the mixing boundary layer is usually heavily aerosol-loaded. Aerosol-based
systems are under these conditions better suited for wind measurements than the ones relying
on molecular return. They are as well technologically less demanding as they are inherently
more sensitive. In conclusion, the Doppler wind lidar that the UPC group has finally decided
to develop will use the edge-technique and will operate relying on aerosol scattering. The
work presented in this Ph. D. thesis has been therefore carried out in the frame of the general
objective of developing a system with such characteristics.

1.3 Objectives

The first part of this thesis has been devoted to carry out the performance analysis and the
optimization of the detection unit of an edge-technique-based Doppler wind lidar. The
performance of the detection system is first analyzed in terms of precision (uncertainty) in the
velocity measurements as a function of the configuration of the frequency discriminator, the
incident optical power and the proportion of interfering Rayleigh component in the return
signal. The results of this analysis permit to optimize the configuration of the proposed
optical frequency discriminator (a Fabry-Perot interferometer). Power budgets for the
planned UPC system in different measuring scenarios are then calculated. Precision
parameters (uncertainty and range-time resolution) are calculated and are compared with
standard reference examples. The effect of Rayleigh contamination both on the precision and
on the accuracy (bias) of the measurements has been also studied in detail. Partial milestones
of this part have been:

e Derivation of the expressions necessary for analyzing the precision and the accuracy of
the measurements for an edge-technique-based Doppler lidar.

e Analysis of the precision (uncertainty) of the measuring system as a function of the
configuration parameters of the frequency discriminator, the incident power and the
Rayleigh contamination.

e Definition and application of an objective criterion for optimizing the configuration of the
frequency discriminator of the Doppler receiver.

e (alculation of the power budgets of the UPC system under different measuring scenarios
using the optimal configuration of the frequency discriminator.

e Analysis of the precision of the UPC system under different measuring scenarios.
Comparison with reference examples.

e Analysis of the harmful effects of the molecular scattering on the accuracy (bias) of the
aerosol-based wind measurements and demonstration of a possible solution.

As second objective of this thesis, a laboratory prototype has been designed and built in order
to assess the implementation of the edge-technique as method to measure velocities and the
performance of the critical subsystems of the instrument. Doppler wind lidars emit pulsed



radiation in order to achieve both range resolution and high-peak-power transmitted light
pulses, which are indispensable for atmospheric sounding. However, dealing with pulsed
atmospheric lidar signals is demanding: they are neither constant nor predictable and their
duration is very short. Furthermore, it is difficult to validate the measurements since the true
measured velocity is a priori unknown and is not easily measurable by independent means.
For assessing the detection technique in controlled and convenient conditions, avoiding these
difficulties, the laboratory set-up uses continuous-wave radiation and measures the velocity
of hard targets. The performance analysis and the optimization of the Doppler receiver in
such a version of the edge-technique-based Doppler lidar have been also carried out and are
included in the first part of this work along with the study of the pulsed atmospheric case.
Milestones of this part are:

e Design and implementation of the continuous-wave, hard-target laboratory prototype.

e Design and implementation of the calibration, control and measurement procedures and
routines.

e Design and implementation of a tuning control loop for stabilizing the frequency
discriminator with respect to the transmitted beam.

e Assessment and characterization of the Fabry-Perot interferometer as frequency
discriminator.

e Assessment and characterization of the tuning control loop.

e Analysis of practical velocity measurements in terms of uncertainty (statistical noise) and
bias error.

e Comparison with the expected performance.

1.4 Organization of the thesis

Chapters 2 and 3 treat fundamental introductory subjects. Chapter 2 is dedicated to explain
the basis of Doppler wind lidars. First, their main characteristics and applications and a brief
history are described. Afterwards, the different techniques that can be used for detecting the
Doppler frequency shift in the return signal are classified and their respective principles,
applications and main characteristics are revised.

The main characteristics of the lidar signal (the one collected by the telescope after being
scattered by the atmosphere) are reviewed in Chapter 3. The spectral width and the
wavelength dependence are important for determining some system parameters. The lidar
equation, derived after a complete temporal analysis, is indispensable for calculating power
budgets and quality parameters of the velocity measurements.

In Chapter 4, the edge technique is presented and analyzed. Its principle is described, some
quality parameters concerning the precision of the velocity measurements, such as the
sensitivity to velocity changes, the signal-to-noise ratio and the uncertainty are defined and
the expressions for calculating them are derived. The effect of Rayleigh component on the
accuracy of the aerosol-based measurements is analyzed in detail too.

Chapter 5 is dedicated to analyze the performance of the measuring system and to calculate,
using the uncertainty in the velocity determination as quality parameter, the optimal
configuration of the frequency discriminator. These studies are carried out for two types of
edge-technique-based Doppler lidars: first, a continuous-wave velocimeter like the one that



has been built to assess the measuring technique and secondly, a pulsed atmospheric wind
lidar. In both cases, results are obtained as a function of the incident power, independently of
the power budget of the system. Power budgets, quality parameters trade-offs and
calculations about the effect of molecular contamination of the aerosol signals are included as
well in this chapter.

In Chapter 6, a complete description of the laboratory continuous-wave prototype is
presented. The expressions used to retrieve the velocity of the target from the detected
voltages are derived. The measuring procedures and the schemes of the different routines that
have been programmed and used for the velocity measurements are also described in detail.

Experimental results obtained with the laboratory prototype are reported in Chapter 7.
Several practical measurements, whose objective is the validation of the implementation of
the edge-technique as method to detect the velocity, have been made and are reported and
analyzed in this chapter. Firstly, however, the performance of the frequency discriminator
and the tuning control loop have been tested and carefully characterized.

A final Chapter including the main conclusions that can be derived from this thesis and a
proposal of future lines of work related with them ends this dissertation.






2 Doppler wind lidars

2.1 Introduction to Doppler wind lidars

Remote spatially-resolved wind-speed measurements are required in many fields. Ground-
based [6] and space-borne [7], [8] wind measurements can provide valuable insight in
atmospheric dynamics with applications in meteorology and climate science. Global
atmospheric wind profiles, from ground to 120 km, have special importance for the
improvement of atmospheric analysis, being useful for climate research, numerical weather
forecast, modelling of stratospheric transport and, in geophysical research, for improving
gravity wave parameterization in models [7], [8], [9]. In the field of air-traffic safety, typical
applications include detection and tracking of air turbulence, wind shear, gust fronts or
aircraft wake vortices and true air speed (TAS) indicators [1], [7], [10], [11]. In the area of
electrical power generation, the installation of wind farms has experienced an important
growth in the last years. Large wind turbines are installed often in complex terrains, offshore,
in forests, etc. Thus, flexible and accurate wind measurements become indispensable for site
testing and operation optimization [12], [13]. In all these areas and others, the research
community has been looking for wind velocity measurements with higher resolution, both in
space and time, than that provided by the traditional techniques such as rawinsondes,
jimspheres, or anemometers in ground stations, buoys, ships and aircrafts.

Lidars, which take advantage of the —in general terms— strong interaction between
electromagnetic radiation at optical wavelengths and the atmosphere constituents to derive
range-resolved information on the atmosphere state, offer a choice technique for wind
velocity measurements. Capability for clear weather and long range operation permit lidars
overcoming limitations of other systems, like radars operating in the microwave frequency
range, which rely on the presence of precipitation or at least droplets to measure wind
velocity, and sodars, whose range is typically limited to several hundred meters. Other



advantages of lidars are smaller dimensions —which makes them better suited for mobile
platforms— and narrower transmitted beams —which provides higher spatial resolution in wind
profiling—. On the other hand, their inability to operate under adverse weather conditions
stands out as their main drawback. Regarding the basic measurement used to obtain the wind
speed, wind lidar techniques can be classified into two basic categories: Doppler techniques
and aerosol-inhomogeneity-tracking (direct motion detection) techniques. Doppler techniques
measure the motion of the major constituent molecules of the atmosphere, N, and O,, hence
of the wind, or of particles suspended in the atmosphere (aerosols), which are taken as wind
tracers, by determining the Doppler shift undergone by the backscattered radiation.
According to the Doppler effect, the frequency shift of the backscattered light ( £}, ) is directly

related to the wind speed in the line-of-sight direction (v, ):

fo=-2v, (1)

0

Where 4, is the emitted wavelength and the speed is counted positive when the wind is

moving away from the instrument. Aerosol-inhomogeneity-tracking techniques rely on the
existence of aerosol spatial inhomogeneities —a common situation in the mixing layer— whose
motion is tracked by processing the direct-detected backscatter lidar profiles along one or
several line of sights.

Doppler techniques can be in turn broadly classified into two groups: coherent and direct-
detection techniques. Coherent systems measure the Doppler shift using heterodyne
techniques that extrapolate to the optical domain radio-frequency radar techniques. Their
operation is based on mixing the return signal with a frequency-stable local oscillator (a laser
beam) on a wideband optical detector; the resulting intermediate-frequency signal is
processed for estimating its spectral peak. This technique offers enhanced photoreceiver
sensitivity and high precision, but technological constraints limit its operation to the infrared
region, where molecular return is weak and, as a result, its applicability is restricted to
regions with high aerosol content, basically within the planetary boundary layer. Direct-
detection-based Doppler wind lidars use optical frequency discriminators to spectrally
resolve, prior to detection, the return optical signal. In this case, no technological restrictions
prevent their operation in the ultraviolet region, where molecular return is strong. Wind
measurements in aerosol-free conditions are thus possible, making currently this technique
the preferred one for wind profiling in the mid and upper troposphere and in the stratosphere.

2.2 History of Doppler wind lidars

The origin of Doppler wind lidars is traced back to the success of laser Doppler velocimetry
using coherent techniques for measuring flows in wind tunnels and high speed jets in mid
sixties [14]-[16]. In 1967, Jelalian and Huffaker [17] applied this technique for the first short-
range atmospheric wind velocity measurements using a continuous-wave CO; laser operating
at 10.6 um. Later development of successive generations of coherent lidars has been related
to advances on laser technology. The appearance of CO, pulsed lasers based on the master
oscillator / power amplifier architecture (MOPA) in the early seventies, made possible longer
range observations and better range resolution [18], [19] and the transverse excited
atmospheric technology (TEA) permitted, in the early eighties, CO, lasers increasing the
pulse energy above 1 J and perform long-range wind speed measurements of atmospheric
winds [1]. In 1985, the first lidar using a solid-state Nd:YAG laser at 1.06 um and a MOPA
configuration was built [20]. This technology, in spite of several drawbacks like noneye



safety and stricter optical requirements for coherent detection associated to shorter
wavelengths, provided smaller size, long life operation and higher backscatter coefficients
and velocity resolution. Eye safety and higher atmospheric transmission encouraged in the
first nineties the development of coherent lidars using solid-state transmitters operating at
wavelengths close to 2 um (e.g. Tm,Ho:YAG at 2.09 um [21] or Tm:YAG at 2.01 um [22]).
Successive improvements have since been achieved in measurement capabilities of the 2 pm
solid-state systems, reducing their size and power requirements and increasing their
reliability. Finally, a great deal of effort has recently been addressed to the development of
systems based on fiber lasers at 1550 nm, with MOPA architecture, which offer evident
advantages of availability and reliability [23].

Concerning direct-detection techniques the first measurements of atmospheric wind velocity
were reported by Benedetti-Michelangeli and co-workers in 1972 [24]. However, the lack of
a suitable reliable high-power-pulse laser limited these measurements to distances of only
several hundreds of meters. The availability of single-mode high-power solid-state
transmitters in the mid eighties was the starting point for developing systems that, operating
in the visible and ultraviolet regions, and using direct-detection techniques, were able to
measure wind velocities relying on molecular return. Different techniques were proposed,
analyzed and implemented since the late eighties, and several systems have been operated
from ground-based or mobile stations for wind profiling of the atmosphere [3], [25], [26],
[27], [28]. Demonstrated clean-air measuring capabilities made direct-detection techniques
candidates to be flown in space-borne platforms for measuring global scale wind fields. In
2000, the European Space Agency started the technical development of the Atmospheric
Dynamics Mission (ADM-Aeolus), whose launch is scheduled for 2013 and includes a
Doppler wind lidar instrument based on direct-detection techniques for space-borne global
observations [29]. The objective of a joint NASA, NOAA and US Department of Defense
mission is to field by 2022 the Hybrid Doppler Wind Lidar (HDWL) on a research satellite.
The system will use both coherent detection for accurate observations when sufficient
aerosols or clouds exist and molecular direct-detection techniques above 2 km [30].

2.3 Types of Doppler wind lidars

2.3.1 Coherent Doppler wind lidars

Coherent Doppler wind lidars adapt to optical frequencies classical radio-frequency
heterodyne detection techniques to measure the Doppler shift in the return signal
backscattered by particles that are suspended in the air and dragged by the wind. Fig. 1 shows
the basic layout of a lidar using coherent detection. A frequency stable, narrowband,
continuous-wave (CW) reference laser is used both to transfer its spectral purity to the
transmitter and as the local oscillator needed for heterodyne detection. High spectral purity is
required both in the transmitter and in the reference laser since it determines the resolution of
the Doppler shift detection. Frequency stability is also important to achieve accuracy in the
measurements. The optical mix between the collected return signal and the reference laser
beam is usually achieved by superposing the wave fronts on the active surface of a
photodetector, such as a photodiode or a photomultiplier. If the frequencies are close enough,
the detected beat signal can be electrically amplified, low-pass filtered and processed. A
frequency shifter is normally used to perform heterodyne instead of homodyne detection,
which is necessary to detect the sign of the detected velocity.
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Fig. 1. Scheme of a coherent Doppler lidar detector.

Enhanced sensitivity is one of the features of coherent optical detection. The combination on
the optical detector of a weak optical signal (the received one) with the strong local oscillator
laser results in a beat signal whose power is proportional to the power of both. If the power of
the local oscillator is big enough, the total noise is also proportional to it and, as a
consequence, the signal-to-noise ratio only depends on the signal power. In this situation, the
signal-to-noise ratio is limited by the quantum noise in the signal detection and is the
maximum possible (quantum-limit) [31], [32], [33].

Also, optical background noise is typically not a problem in coherent lidars for two reasons: it
is not phase coherent and therefore does not mix efficiently with the local oscillator on the
photodetector and most of the background photons that do produce a heterodyne beat fall
outside the electronic pass band of the receiver [32].

On the other hand, the main drawback of coherent detection is its difficulty to deal with zones
with low aerosol content. In these regions, which include large zones of the southern
hemisphere, the central regions of the oceans and practically the whole atmosphere above the
boundary layer, molecular return must be used. The dependence with the operating
wavelength of the corresponding Rayleigh backscatter coefficient is proportional to A™* and as
a result, short, ultraviolet wavelengths are the optimal for wind molecular measurements.
Optical heterodyne detection suffers from important technological restrictions at short
wavelengths. First, the requirements on the alignment and on the optical surface quality of the
telescope are stricter than at longer wavelengths. Also, the wavefront degradation effects due
to atmospheric refractive turbulence are more harmful, affecting to the spatial coherence of
the backscattered light and, as a consequence, to the heterodyne detection efficiency [18],
[34]. Moreover the large spectral width of the beat signal arising from the molecular
scattering (see section 3.1.1) would require large bandwidths in the electrical part of the
photoreceiver and put heavy constraints in the acquisition system and data processing. These
technological issues limit the operation of coherent Doppler Wind Lidars to the infrared
region, roughly between 1 and 10 um, where aerosol return is dominant.

The coherent detection is therefore an extremely sensitive technique that has been widely
used in wind Doppler lidar and is the preferred one for measurements in most of the
continental regions in the lower troposphere, where the concentration of aerosols is high.
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2.3.2 Direct-detection Doppler wind lidars

Unlike coherent systems, direct-detection Doppler wind lidars do not use optical heterodyne
mixing, previous to frequency analysis, for measuring the Doppler shift in the return signal.
Instead, the collected light is spectrally analyzed prior to detection by using optical frequency
discriminators [2], [4], [24]. Two basic types of frequency discriminator are used in direct-
detection systems. The first group is formed by high resolution optical filters, like Fabry-
Perot interferometers or filters based on molecular absorption lines, in which their frequency
response is used to convert frequency shifts into changes of the detected optical intensity.
This technique is usually called ‘Edge Technique’ or ‘Double-Edge Technique’ if the system
uses two filters to discriminate frequencies. Fig. 2 shows this principle for both variants of
the technique.
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Fig. 2. Principle of operation of direct-detection techniques based on frequency to intensity
conversion. Edge technique (left) and double-edge technique (right). v, is the emitted frequency, fp is
the Doppler frequency shift between received and emitted signals, F(Vv), Fi(v) and FxV) are the
frequency responses of the optical filters used to perform the frequency to intensity conversion (in this
case Fabry-Perot interferometers) and AF, AF; and AF, are the changes in the filters transmission,
due to frequency changes, to be detected.

A second group of direct-detection receivers use fringe pattern imaging instruments as
frequency discriminators. Systems using this technique resolve the backscattered Doppler
shift by projecting the interference pattern from an optical interferometer onto a multichannel
detector. In the case of using a Fabry-Perot interferometer, only angles fulfilling the
resonance condition into the cavity (2dcos@ = mA, where @ is the incidence angle onto the
etalon, d is the cavity length and m is an integer number [35]) will be completely transmitted
and, as a result, the output of the interferometer, properly imaged, will be a collection of
concentric rings. The transmitted angles, and consequently the position of the rings, depend
on the incident wavelength. The Doppler shift is obtained measuring the angular
displacement of the fringe locations (Fig. 3).

Direct-detection Doppler wind lidars are suited to operate in the ultraviolet region and
therefore can measure in aerosol-free conditions. This stands out as their main advantage with
respect to lidars based in coherent detection and makes them a good choice for measuring
global-scale wind fields from space-borne stations and for stratospheric wind profiling.
However, although current interest on non-coherent systems is mainly due to their capability
for measuring winds in aerosol-free conditions, and particularly to their suitability for space-
borne applications, all direct-detection techniques can be also applied for aerosol (Mie)
return. Although their performance is, in aerosol-loaded regions, worse than the one of
coherent systems, some advantages like their flexibility to be easily adapted to molecular
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measurements and the possibility of using shorter pulses make them an interesting option in
some cases. In such conditions, however, some of the main design parameters of the receiver
and the performance of the measuring system are different from those of molecular-return-
based systems.
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Fig. 3. Principle of operation of a lidar based on the fringe-imaging technique, in this case using a
Fabry-Perot interferometer as frequency discriminator.

Typical accuracy requirements, often better than few meters per second, and measurement
ranges, usually from ground to tens of kilometres, oblige direct-detection Doppler wind lidars
to use single-frequency, high peak-power pulsed lasers as optical sources. Although other
technologies were initially considered [24], [36], as soon as they were available in the mid
80s, injection-seeded, high-pulse-energy, single-longitudinal mode Nd:YAG lasers have been
universally used in Direct-Detection instruments due to their spectral stability, reliability,

high efficiency, long lifetime and commercial availability. Due to the 1™ dependence of the
Rayleigh scattering, systems relying on aerosol return usually operate using the fundamental
wavelength (1064 nm) in order to minimize the molecular background contamination (section
3.1.3). On the other hand, the use of non-linear elements in the transmitter permits the
systems based on molecular return to operate at doubled (wavelength 532 nm) and tripled
(355 nm) frequencies of the fundamental wavelength to enhance the available backscattered
Rayleigh return. Typical pulse duration varies from 5 to 30 ns. Unlike for coherent systems,
longer pulses do not improve significantly the precision of the instrument [2]. In aerosol
systems, although longer pulses result directly in a spectrally narrower return, the precision is
limited by the resolving power of the frequency discriminator. In molecular systems, the
spectral width of the return is basically determined by the spectral broadening suffered by the
scattered light due to Brownian motions of the molecules (section 3.1.1), being only
residually dependent on the spectral width of the emitted pulse.
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3 Elastic scattering of light in the atmosphere

Lidar systems retrieve information of the state of the atmosphere by analyzing the
electromagnetic energy that is scattered when it is illuminated with a laser beam. Different
contributions to the overall scattered energy can be identified and classified depending on the
characteristics of the physical phenomenon responsible of it. A first classification is
established between elastic and non-elastic scattering processes. By elastic scattering it is
understood that one in which the energy of the incident photons, and therefore their
frequency, is conserved and only their direction changes. Elastic scattering can be, in turn,
classified in Mie and Rayleigh scattering. Mie scattering refers to elastic scattering in aerosol
particles whose size is comparable or larger than the wavelength of the incident radiation,
while Rayleigh scattering is produced in particles whose size is much smaller than the
incident wavelength, including the molecules of the constituents of the atmosphere. Doppler
wind lidars measure the wind speed by detecting the frequency shift, due to Doppler effect,
that is undergone by the radiation that is elastically scattered either by the air molecules or by
the suspended particles. An accurate analysis and the design of any Doppler wind lidar
require taking in account the main characteristics of the return signal due to elastic scattering.
In this chapter, these characteristics will be discussed and several analytical expressions will
be derived in terms of transmitter, receiver and atmospheric parameters.

3.1 Frequency features of the return signal

Lidars employed to profile atmospheric variables emit highly energetic laser pulses. As they
propagate, they encounter an atmosphere composed of gas molecules and suspended particles
that scatter part of the energy of the travelling wave. Part of this scattered radiation
propagates backwards, towards the lidar system, and is collected by the telescope of the
system. At any time, the incident field includes the contribution of a big amount of scatterers
(all those within the volume limited by the laser beam and a slice of the atmosphere located at
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a distance proportional to the time elapsed since the emission and with a thickness that
depends on the pulse duration [37]). If all the scatterers within this volume were stationary
with respect to each other, the Doppler shift would be common to all the contributions. In a
real situation, nevertheless, the atmosphere constituents and suspended particulates are
subject to random motion due to collisions —thermal (Brownian) motion— and turbulence.
This motion is superimposed on the possible drift (advection) velocity that the particles may
have. The collection of radial velocities within the scattered volume results in a collection of
different Doppler shifts in the return signal and, as a consequence, in a broadening of the
spectrum of the backscattered radiation with respect to that of the transmitted one. Doppler
wind lidars, in fact, measure the average velocity of the individual scatterers contributing to
the incident field at any time, i.e. the wind speed, by detecting the average Doppler shift in
the broadened return spectrum. The thermal-motion-induced broadening is negligible for the
scattering produced by particles (aerosols or droplets) [38], but cannot be ignored in the
scattering arising from the air constituent molecules. As a result, there exist big differences in
the spectral characteristics of the return signal depending on the size of the scatterers with
respect to the wavelength of the incident wave and these differences strongly condition the
requirements imposed to the receivers. As mentioned in the introduction of this chapter,
according to this critera, elastic scattering can be broadly classified in two types: Mie and
Rayleigh scattering.

3.1.1 Rayleigh scattering

The scattering of electromagnetic radiation by particles that have a radius much smaller than
the wavelength, including the molecules of the air, is known as Rayleigh scattering.
However, in the context of lidar, Rayleigh scattering is always used as synonym of molecular
scattering in the atmosphere. The standard mixture of gaseous species in the atmosphere
contains mainly nitrogen (N,, 78%) and oxygen (O, 21%). In spite of existing other
permanent and non-permanent species, it can be assumed that they are the responsible of the
Rayleigh return in a lidar system [39].

The effect of thermal motion on the broadening of the backscattered radiation is very well
modelled by considering the atmosphere as formed by fictitious “air molecules” of mass
equal to the weighted (according to their respective proportions) average of the masses of the
N, and O, molecules. The resulting “air molecule” mass turns out to be approximately
m, =4.8x107° kg. According to the Maxwell-Boltzmann’s law for the velocity

distribution of the molecules of a gas at temperature 7, the probability density function of a
given component v, of the “air molecule” velocity will correspond to that of a normal law,

| m m, v
— am_  ex _ Cam u , 2
() 2k T p[ 2kT] @

where k =1.38x107 JK' is the Boltzmann’s constant. In conditions in which the mean
free-path length between collisions of the molecules is much longer than the incident
radiation wavelength, the broadening of the spectrum of the backscattered radiation can be
calculated directly from Eq. (2) and taking in account the Doppler effect (Eq. (1)) for
translating velocities to frequencies. Assuming a monochromatic radiation of frequency
v, = ¢/ 4, illuminating a volume of air with radial component of the draft velocity v,, the

Rayleigh-backscattered radiation would in these conditions have a Gaussian spectrum
centered at
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v=[1—2v—fjv0, 3)
c
with a full width at 1/~/e of its maximum given by
— 4

as an example, for A4, =355 nm (the wavelength corresponding to the third harmonic of the

Nd:YAG laser fundamental wavelength) and 7 = 290 K the widening would be Aw = 3.24
GHz. However, these conditions only occur at altitudes large enough for the pressure to be
low and the mean path between collisions large. If the mean free path between collisions of
the air molecules becomes comparable to, or shorter than, the electromagnetic radiation
wavelength, the interaction of the electromagnetic wave with sound waves must be taken into
account in the scattering (Rayleigh-Brillouin scattering [40], [41]). Fig. 4 (left) shows the
mean free path given by the US Standard Atmosphere 1976 model up to an altitude of 20 km.
In Fig. 4 (right) the expected backscatter spectra around the central Doppler-shifted
backscatter for an incident wave at 355 nm wavelength are represented assuming the US
Standard Atmosphere conditions at sea level and at 5000 m altitude using the Pan s7 model
[42]; the Gaussian backscatter spectrum of purely temperature-broadened Rayleigh scattering
for 5000 m conditions is also represented [43].
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Fig. 4. Effect of collisions of air molecules on the spectrum of the backscattered radiation. Mean free
path between collisions after the US Standard Atmosphere Model, 1976 (left); Rayleigh-Brillouin
normalized backscatter spectra at 355 nm around the central backscatter frequency at sea level
(dash-dotted curve) and 5000 m (dashed curve) calculated using the Pan s7 model [42]; the
continuous curve represents the ideal Rayleigh scattering at 5000 m (right) [43].

The Rayleigh atmospheric volume backscatter coefficient, indicating the strength of
atmospheric scattering in air molecules, turns out to depend on density, pressure and
temperature and, as a consequence, presents a slow, uniform and predictable variation with
altitude. Its dependence on the radiation frequency follows a v* law. A simplified model,
using an exponential function decreasing with altitude (/) and taking into account the
dispersion of the refractive index of the air, is given by Eq. (5) [44].

B (A1) = (%) | exp (—hij x107" m™ st (35

0
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Where A, =1064 nm and 4, =8 km are respectively a reference wavelength and altitude.

3.1.2 Mie scattering

The term Mie scattering is used in atmospheric propagation to describe the scattering by
aerosol particles with size comparable or larger than the wavelength of the incident radiation.
Aerosol atmospheric particles refer to solid or liquid material suspended in the air. They are
produced by a big number of different processes that occur on land and water surfaces and in
the atmosphere itself. They can have a natural origin, like dust, sea salt or water vapour
droplets or can be produced by human activities, like biomass and fossil fuel burning,
agricultural activities or industrial pollution, injecting directly particles to the atmosphere or
producing precursor gases that condense in the atmosphere to form aerosols. Most of the
aerosol particles are however released by interaction between the lowest atmospheric layer
and the surface of the earth. Hence, the greatest variety and concentration of aerosols is found
in the lower troposphere, within the planetary boundary layer, whose average thickness is
approximately 2 km. The aerosol concentration in this layer displays high variability with
time, meteorological conditions, climate, etc. and it is thus not uniformly distributed, being
urban and desert areas where largest concentrations can be observed. On the other hand, there
are large regions of the southern hemisphere and mid-oceanic regions with very low aerosol
concentrations even at low altitudes. In a second region that extends from 2 to 6 km, typically
a fast exponential decay of the concentration of aerosols with altitude can be observed, while
within the stratospheric layers, up to 30 km, aerosol concentration depends strongly on
volcanic activity [45]. A thin layer of sulphurous particles, known as the Junge layer, can be
also usually found between the tropopause and 30 km altitude [39].

Concerning the spectral features of the return signal associated to Mie return, it can be
assumed that thermal-motion-induced broadening is negligible for the scattering produced by
aerosols or droplets (as example, it can be estimated that, in a standard atmosphere, the
dispersion of the speed due to this effect on a Ium-size water droplet, with typical mass
4.2x107" kg, is less than 1 mm/s (Egs. (4) and (1)). Hence in practice, it can be considered
that the spectrum of the detected signal is approximately the same than the one of the emitted
pulse [38].

The size of aerosol particles is very diverse, ranging from 1 nm to about 20 ym with a very
complex and variable distribution [39]. The dependence on the wavelength of the associated
backscatter coefficient is thus not simple and goes from being proportional to A~ to 7»_0'3,
depending mainly on the aerosol content and the size distribution. The strongest dependence
is given in the cleanest conditions, with extremely low aerosol content comprised of newly
formed, small particles, and the weakest one takes place in high aerosol-loading conditions.
Fig. 5 shows this dependence, modelled in low, moderate and high aerosol-loading conditions
[46].

Unlike the Rayleigh case, it is not possible to predict the value of the aerosol volume
backscattering coefficient in the atmosphere using simple models. Apart of its non-simple
dependence on the propagation wavelength, it depends mainly on the aerosol concentration,
which is very variable, and also on other characteristics such as particles size distribution,
constituents, humidity effects, time effects, etc.
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Fig. 5. Aerosol backscatter coefficient. Dependence with wavelength [46].

3.1.3 Spectral characteristics of the elastic return

The detected signal corresponding to the elastic return will be actually a compound signal
with both Rayleigh and Mie contributions. As seen in sections 3.1.1 and 3.1.2, Rayleigh
component of the return signal can be accurately predicted using the pressure and
temperature data from radiosoundings or even simple atmospheric models but this is not the
case for the Mie component. Several parameters have been defined and can be used to
characterize the proportion of both components in the return signal. The aerosol scattering
ratio (ASR) is one of them and is defined as the ratio of the total (aerosol + molecular) volume
backscattering coefficient to the molecular volume backscattering coefficient

ASR(ﬂ,,h)=ﬂR (ﬂ”’h)—l_ﬂM (’Lh), (6)

B (A,h)

where S, (ﬂ,h) is the Mie volume backscattering coefficient. The aerosol scattering ratio

depends on the aerosol content of the atmosphere in the observed region, on the altitude and
on the operating wavelength. Obviously, the higher is the concentration of aerosols, the
bigger will be the ASR. Also, at higher altitudes, the Rayleigh return is weaker and as a
consequence, in atmospheric regions with the same aerosol content, the higher is the altitude
the bigger will be the ASR. Finally, regarding the wavelength dependence of Rayleigh and
Mie scattering (A and A~ at maximum, respectively (see sections 3.1.1 and 3.1.2) the ASR
will be in general bigger at longer wavelengths. Regarding the respective spectrums, as stated
in section 3.1.2, the Mie component has approximately the same spectral width than the
emitted pulse, while the Rayleigh spectral width depends basically on the temperature of the
observed atmospheric region and is in any case much bigger than the one of the Mie
component. Both components will however undergo the same frequency shift (fp),
proportional to the component of the bulk wind velocity along the line-of-sight of the
instrument.

As example, Fig. 6 shows a representation of the normalized spectrum of the elastic return
when a laser emitting 10 ns duration Gaussian pulses at 1064 nm illuminates a region of the
atmosphere where the temperature is 300 K, the aerosol scattering ratio is 1.2 and the radial
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velocity of the wind is 25 m/s. A representation of the normalized spectrum of the emitted
pulse is also included in the figure.
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Fig. 6. Spectral features of the emitted pulse and the elastic return. Av,, Avy and Avy are respectively
the spectral width of the emitted pulse, the Mie component and the Rayleigh component of the elastic
return and fp is the Doppler frequency shift between the received components and the emitted pulse.

3.2 The lidar signal. Temporal analysis of the elastic return

In section 3.1, the spectral characteristics of the return signal have been stated. They are
important mainly as they determine the configuration of the frequency discriminator. The
wavelength dependence of both Rayleigh and Mie return has been also described; it
conditions the choice of the operating wavelength as a function of the measuring scenario. In
this section, the temporal characteristics of the detected signal and the received power will be
derived and discussed in detail. The temporal analysis of the electric field on any point on the
receiving area will permit to demonstrate the frequency shifting undergone by the scattered
radiation and its relation with the radial velocity of the scatterers (Doppler effect), which is
the basic physical principle used by Doppler lidars to measure velocities. The integration of
the optical intensity over the receiving area will provide as a result the overall optical power
collected by the telescope at any time (or, what is the same, from any distance) as a function
of several atmospheric and system parameters, which is commonly referred to as the lidar
equation. This result is indispensable to calculate power budgets, carry out performance
analysis in different measuring scenarios and design the optimal configuration of the
detection unit.

3.2.1 Incident electric field and optical intensity on the receiving area

Fig. 7 shows the schematic of a lidar system in coaxial-monostatic configuration illuminating
a region of the atmosphere where an individual static scatterer (aerosol particle or air
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molecule) is placed. The optical source is considered as a point and radiating uniformly in a
small solid angle.

Point on the receiving
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Fig. 7. Lidar in monostatic configuration and the geometrical arrangement.

In Fig. 7, a is the radius of the receiving telescope and 26, the divergence angle of the

emitted beam, for which the approximation of a uniform intensity is made. The origin of the
coordinate system is located at the lidar, with the z axis coincident with the system axis. The

coordinates of the scatterer are (x,,, VisZ; ) , SO 1ts position vector i1 R, =x,X+y,y+zz, X,

¥y and z denoting the unit vectors in the direction of the corresponding axes. 131. is the vector

going from a point p=xx+yy on the entrance pupil of the receiving telescope to the
scatterer position. Their respective magnitudes are given by Egs. (7) and (8).

Ry, :‘ETi‘ = V‘xiz +yi2 +Zi2 (7)

Ry, (x09) =|Ryy (2.3) = (= Y +(y=3, ) + 2 (®)

In the following development and only for intensity calculations, the distances between each
point of the illuminated plane area at a distance z, from the source (x, v, zi) and each point

1

of the receiving area (x, y,0) will be considered equal to z, (RRI. (x,y)=z;V(x,» )) This
is a good approximation if the divergence angle of the beam is small and z > a. The
normalized transmitted electric field (in W"*m™ units) illuminating the scatterer, located at

the point(x, Vs Z; ) , can then be expressed as follows.

1

UT(xi,yi,zi,t):( B ] s(t—zl./c)exp{—%ffa(z)dz}exp(—ijn), 9)

22
7z, 0,

where P, is the is the average power of the transmitted pulse, a(z) is the extinction

coefficient along the path, and & is the wave number; s (¢) is a function describing the field
temporal envelope, such that

LTsz(t)dtzl, (10)

where 7, is the nominal pulse duration (see Fig. 8).

When this field illuminates an individual scatterer, part of the incident power is backscattered
and collected by the telescope. It can be assumed that all the scatterers in the illuminated area

‘see’ the receiving area (4,) through the same solid angle (AQ = 4, / ).
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Fig. 8. Field temporal envelope

The incident field on each point over the telescope receiving area (x,y,0) can then be

calculated using the following expression.

U, (x,y,O,t) =

=U, (xl.,yi,zl.,t—z[/c) (O—blA—AQ

”

jmexpw)exp{——fa dz:lexpli—ijR[(x’y)] (an

Where o,, is the cross-section per solid angle (m” / sr) of the scatterer ‘i’ in the direction of
the telescope (backscatter direction) and ¢, is the phase of the corresponding field reflection

coefficient. Substituting now the transmitted field given by Eq. (9)) in the expression of the
incident field (Eq. (11)):

Ui(x,y,O,t):(ifé’;z) s(t—2z,/c) exp{ _[a dz}exp{qﬁ ]k[R + Ry, (x, y)]}, (12)

i D

If we consider that the scatterer is moving with respect to the position of the lidar with a
rectilinear, constant velocity (v, ), the propagation distances affecting the phase, Ry; and Rg,

will be respectively
Ry _RT10+(V Rﬂ)t:Rﬂ0+vTit (13)
Ry (x,9) =Ry (x, )+ [‘7,- 'km (x,y)] t =Ry (%, )+ vy t, (14)

where v,, and v, are respectively the velocity components in the directions given by the unit
vectors R, = R, / R, and R,, = R, /Ry, . If the beam divergence angle is small and z, > a, it

can also be assumed that v, =v, =V

ri o

which is commonly referred to as the radial

component of the velocity, in this case corresponding to the scatterer ‘i’. The incident field
can be therefore written as

Ui(x,y,O,t):

1/2 z
(fz;—;})] s(t,z) exp{ .(l;a dz}exp (—j2kv, t)exp{¢ k[ Ry + Ry, (x, y)}} (15)

The term exp(—;2kv,t) is the expression of a change in the frequency of the received field

with respect to the transmitted one that is proportional to the radial velocity of the scatterer;
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this phenomenon is known as Doppler effect. This Doppler frequency shift is, in general, for
a target moving away from the observer at a radial velocity v,,
_ 2kv, 2

=——v . 16
PR (16)

o=

In practice one never meets the situation described above. Rather the emitted radiation will
encounter an atmosphere composed of more or less (depending on the atmospheric pressure)
tightly packed gas molecules and suspended particles. The backscattered field on the
telescope area at any time includes the contribution of all the scatterers within a layer of the
atmosphere located at a distance R=ct/2, where ¢ is the time elapsed since the pulse

emission, whose thickness Az=cz, / 2 corresponds to the range resolution defined by the
effective pulse length (Fig. 9) [37].

:%AZE ___- illuminated
Y+ X L a- xahn volume at R
———————— ,—”:k N . Y - 2
Optical / | Y~ ___-----"7~ Do o S Nem7m (R QD) Az
---- h 0 1A
source 4k R S v ,
~~~~~~~ Voo v
~~~~~~~~~~ o < ! R v ! z
~~~~~~ i (A
~~~~~~~ o ’/
Telescope T ---- :\/;]:1 .

R—Az/2 R+ Az/2

Fig. 9. Atmospheric layer of thickness Az at distance R.

The field on the receiving area can therefore be calculated as

Nor

U(x,y,O,t) = ZU[(x,y,O,t) =

i=1

(i ste-2e )| -Ja(ehs | exn(c e ool - il 02, )

=\ rz'0;
, (17)
with N, ~n(R)z(R6, )’ Az the number of scatterers in the volume V, =7z (R6,) Az,

located at a distance R from the receiver (Fig. 9), and n(R) the scatterer number

concentration (m™) at that distance. It will be considered that the layer thickness is small
enough to assume that the velocity of all the scatterers within the volume is the same
(v, =v ;Vi). This is a good approximation when the scatterers are aerosol particles of size
comparable or larger than the wavelength of the incident radiation. In the case of much
smaller particles or molecular scattering, this assumption cannot be made and consequences
will be discussed later. Under the very good approximation that the different z in the
denominator of the first factor in the sum terms of Eq. (17) within the volume V, can be

replaced by R and considering moreover the same extinction, the electric field on the
telescope area at any time can be written as
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U(x,y, O,z‘) =

R

( PT jmexpHa<z>dz}><p(—jzkv,f)}vi[a;ézs(t—zz,/c>exp{¢z—fk[RrﬁRm(w)]ﬂ'

4 n2
TR0, 0 =

(18)

The instant incident field on an individual point of the telescope area (x, y, 0), received from
an atmospheric layer at a distance R, can be obtained as the sum of a big number of complex-
valued contributions (phasors) with random amplitude and phase, which results in a so-called
circular complex Gaussian random variable [47]. As time passes and the transmitted pulse
propagates the collection of illuminated scatterers changes and the incident field becomes a
circular complex random process:

R

U(x,,0,t)= (#j exp{—ja(z)dz} exp(—j2kv,t) ¢ (x, ,1), (19)

0
proportional to the circular complex random process ¢ (x, v, t)
c (x, v, t) =
Ny,

- Zs(t—Zzi/c) o)’ exp{j¢i — jk[ Ry + Ry, (x,y)]} = ﬂ(x,y,t)exp[jé(x,y,t)] (20)

At any time, the phase of ¢ is uniformly distributed and its magnitude is a Rayleigh-
distributed random variable, with probability density function [47]

2
_H |~ s, 21
f (k) pzeXp( 2p2j,ﬂ— 21)
with a Rayleigh parameter p
2 1 2
P = 5 N, <0'bl. s*(t—2z /c)>VR , (22)

where <>V denotes the mean over the volume V,. The backscatter cross-section per unit

solid angle o,,, which depends on the microphysical properties of each particle in V}, and
s(t—2z,/c), with ¢t=2R/c, which depends on its position in that volume (z,), are

independent. The parameter of the Rayleigh distribution can be therefore calculated as
follows:

1 1
ot = > N, <O'b,->,,R <s2 (t- 2Z,—/c)>VR =3 N, <O-bf>yk , (23)

where <abi>V is the mean cross-section per solid angle in the backscatter direction of the
scatterers in the volume V,, and the fact that <s2 (1-2z, /c)>V =1 has been taken into

account . The mean and the variance of the Rayleigh distribution are respectively:
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(u)y=x/2 p (24)
o) =(2-7/2)p*. (25)

The optical intensity at each point of the receiving area can be obtained thus as

R
f(x, »,0,t)= ‘U(x, ¥, O,t)‘2 = b — exp {—2{0{(2)0’2} 7(x,p.t), (26)

R4 eD 0
where 7= ji* is an exponential random process as the square of a Rayleigh variable is an

exponential one. At any time, the probability density function, mean and variance of the
corresponding exponential random variable are respectively

f(n)=cexp(-en); n20; 5:1/(2p2):1/(NVR <Ubi>VR) (27)
(n)=1s=N, (0,), =n(R)7(R6,) Az(c,), =B(R)x(RE,) Az (28)
o, =1/, (29)

where B(R)=n(R) <0'bl.>VR [mflsrfl] is the atmospheric volume backscatter coefficient at a

distance R. The characteristics of the instant optical intensity at each point of the telescope
receiving area are therefore described by a random variable with a standard deviation that is
equal to its mean, which indicates great variability. Considering that the illuminated region is
actually a collection of independent radiators, which can be seen as a spatially incoherent
source of light (see Fig. 10), the theorem of Van Citter-Zernike can be applied to determine
the corresponding spatial coherence area on the telescope receiving area (4.) [47]:

2 2 2
A =(R) [4,=2[(z6}) o
Coherence ~ — 7777 __—; i kb
area (Ac) ————————————— 3 eD Il * + *\ ° \‘
ot
~~~~~~~~~~~~~ R iy ! « 7Q.)
T ___________ 2@ xS Seatterers
[1luminated
Telescope area (4;)

arca

Fig. 10. Calculation of the coherence area over the telescope plane.

For typical values of the wavelength (1064 nm) and the divergence angle (1 mrad), the spatial
coherence area is 3.38x10™ m?, which is in any case much smaller than the telescope area
(about 7x10” m”* for a 30 cm diameter telescope). Over the receiving area, therefore, there are
a big amount of spots with independent and very variable luminosity similar to the classical
speckle produced by a rough surface when is illuminated by a coherent source of light.
Moreover, as the laser pulse propagates, the illuminated scatterers are different, which will
result in a total scattered field undergoing amplitude and phase random fluctuations, limiting
the coherence time of the return signal to the pulse duration z,, hence the minimum spectral
width approximately to B, =1/7, [1], [48].
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3.2.2 The lidar equation

The instant incident optical power onto the telescope, received from a scattering volume at a
distance R =c?/2, is obtained by integrating the optical intensity over the receiving area.

P(R)=[1(x.,0,t) ds (31)

As seen at the end of section 3.2.1, the coherence area at the receiver location is, in a typical
scenario, much smaller than the collecting area and as a consequence, the number of
integrated independent spots is usually very big (for the typical values used at the end of
section 3.2.1, more than 2x10°). The variance of the resulting detected power, which can be
estimated dividing the variance of the intensity in each point by the number of independent
coherence areas, is therefore very small. In practice, thus, the detected power can be treated
as a deterministic value that can be calculated as

B pr) exp{_zja(z)dz] (32)

If the emitted pulse energy (E, = P, / 7, ) is introduced as parameter and the spatial resolution
is expressed in terms of the pulse duration (Az =c7, / 2).

P(R)= E;—]’:;C B(R) exp{—Z]:a(z)dz} (33)

Eq. (32) and Eq. (33) are two forms of the so-called lidar equation, which provides the
received power from a distance R in a coaxial, monostatic lidar system as a function of
transmistter, receiver and atmospheric parameters. Note that no efficiency and overlap
coefficients depending on the range have been however included in these expressions.
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4 The edge technique

As mentioned in section 2.3.2, a group of direct-detection techniques use optical filters to
convert frequency shifts into intensity changes. There are two variations of this principle: the
so-called ‘Edge Technique’, if a single filter is used to perform the frequency to intensity
conversion [2], [34], [49], and the ‘Double Edge Technique’, if the conversion is carried out
using a set of two filters [3], [5], [50], [51].

As it is the technique that will be implemented both in the planned UPC Doppler wind lidar
and in the laboratory prototype, the single-edge technique is described in this section and the
expressions required for analyzing and designing a Doppler lidar based on this technique are
derived.

4.1 The edge technique principle

The method [2] consists in comparing, for each range resolution cell, the transmittance of an
optical filter at two different frequencies: that of the emitted light and that of the received
one. From these measurements and using a previous calibration of the frequency response of
the filter and of optical and optoelectronic constants, the Doppler shift (fp), hence the speed
of the target that produced it, can be derived. For efficient operation, the frequency of the
transmitting laser (1) has to lie on the zone of maximum filter slope, where a given
frequency change produces the biggest changes in transmission (Fig. 11, left). The emitted
frequency is obtained from a sample of the outgoing laser pulse that is usually introduced in
the receiving telescope. Two detectors are used to measure the transmittance of the optical
filter: one to monitor the total received power (det 2) and another (det 1) to measure the filter
output signal (Fig. 11, right). A proper time resolved analysis of the detected signal will
provide both separation between the emitted and the received frequencies and range
resolution in the measurement of the Doppler shift.
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Fig. 11. Principle (left) and a basic layout (right) of an Edge Technique system.

The frequency response of the filter, /(V), is recorded during the calibration stage and is used
to measure the Doppler shift between the emitted and the received frequencies. For an
incoming frequency, v, its value can be calculated from the detected signals, S; and S..

S,=a,P Fl(v,
e (V’")}eF(vm)=ﬁ = (34
al 2

where P, is the incident optical power (i.e. the integrated area of its power spectrum) and ¢,
and ¢, are system constants, including the gain and responsivity of the detectors, the

transimpedance gain of the receivers and losses in the optic elements in each one of the
measuring channels, that have also to be calibrated.

4.2 High resolution optical filter: The Fabry Perot interferometer

Different types of optical filters can be used as frequency discriminator in an edge-technique-
based Doppler lidar. Fabry-Perot interferometers [52], [49], iodine vapour filters [53] or
Max-Zehnder interferometers [54] have been considered and used in different systems. In this
work, a Fabry-Perot interferometer, which offers great flexibility in fixing the desired
filtering features, is the choice that will be used as frequency discriminator in the systems to
be analyzed, designed and built.

A Fabry-Perot Interferometer is a resonant cavity working at optical frequencies, consisting
in 2 parallel mirrors with high reflectivity where light is repeatedly reflected with very low
losses. Such a structure resonates at certain frequencies and light is transmitted with low loss
through the cavity. In ideal conditions (flat mirrors and collimated incident beam) the
frequency transmission function of a Fabry-Perot interferometer using 2 mirrors with the

same reflectivity is [35]
(1- p)2 27 27v
: ¢ = —

- : 2d =——2d, 35
/(o) 1+ p°>—=2pcose A c 33)

where p is the reflectivity of the mirrors, ¢ is the round trip phase shift, d is the cavity
length, v is the frequency, A is the wavelength and c is the speed of light in vacuum. Fig. 4
shows the transmission function of the interferometer; plotting 3 peaks of the periodic
function (left) and a more detailed representation of one of the resonance peaks (right).
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Fig. 12. Graphic representations of the transmission function of a Fabry-Perot interferometer.

The parameters commonly used for describing the transmission function of a Fabry-Perot
interferometer are the free spectral range (F#'SR), which is the difference in terms of frequency
between two consecutive peaks of resonance and the finesse (F), which is defined as the ratio
between FSR and the full-width half-maximum of each resonance peak (FWHM).

C
FSR=—" 36
Y, (36)
SR 37)
FWHM

In ideal conditions (ideally flat plates and perfectly collimated incident beam) the finesse
depends only on the reflectivity of the mirrors [35]. This term is commonly called
‘reflectivity finesse’.

F, = ﬁ (38)
1-p

However, different non-ideal conditions limit the finesse of the cavity to values smaller than

the reflectivity finesse. This effect can come from defects in the mirrors, such as absorption,

surface defects or lack of parallelism and from non-ideal characteristics of the beam, such as

diffraction or aperture effects. The effective finesse, F, , can be calculated as follows.

Yy =1/F + Y1/ F (39)
where F; is associated with each one of the limiting effects mentioned above.

4.3 Frequency response for lidar signals

Doppler wind lidar systems use pulsed radiation to illuminate the region of the atmosphere to
be sensed. This is necessary both for obtaining range resolution and for having enough peak
power to perform atmospheric measurements. As a consequence, the return signal is, in any
case, not a pure sinusoid but a finite energy signal, with a spectrum that is broadened around
a carrier frequency (section 3.1). When this is the case, the transmittance of the filter as a
function of the frequency of the incident signal (the frequency response of the filter from here

on) does not coincide with its continuous-wave (CW) transmission function ( f (v) , Eq.(39)).
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Instead, it must be calculated as the frequency-domain convolution of the continuous-wave
(CW) transmission function ( f (V) , Eq. (35)) and the energy-normalized energy spectrum of

the incident signal (4(v)) [2].

F(v)=h(v)* £(v) = [ h =) f (v (40)

The response and, as a result, some of the parameters of the measuring system depend on the
spectrum of the collected light, which in turn depends on the shape and duration of the
emitted pulse and on the type of atmospheric scattering used to measure the Doppler shift.
Because of this there exist big differences between aerosol (Mie) and molecular (Rayleigh)
systems.

As explained in section 3.1.2, in practice, the spectral broadening of the Mie return due to
Brownian motion can be neglected and it can be assumed that the energy spectrum bandwidth
of the detected signal is approximately the same as that of the emitted pulse. For aerosol
systems, therefore, the frequency response can be calculated as

Fy(v)=h (v)* f(v), (41)

where F), (v) is the frequency response of the filter for Mie signals and 7, (v) is the energy-

normalized energy spectrum of the laser emitted pulse. The calibration process of F,, (v)

starts by sampling a portion of the emitted pulses to illuminate the interferometer. Then, some
kind of scanning procedure between the laser spectrum and the CW transmission curve of the
filter has to be done in order to sample the frequency response. If the filter is a Fabry-Perot
interferometer, the scanning is generally performed by controlling either the cavity length
[52], the pressure [26] or the temperature [8] to change the resonance frequency. Finally,
fitting techniques are used to obtain the calibration curve.

Concerning molecular systems, although the average velocity of the air molecules is the wind
speed, random motion of the molecules by thermal agitation and collisions results in a non-
negligible broadening of the return-signal spectrum —about two orders of magnitude larger
than the spectral width of the emitted pulse (see section 3.1.1)—. The normalized energy

spectrum of the Rayleigh return (4, (v)) can be calculated as the convolution between the
spectrum of the emitted laser pulse (%, (v)) and the Rayleigh spectrum for CW illumination
(hg_cw (V) , which is the spectrum described by Egs. (3) and (4) in section 3.1.1) [1], [50].

he(V) =k [ By_cy (v)*h, (V)] (42)

Where k is a constant used to normalize the Rayleigh energy spectrum. Therefore, the
frequency response of the filter for Rayleigh signals is

Fo(v)=k [ hy_cy (v)*h, (v)]* S (v). (43)

If the frequency response of the filter when it is illuminated by the laser pulses is defined
(F,(v)=h,(v)*f(v)), the frequency response for Rayleigh return signals can be rewritten

as
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F, (V):k[hR_CW(V)*FL (v)] (44)

To avoid a dramatic loss of transmission when the return is processed by the filter, in these
systems the CW transmission function of the filter ( f (v)) is set to be also much wider than

in the Mie case. Due to both wider return and wider CW transmission function, the frequency
response of the filters in molecular systems is much wider than in aerosol ones. Because of
this wider response and its consequent lower slope, and although Doppler wind lidars based
on Rayleigh scattering tend to use shorter wavelengths providing larger Doppler frequency
shift for the same speed, the sensitivity to velocity variations of these systems is significantly
lower than in Mie-scattering based systems.

Calibration in molecular systems is more complicated than in aerosol ones because, besides
measuring F, (v), an accurate estimation of the CW Rayleigh spectrum (., (v)) is

required to calculate the frequency response of the filter to Rayleigh signals. The shape of
this spectrum depends on the temperature and the pressure within the sensing volume and
therefore, estimations of these atmospheric parameters must be made. The accuracy
requirements in the estimation of the pressure are not very strict and standard profiles can
satisfactorily be used but this is not the case of the temperature, which may be needed with an
accuracy of 1 or 2 K for typical measurement specifications. This makes indispensable the
use of numerical weather prediction systems in the calibration procedures [38].

4.4 Quality parameters of the velocity measurements: Precision and
accuracy

In an ideal measuring system not affected by noise and systematic errors, the measured
velocity would coincide always with the true value. Noise, however, always exists in the
measuring process, resulting in random variations of the detected value when the same true
velocity is repeatedly measured. The precision of the measuring system, that is, the degree of
repeatability of the measurements, is usually expressed in terms of their standard deviation or
uncertainty. At the same time, systematic errors, leading to bias in the velocity determination
and producing therefore a loss of accuracy of the measurements, will always occur too.
Accuracy refers to the degree of closeness of the measurements (their mean value) to the true
value. They can be inherent to the technique or due to tolerances introduced in the
implementation of the measuring system or during the measurement procedures.

4.4.1 Precision. Uncertainty of the measurements

The uncertainty is the parameter that will be used from here on to characterize the effect of
statistical noise on the velocity determination and to quantify the precision of the measuring
system. It is defined as the expected error in the determination of the velocity when no
systematic errors are taken in account, i. e., the standard deviation of the detected value when
the same true velocity is repeatedly measured.

This expected error (£(v,)) depends on the expected error in the measurement of the filter
response, e[Fv (v, )] , where F, is the velocity response, that is, the response of the filter as

a function of the measured radial velocity. In a first order linear approximation, valid for
small velocity fluctuations, the ratio between a given velocity change and the corresponding
variation of the filter response is its slope [55].
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g[F,(v,)]=— e(v,) (45)

The uncertainty in the velocity determination can be thus written as follows:

~ e[Fv (v, )] 1

£(v)= oF,(v,)  SNR(v) 6,(v,)’

ov

r

(46)

where SNR (v;) is the signal-to-noise ratio in the measurement of the response, 1. e., the ratio
between the measured value of the response and the expected error in its determination

SNR (v,) = B (47)

- 8[Fv (v, )]

and 6(1;) can be then identified as the so-called sensitivity to velocity changes, i. e. the
relative value of the slope in each point of the response:

1 OF,(v,)
F (v,) ov,

v

0,(v,)= (48)

To calculate the signal-to-noise ratio, both detectors have to be taken into account (see Fig.
11 right). If the noise in the detectors is considered uncorrelated and assuming high enough
signal-to-noise ratio in both detectors, the composite signal-to-noise ratio is given by

1 12+ 12’ “9)
SNR ~\/SNR>  SNR

where SNR| and SNR; are, respectively, the signal-to-noise ratio in each one of the detectors

[2].

4.4.2 Signal-to-noise ratio in optical receivers

As seen in section 4.4.1, for analyzing the precision of the measuring system it is
indispensable to estimate of the signal-to-noise ratio at the output of the receivers. General
expressions for this parameter will be presented in this section.

The signal-to-noise ratio at the output of a photo-receiver (SNR,,) can be referred at the
output of the photo-detector as the ratio of the mean value of the signal photocurrent <i PD> to

the uncertainty or expected error (standard deviation) in its determination o, .

SNR,, = (i) (50)

GPD

As schematically indicated in Fig. 13, the noise arises from four independent sources: the
shot-noise associated to the signal, 1. e. the one related to the randomness of the arrival and
multiplication of the signal photons, the multiplied dark current noise, which can be
important for low-signal level operation of avalanche photodiodes at 1064 nm, the shot-noise
in the detected and multiplied background photons and the noise in the receiver circuitry.
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Fig. 13. Photodetection process in an optical receiver (after ref. [56])

These noise sources can be considered independent. The total noise power can be therefore
obtained as the sum of their respective variances and the signal-to-noise ratio can be
calculated using Eq.(51) [56].

WA R, P (M)
PR
J24 (M) F, BR(P+ By + i R + (i3, ) B

(1)

Where P, is the incident optical power, R, is the detector current responsivity without
multiplication, <M > is the mean multiplication factor of the detector, ¢ is the electron charge,

and B is the equivalent noise bandwidth of the receiver. Because of the statistic nature of the
multiplication process in APD or PMT detectors, the gain fluctuates and the mean square
value of the gain is greater than the square of the mean. The excess noise factor

F =<M 2> / <M >2 is a measure of the inherent APD or PMT excess noise, in terms of

electrical power, resulting from the statistical fluctuation in the multiplication process [56].
P, 1s the background optical power and i, the bulk dark current before multiplication. T is

the system temperature, k is the Boltzmann’s constant and i,, is the input-referred

equivalent noise current (spectral density in A /+/Hz) generated in the receiver circuitry.

The electrical bandwidth is usually designed depending on the sampling rate f5 (B < f;/2),
which is conditioned by the required range resolution (AR = ¢/2f; ). For instance, a range

resolution of AR = 7.5 m implies a sampling rate of f, =20 MHz and an electrical
bandwidth of B =10 MHz.

Time and range averaging are commonly used in lidar systems for increasing the number of
detected photons and improving the signal-to-noise ratio. Time averaging consists in
accumulating samples of the same measurement at different time instants (usually, in pulsed
systems, from different shots) while —in systems with range resolution—, range averaging is
performed by the accumulation, or some sort of weighted average, of consecutive range
samples. In both cases, averaging is equivalent to multiply both the number of detected
photons (or generated electrons) and the noise variances (o7 ) by an averaging factor (4F),

which is equal to the number of accumulated samples. As the sources of noise are
independent and the variance of the total noise is therefore equal to the sum of the individual
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variances, the resulting signal-to-noise ratio is multiplied by the square root of the
corresponding averaging factor:

AF (ipp)

> AF o}

4.4.3 Accuracy. Effect of the Rayleigh background on measurement bias

SNR,, = = JAF SNR,, (52)

Bias error in the velocity measurements, that is, the distance between the measured velocity
(or the mean of the individual measurements if noise is considered) and the true value, is due
to systematic errors in the measuring process. If these errors are due to tolerances introduced
in the process in the implementation of the system or during the measurement procedures
they cannot be characterized exclusively as a function of system parameters or the measuring
conditions. It is possible to identify, however, a source of systematic error that is inherent to
the aerosol-based edge-technique, arising from the presence of a Rayleigh component in the
signal return. This error can be estimated from the system parameters and the measuring
conditions.

Although under some operating conditions the consideration of pure Mie return can be a good
approximation, in general, both Mie and Rayleigh components are present in the collected
light and contribute to the detected signals. The incident optical power on the Doppler
receiver (P, , see Fig. 11 (right)) can be expressed therefore as the sum of both contributions:
P

in

=P, +P, (53)

where P, and P, are respectively the Mie and Rayleigh components of the collected optical

power. Besides the shot-noise associated with the detection of the molecular component,
counted as background radiation —already taken into account in the analysis of the signal-to-
noise ratio and the uncertainty—, the presence of a Rayleigh component in the return affects
the performance of the aerosol-based measuring system introducing also a bias error in the
velocity determination.

Indeed, the frequency response of the filter, which depends on the spectral features of the
signal, is different for each component and the detected signals for an incoming frequency v
can therefore be expressed as

S =a,[ P, Fy (v)+ P F(v)] (54)
S, =a,(P,+P,), (55)

where F,, (v) and F,(v)are the frequency responses of the filter when Mie and Rayleigh

components are considered separately, while ¢, and «, are opto-electronic constants

including the overall gain of the photo-receivers (counting the responsivity of the photo-
detectors and the transimpedance gain of the receivers) and respectively the transmittance and
the reflectance of the beamsplitter used in Fig. 11 (right) to divert the collected light to either
receiver.

Aerosol systems are designed however to rely on Mie return, using F,, (v) for retrieving the

Doppler shift. The Rayleigh component of the detected signal in such systems is essentially
insensitive to Doppler shift because its spectral width is much larger than the bandwidth of
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the filters (typically more than 10 times), acting therefore as a quasi-constant, a priori
unknown, background term that results in a bias error when deriving the Doppler shift from
the detected voltages.

When using Eq. (34) to calculate the frequency response to the detected signals, the value
that is measured F,,, (v) does not coincide with the calibrated response F,, (v).
_ %S

P
Fuw (v) o ~fu V+o75
1 2 R M

Fp(v) (56)

The power of the Mie and the Rayleigh components collected from a distance (R ) can be
calculated from the lidar equation (Eq.(33)) using different volume backscattering
coefficients, f,, and f, respectively, being the rest of parameters common for both

components. Taking this in account and using the definition of aerosol scattering ratio ( ASR
Eq. (6)), Eq. (56) can be re-written as:

FMm(V):FM(V)+

The error in the measurement of the frequency response JF), (v) provokes in turn an error in

j;;) = F, (v)+5F, (v). (57)

the determination of the received frequency Jov. In each point of the Mie response and
assuming a linear approximation, the relation between JF), (v) and ov is given by the

derivative of the response. This approximation is only valid for small errors but can be useful
for evaluating the effect of the Rayleigh component contamination.
oF,,

o= oF, (v)/ov

(58)
oF, (v) can be obtained from Eq. (57) and the derivative of the Mie response can be

expressed in terms of the sensitivity to frequency changes (Eq. (48)).

SF, =F,(v)/ASR } L Fo(v)
oF, (v)/ov="F, (v)o(v) ~ASRF, (v)6(v)

Because it is usually obtained from a sample of the emitted pulse, the measurement of the
emitted frequency is not affected by Rayleigh contamination, therefore the error given by Eq.
(59) is directly the error in the Doppler shift determination. The error in the measurement of
the radial velocity ov, can be obtained therefore as

(59)

AF
5v. =L a5 = (V) (60)
2 2ASRF,, (V)H(V)
The bias error in the velocity determination due to Rayleigh contamination depends therefore,
not only on the Rayleigh-to-Mie ratio but also on the detected frequency (v ), that is, on the
measured velocity.

As it will be later calculated in section 0, in a Doppler wind lidar using the edge technique the
bias error originated by the Rayleigh contamination cannot be neglected and must be avoided
or removed. Contrarily to what happens with the noise-induced error, this error does not arise
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from random processes and cannot be reduced by means of sample averaging. A suitable
solution in this case consists in adding to the system the capability of separating both
components and subtracting the Rayleigh background from the detected signals [2], [57],
[49]. A way to do it is using a second optical filter (Filter 2 in Fig. 14) whose response
transmits the aerosol component (and also a small part of the molecular return) and rejects
most of the Rayleigh component. With the knowledge of the filter response and an estimate
of the Rayleigh spectral width, the magnitude of the Rayleigh background component in the
detected signals can be determined and its effect removed.
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Fig. 14. Edge-technique-based Doppler wind lidar with detection of the Rayleigh component. Filter |
is used for the edge-technique implementation while Filter 2 helps to determine the Rayleigh
component in the detected signals.

The detected signals S,,S,, and S, at the outputs of the three photoreceivers can be
expressed as a function of Mie and Rayleigh components of the incident signal as

S =q I:PM Fiy (V)+PR Fip (V):l (61)
S, =a, |:PM Fou (V)"'RerR (V)] (62)
S, =a, (PM + P, ) R (63)

where F,, (v), Fz(v), F,,, (v) and F,,(v) are the frequency responses of filters 1 and 2

when Mie and Rayleigh components are considered separately and ¢, «, and o, are

constants including the gain of the photo-receivers and constants in the respective optical
paths to the detectors. From the signals in the photo-receivers 2 and 3 (Egs. (62) and (63)) the
Rayleigh component of the incident signal can be derived.

_ Sy Fysy (v)/os =S,/
fe Fy, (V)_FRz (V)

For Eq. (64) to be a useful expression, it is necessary that both frequency responses (£, ,, (V)

(64)

and F), (v)) do not change significantly within the range of signal frequencies so that they

can be considered as constants that can be calibrated. Filter 2 should present therefore a
bandwidth significantly bigger than this frequency range and should be tuned to the emitted
frequency. Fig. 15 shows a representative example of such configuration: its bandwidth is
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500 MHz (e. g., F = 12.5 and d = 2.4 cm), the maximum range of measurable velocities is +
25 m/s, the temperature is 300°K and the laser emits 10 ns pulses at 1064 nm.

Return at vel. max.(+)
Return at vel. max.(—)
Mie response

......... Rayleigh response
————— Emitted pulse

Fig. 15. Mie and Rayleigh responses of filter 2, along with the spectrums of the emitted pulse and the
return at the extremes of the measurable velocity range (HMFW = 500 MHz, velocity range is +25
m/s, T = 300°K, 7, = 10 ns and Ay = 1064 nm).

Once the Rayleigh component of the incident light is known, the Mie components of the
signals in detectors 1 and 3 can be determined as

a, FlR (V)[S3 FMz (V)/a3 - Sz/az]
Fo, (V)= Fpy (v)

S5 Fs (V) -S, a/a,
F, (V)= Fp (V)

where the Rayleigh response in filter 1 and, as stated above, both Mie and Rayleigh responses
in filter 2 do not change significantly in the dynamic range of signal frequencies and can be
determined from the knowledge of the frequency response of the filters and the estimation of
the spectral width of the Rayleigh return. Once the detected signals are clean of Rayleigh
contamination, the measurement of the velocity is, if the residual error arising from the fact

that F, (v), F,,, (v) and F,, (v) are not strictly constant in the velocity range is neglected,

S1M:S1_a1PRF1R(V):S1_

; (65)

S3M:S3_a3PR:S3_ > (66)

free of the Rayleigh-induced bias error.
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5 Design and performance analysis of the
Doppler receiver in edge-technique-based
lidars

General expressions for characterizing the quality of the velocity measurements —uncertainty
and bias— by an edge-technique-based Doppler lidar using a Fabry-Perot interferometer as
frequency discriminator have been derived in chapter 4.

In this chapter, the expressions obtained to calculate de uncertainty of the measurements will
be first used both to calculate the optimal configuration of the frequency discriminator and to
estimate the precision of the measurements. This design and analysis will be carried out for
two different edge-technique-based Doppler lidar systems: a Doppler velocimeter using
continuous-wave radiation (section 5.2) and a range resolving edge-technique-based Doppler
wind lidar relying on aerosol return (section 5.3).

In both cases, the calculations will be made, first, as a function of the received power and, in
the case of the atmospheric system, also the aerosol scattering ratio (ASR). The corresponding
conclusions will be therefore in this stage independent of the power budget of the instrument.

In the case of the wind lidar, after this power-budget-independent, general analysis, power
budgets in different measuring scenarios will be also calculated for the planned UPC system
(section 5.3.4). Then, precision parameters (uncertainty, range resolution and temporal
resolution) will be estimated and compared with several reference examples (section 5.3.4.3).

Finally, the effect of the Rayleigh contamination on the accuracy of aerosol-based velocity
measurements that has been described in section 4.4.3 will be also calculated for the UPC
system in different measuring scenarios (section 0).
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5.1 Design parameters

In sections 5.2.2 (continuous wave velocimeter) and 5.3.2 (wind lidar) the optimal
configuration of the frequency discriminator of the edge-technique receiver —in this case a
Fabry-Perot interferometer— will be calculated by means of minimizing the uncertainty and
respecting some design constraints. As seen in section 4.4.1, the uncertainty depends on the
sensitivity to velocity changes and on the signal-to-noise ratio (Eq. (46)). The signal-to-noise
ratio depends on the distance and the scattering properties of the target and on a variety of
transmitter and receiver parameters. Distance and scattering properties of the target define
different measuring scenarios to have into account in the calculation of the system power
budget but they are not parameters of the lidar instrument. The transmitter and the receiver
parameters that have influence only on the signal-to-noise ratio (transmitted power, receiving
area of the telescope, responsivity of the detectors, etc.) will not be considered a design
parameter in this section. Of course, they must provide the best signal-to-noise-ratio possible
and their characteristics have been chosen, according to this criterion, depending on the type
of system to be designed and on availability and budget considerations. The second term
appearing in the uncertainty expression, the sensitivity to velocity changes, depends basically
on the slope of the frequency response of the optical filter used as discriminator. Without
considering other effects, the response should be, in the frequency zone where measurements
have to be made, as steep as possible, which implies that the filter should be as selective as
possible. This condition however is limited by two constraints. First, a very selective filter
can result in a working frequency range, defined by the zone of the response where the slope
is steep enough, smaller than the required. Second, in pulsed regime, a smaller bandwidth
results in a loss of transmission that, as a side effect, impairs the signal-to-noise ratio and as a
consequence, the uncertainty. The frequency response bandwidth will be thus the design
parameter of the Doppler receiver that will be calculated to optimize the system precision
respecting the minimum measurable velocity range of the system.

5.2 Continuous-wave hard-target velocimeter

As mentioned in the introduction of this chapter, in the frame of the development process of
an aerosol Doppler wind lidar based on the edge-technique, a low-power, continuous-wave
velocimeter, designed for measuring the speed of hard-targets, has been built and assessed.
The use of this prototype permits to avoid difficulties related to the use of atmospheric lidar
signals when assessing the edge-technique implementation. Contrary to what happens in
atmospheric lidar systems, the processed signals have, in this case, continuous, constant and
predictable power. It is also easier to obtain independent reference measurements of the
detected velocity. In this section, the design and the performance analysis of the Doppler
receiver in such a prototype is presented.

5.2.1 Main system parameters

The parameters of the transmitter, the Fabry-Perot interfometer and the optical receiver that
have been used in the prototype and that are required for carrying out the calculations
presented in this section are summarized in Table 1.
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Nd:YAG laser

Transmitter
Spectra Physics 6350-ETN

Wavelength 1064 nm
Linewidth <10 kHz
Detector Hamamatsu S8890-15 APD
Avalanche gain 100
Intrinsic responsivity 0.25 (A/W) (@ 1064 nm)
Dark current (before multiplication) 10 nA (Typ)
Receiver Transimpedance amplifier
Bandwidth 100 kHz
Input equivalent noise current 6.12 pA/ JHz

. . Fabry-Perot interferometer
Optical filter Melzs Griot 13 FPI-025
Finesse 45
Cavity length 0.8 — 10 cm (adjustable)

Table 1. Parameters of the laser, the optical receiver and the optical filter in the continuous-wave
prototype.

5.2.2 Optimization of the frequency discriminator

The bandwidth of the frequency response of a Fabry-Perot interferometer —the parameter to
be optimized— depends on the finesse and on the cavity length. The finesse of the
interferometer is not an easily adjustable parameter; it has been measured in the laboratory
under the operating conditions resulting in ' = 45. On the other hand, the cavity length is, in
the case of the instrument used at the UPC laboratory, adjustable (from 0.8 to 10 cm) and it
will be therefore the parameter that will be used to tune the response bandwidth.

5.2.2.1 Frequency response

The frequency response of a Fabry-Perot interferometer to continuous-wave radiation is
given by Eq. (35). Fig. 16 shows this response for different configurable cavity lengths when
the finesse is fixed to the measured value (F = 45).

Fig. 17 shows, also for the measured finesse (/' = 45, highlighted curve), the filter bandwidth
as a function of the cavity length. The filter bandwidth ranges from 33 MHz (d = 10 cm) to
417 MHz (d = 0.8 cm). It is worth to be noted that, comparing these values with the linewidth
of the laser that will be used, the assumption of pure sinusoidal operation is valid. The figure
also shows the same curve for other values of the finesse (from 30 to 55). As stated by Eqgs.
(37) and (36), the filter bandwidth decreases for longer cavities and higher finesse.
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Fig. 16. CW frequency response for configurable values of the cavity length when F = 45.
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Fig. 17. Bandwidth of the CW frequency response as a function of the cavity length for different
values of the finesse.

5.2.2.2 Sensitivity to velocity changes

Since the measured velocities are related to Doppler frequency shifts (Eq. (1)), the sensitivity
to velocity changes along the slope of the filter response, defined in section 4.4.1 as a
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function of the measured radial velocity (v, ), (Eq. (48)), can be expressed also as a function
of the detected frequency (v ):

ARG )

o)=0.[n ()= Elv.(v)] ov

Calling F, [ v, (v)]|=F(v):

1 oF(v)ov 2 1 0F(v)
V=50 v v, A F() v (%)

where F(v) is the frequency response of the filter. In the case of continuous-wave
illumination, the frequency response is the continuous-wave transmission function ( f (v),

Eq. (35)) and the sensitivity to frequency changes can be written as

_2 1 o)
o f(v) ov
Fig. 18 shows the sensitivity to frequency changes along the filter slope for different

configurable values of the mirror spacing when the finesse is equal to the measured value F' =
45.
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Fig. 18. Sensitivity to velocity changes along the slope for different values of the cavity length when F
=45.

As the cavity length grows, the filter becomes more selective and as a consequence, the
sensitivity increases. However, as mentioned in section 5.1, there exists another effect that
has to be considered. Besides higher sensitivity, the response of a selective filter also has a
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narrower sensitive zone, i. e. the frequency zone where the slope is steep enough, limiting the
range of measurable Doppler frequency shifts. Sensitivity-based bandwidth is a new
parameter defined here for quantifying, using the sensitivity as criterion, the usable range of
the slope. Locating the emitted frequency in the point of maximum sensitivity and
considering a symmetric measurable range of frequencies with respect to zero, it is defined as
the frequency range where the sensitivity of the response is at least the 50% of its maximum.
If received frequencies are translated to measured radial velocities using Eq. (1), it can be
defined the sensitivity-based velocity range of the measuring system. Fig. 19 shows, for
different values of the finesse, the maximum sensitivity to velocity changes (left) —which
grows with the cavity length— and the sensitivity-based velocity range —smaller for longer
cavities— as a function of the cavity length for different values of the finesse.
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Fig. 19. Maximum sensitivity to velocity changes (left) and sensitivity-based velocity range as a
function of the cavity length (vight) for F = 30, 45 and 55.

5.2.2.3 Signal-to-noise ratio

After the sensitivity to velocity changes, the signal-to-noise ratio in the determination of the
frequency response is the second term required for calculating the uncertainty of the
measurements (Eq. (46)). In this section, this parameter will be calculated, using Egs. (49)
and (51), for different values of the cavity length along the slope of the filter response. The
continuous-wave analysis of the Doppler detector is carried out for designing a prototype that
will be operated under controlled conditions in a laboratory, where no background radiation
will be collected by the receivers. Considering this and also identical photo-receivers, the
signal-to-noise ratio at the output of both devices (det 1 and det 2 in Fig. 11 (right)) is
calculated as

R, Py (M)
J24 (MY F, BR(Py +iye/R)+(i2) B
where Ps; and Py, are the optical powers on detectors 1 and 2:
Py =Ty P, £ (v,,), (71)

P, =Ry B,

in

SNR, = ; i=12, (70)

(72)
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In the equations above, Ts and Rps are respectively the transmittance and reflectance of the
beamsplitter used to separate the collected light in two channels (Fig. 11 (right)), P;, is the

incident optical power before the beam-splitter and f (vm) is the frequency response of the

filter for continuous-wave illumination at the incident frequency 1;,. As an example, a
representation of the signal-to-noise ratio along the slope of the response for the available
range of the cavity length is displayed in Fig. 20 when the incident power is 100 nW and no
averaging is performed (AF = 1). The rest of parameters of the Doppler receiver are the ones
listed in Table 1.
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Fig. 20. Signal-to-noise ratio of the frequency response measurement along the slope, when P, = 100
nW and no averaging is performed

As it can be observed, along with the sensitivity to velocity changes, the signal-to-noise ratio
also imposes restrictions on the measurable velocity range. The combination of both
contributions will become apparent in the analysis of the uncertainty.

5.2.2.4 Uncertainty-based velocity-range. Optimal cavity length

The uncertainty of the measurements can be calculated from the signal-to-noise ratio and the
sensitivity to velocity changes (Eq. (46)). As an example, Fig. 21 shows the uncertainty along
the slope of the filter response for a set of configurable cavity lengths under the same
conditions than in Fig. 20.

The effect of both the sensitivity to velocity changes and the signal-to-noise ratio limit the
measurable velocity range, and, due to the narrower response, this constraint is more
restrictive for long cavity lengths. As the uncertainty includes both contributions, a new
parameter, the uncertainty-based velocity-range, has been introduced in order to valuate the
measurable velocity range of the system in each measuring condition. This parameter is
defined, similarly to the sensitivity-based velocity-range parameter (section 5.2.2.2), as the
range of velocities for which the expected error remains below the double of its minimum. It
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has been calculated assuming that zero velocity is located at the point of maximum precision
(minimum uncertainty) and considering that the velocity range to be measured is symmetric
with respect to zero. Fig. 22 illustrates this definition for a fixed value of the cavity length.
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Fig. 21. Calculated uncertainty of the measurements along the slope of the filter for different
configurable values of the cavity spacing (d), when P;, = 100 nW and no averaging is performed.
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Fig. 22. Definition of the uncertainty-based velocity-range using the calculation of the measurement
uncertainty as a function of the measured radial velocity.

An analysis of the uncertainty-based velocity range is carried out here for establishing the
range of useful cavity lengths. By useful cavity length it is meant the one with a resulting
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uncertainty-based velocity-range greater than the required velocity dynamic range, which has
to be a specification of the measuring system. This analysis, and also further uncertainty
calculations, is made for different values of the incident power P;. Table 2 shows the
uncertainty-based velocity-range for different values of the incident power and the cavity
length. The rest of system parameters are the same than those in section 5.3.2.3.

q Uncertainty-based velocity-range (xm/s)
Pin=1nW | Pi\,=10nW | P;; =0.1 uW | Pj, =1 uW | Pj, = 10 uW
0.8 50.85 52.62 58.22 61.48 61.96
1.2 33.85 35.10 38.83 40.99 41.32
1.6 25.38 26.29 29.11 30.74 30.98
2.0 20.30 21.02 23.27 24.56 24.75
2.4 16.95 17.52 19.39 20.49 20.64
2.8 14.51 15.03 16.61 17.52 17.72
3.2 12.69 13.12 14.56 15.37 15.47
3.6 11.25 11.68 12.93 13.65 13.74
4.0 10.15 10.49 11.63 12.26 12.40
4.4 9.24 9.58 10.58 11.16 11.25
438 8.47 8.76 9.67 10.20 10.29
5.2 7.80 8.09 8.91 9.43 9.53
9.6 4.21 4.36 4.84 5.12 5.12
10.0 4.02 4.17 4.64 4.88 4.93

Table 2. Uncertainty-based velocity-range for configurable cavity lengths.

Shaded cells correspond to non-usable cavity lengths in each measuring condition when the
velocity dynamic range is fixed to = 10 m/s. In the case of the system parameters used in
these calculations (Table 1), it is shown that for measuring velocities up to 10 m/s within the
uncertainty-based velocity-range of the response, it is necessary that the cavity is shorter than
4 cm.

It can also be observed that the uncertainty-based velocity-range presents certain dependence
on the incident power. This is due to the effect of the signal-to-noise ratio, whose dependence
on the detected frequency is stronger at low incident power, when the dark current and the
thermal noise dominate over the signal shot-noise. In such case, the signal-to-noise ratio in
the detector at the output of the filter is proportional to the incident power and, as a
consequence, to the frequency response. On the other hand, if the signal shot-noise is the
dominant term, the signal-to-noise ratio results to be proportional only to the square root of
the signal, being therefore less frequency selective (see Egs. (70) and (71) in section 5.2.2.3).

Table 3 shows, for the useful values of the plate spacing, the measurement uncertainty
averaged along the whole measurable velocity range (Eq. (73)).

1 +Avy

(v =5 | o). (73)

where Ay, is the uncertainty-based velocity-range and 5(vr) is the uncertainty as a function

of the measured radial velocity. As expected, the longer is the cavity lower is the uncertainty,
being therefore d = 4 cm the best value of the cavity spacing respecting the system
uncertainty-based velocity-range constraint.
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d(cm) Mean uncertainty <8>2AVU (m/s)
Pin=1nW | P;,=10nW | P;, =0.1 l.,lW Pin=1 },I.W Pin=10 },I.W
0.8 33.921 3.843 0.683 0.190 0.059
1.2 22.757 2.577 0.457 0.127 0.040
1.6 17.223 1.949 0.345 0.096 0.030
2.0 13.943 1.576 0.278 0.077 0.024
2.4 11.795 1.332 0.234 0.065 0.020
2.8 10.298 1.161 0.204 0.056 0.018
3.2 9.222 1.037 0.181 0.050 0.016
3.6 8.429 0.946 0.164 0.045 0.014
40 | 7858 0.878 0.151 0.041 0.013

Table 3. Average uncertainty within the measurable velocity range for useful values of the cavity
length.

5.2.3 Precision of the velocity measurements

5.2.3.1 Uncertainty of the individual measurements

Table 4 shows, for the best value of the cavity length (d =4 cm), a more detailed description
of the uncertainty, including the location of the minimum uncertainty. For these calculations
it has been assumed that the zero velocity, i. e. the emitted frequency, has been locked in each
case at that point of the response.

Uncertainty parameters Pin=1nW | P{=10nW | P{,=0.1 uyW | Pjn =1 pW | Pjp = 10 pW
Location of zero velocity (MHz) 27.36 28.26 31.05 32.49 32.76
Uncertainty at +10 m/s (m/s) 13.118 1.396 0.212 0.056 0.017
Uncertainty at 0 m/s (m/s) 6.752 0.765 0.136 0.038 0.012
Uncertainty at -10 m/s (m/s) 8.660 0.965 0.163 0.044 0.014
Mean Uncertainty (m/s) 7.858 0.878 0.151 0.041 0.013

Table 4. Uncertainty parameters (d = 4 cm, F = 45).

5.2.3.2 Measurements averaging. Time resolution

For improving these uncertainty figures, sample averaging should be performed. It can be
derived from Egs. (46), (49) and (52) that applying an averaging factor AF would reduce the
uncertainty in each case by a factor equal to JAF . As a result, if the incident optical power
is for instance 10 nW (for which the mean uncertainty without averaging is 0.878 m/s) and an
average uncertainty of 0.2 m/s is required, the averaging factor should be

AF 2(0.878/0.2)2 =19.27. Table 5 shows the mean uncertainty in the whole velocity

dynamic range for different values of the averaging factor AF (number of accumulated
samples), whereas Table 6 shows the averaging factor needed to achieve, for each incident
optical power, a given expected error.

For an optimal noise performance, the electrical bandwidth of an optical receiver should be
limited by the sampling rate of the acquisition system. In the case of the receiver considered
in these calculations, an electrical bandwidth of 100 kHz, permits a sampling rate AT = 200
ks/s and a time resolution of the measurements equal to 1/200000 = 5 us. Performing sample
averaging makes the time resolution decrease proportionally to the applied averaging factor.
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AF Pin=1nW | P, = 10 nW Pin=0.1 ],LW Pin=1 uW Pin=10 uW
1 7.858 0.878 0.151 0.041 0.013
10 2.485 0.278 0.048 0.013 0.004
100 0.786 0.088 0.015 0.004 0.001
1000 0.248 0.028 0.005 0.001 0.000
10000 0.079 0.009 0.002 0.000 0.000
100000 0.025 0.003 0.000 0.000 0.000

Table 5. Mean uncertainty when sample averaging is applied (d = 4 cm, F = 45)

Required Required averaging factor
uncertainty (m/s) | Pi,=1nW | Pj{=10nW | P;; =0.1 yW | Pj, =1 pW | P;, = 10 pW
0.10 6175 78 3 1 1
0.20 1544 20 1 1 1
0.30 687 9 1 1 1
0.40 386 5 1 1 1
0.50 247 4 1 1 1
0.60 172 3 1 1 1
0.70 127 2 1 1 1
0.80 97 2 1 1 1
0.90 77 1 1 1 1
1.00 62 1 1 1 1

Table 6. Required averaging factor for different values of uncertainty and incident power (d = 4 cm,
F=45)

From the previous results it can be said that, as long as there are not strict time restrictions
and a time integration of 50 ms is allowed (4F = 10000), such a system is able to obtain
measurements with low uncertainty (better than 0.08 m/s) even when the received optical
power is as low as 1 nW. If more dynamic measurements have to be made and the integration
time is limited, the expected error grows. As example, for an integration time fixed to 5 ms
(AF = 1000), the error rises up to 0.25 m/s if the incident power P;, is 1 nW and 0.03 m/s
when P, = 10 nW. Finally, if the incident optical power is greater than 100 nW, velocity
measurements with an error equal to 0.15 m/s can be obtained with a time resolution of 5 ps
(no averaging). If the acquisition rate was different than 200 ks/s, the time resolution figures
presented here would of course also change in the same proportion (as far the electrical
bandwidth was the same).

5.3 Aerosol Doppler wind lidar

The design and the performance analysis of the Doppler receiver of an edge-technique-based
aerosol Doppler wind lidar will be made in this section.

5.3.1 Main system parameters

The parameters of the transmitter, the receiving optics, the frequency discriminator and the
optical receiver that will be used in this section to carry out the calculations are the ones of
the available instruments that will eventually be part of the UPC aerosol Doppler wind lidar.
They are summarized in Table 7. The main differences with respect to the continuous-wave
prototype are of course in the transmitter, in this case a 1 J pulse energy, injection-seeded
pulsed laser. However, some differences can be also found in the receiver. First, its
bandwidth is significantly bigger in order to permit a sampling rate adapted to the high range
resolution required in wind measurements. This affects strongly to the resulting signal-to-
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noise ratio and to the measurement uncertainty. On the other hand, and as a consequence of
this bigger required bandwidth, the transimpedance amplifiers have to be implemented using
wideband operational amplifiers, whose noise parameters are also different than those ones
used in the continuous-wave velocimeter. Finally, a conservative value of the Finesse, lower
than the one used in the continuous-wave case, has been used in the calculations.

Transmitter Injection-seeded Nd:YAG laser
Spectra Physics GCR-190

Wavelength 1064 nm
Pulse energy 1]
Pulse duration 10 ns
Telescope
Diameter 20 cm
Detector Hamamatsu S8890-15 APD
Avalanche gain 100
Intrinsic responsivity 0.25 (A/W) (@ 1064 nm)
Dark current (before multiplication) 10 nA (Typ)
Receiver Transimpedance amplifier
Bandwidth 10 MHz
Input equivalent noise current 2.97 pA/ JHz

. . Fabry-Perot interferometer
Optical filter Melzs Griot 13 FPI-025
Finesse 35
Cavity length 0.8 — 10 cm (adjustable)

Table 7. Parameters of the laser, the telescope, the optical receivers and the optical filter in the
aerosol system.

5.3.2 Optimization of the frequency discriminator

Regarding the pulsed operation of the transmitter in this type of system, the spectral width of
the filter response depends not only on the finesse and the cavity length, but also on the pulse
duration (see section 4.3). Nevertheless, this parameter —which depends on the laser— is not
adjustable in the transmitter and has to be again the interferometer the element to be
optimized. Like in section 5.1, the cavity length will be the parameter that will be tuned for
optimal performance.

5.3.2.1 Frequency response

The resulting frequency response of any filter to a band-pass signal is broader than in the case
of continuous-wave operation (see section 4.3). One of the direct consequences of this
broadening is a smaller slope, which implies lower sensitivity to velocity changes and, under
the same conditions, bigger expected error (uncertainty) in the velocity determination.
Secondly, the maximum transmission of the filter suffers a loss with respect to the
continuous-wave case. As example of these effects in an aerosol based system, Fig. 23 shows,
comparing with the CW case, the resulting normalized frequency response of a Fabry-Perot
interferometer (finesse F' = 35 and cavity spacing d = 3.6 cm) to a Fourier-limited Gaussian
pulse of light (duration 7, = 10 ns).
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Fig. 23. Frequency response of a Fabry- Perot interferometer to pulsed light (F = 35, d = 3.6 cm and
7, = 10 ns).

Fig. 24 shows the normalized frequency response of the Fabry-Perot for different
configurable values of the cavity length, also when ' =35 and 7, = 10 ns. Fig. 25 shows the
cavity length dependence of the resulting bandwidth and the maximum transmission of the
frequency response.
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Fig. 24. Frequency response for configurable values of the cavity length for F = 35 and 1, = 10 ns.
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Fig. 25. Maximum transmission and bandwidth of the frequency response as a function of the cavity
length for F = 35 and 1, = 10 ns.

As expected, a longer cavity results in a more selective response (Egs. (36) and (37)).
Nevertheless, since the pulse duration is a fixed parameter, there is a saturation value for the
bandwidth of the pulsed frequency response given by the spectral width of the emitted pulse
(in this case 88 MHz). However, as mentioned above, it can be seen that, apart from
providing narrower filters, steeper slope and higher sensitivity to velocity changes, the longer
is the cavity the smaller is the transmission of the filter, which will affect, in this case
negatively, the signal-to-noise ratio and the uncertainty of the measurements.

5.3.2.2 Sensitivity to velocity changes

As example of the effect of the pulsed illumination on the system sensitivity to velocity
changes, Fig. 26 displays, comparing with the CW case, the overall sensitivity of the
interferometer (finese F' = 35, cavity spacing d = 3.6 cm and A = 1064 nm) to 10 ns duration
Gaussian pulses of light.
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Fig. 26. Sensitivity to velocity changes (F = 35, d = 3.6 cm, 7, = 10 ns and A = 1064 nm)

Fig. 27 shows the sensitivity to velocity changes along the slope of the frequency response
for different values of the cavity length.
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Fig. 27. System Sensitivity to velocity changes along the filter slope for different configurable cavity
lengths for F = 35, 7, = 10 ns and A = 1064 nm.

As in the continuous-wave case, longer cavities provide higher maximum sensitivity and, at
the same time, a narrower sensitive zone in the response that limits the measurable velocity
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range. In Fig. 28, two plots can be found: one shows the maximum sensitivity and the other
one the sensitivity-based velocity-range (defined as in section 5.2.2.2), both of them as a
function of the cavity length.
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Fig. 28. Maximum system sensitivity and sensitivity-based velocity-range as a function of the cavity
length for F = 35, 7, = 10 ns and A = 1064 nm.

5.3.2.3 Signal-to-noise ratio

Egs. (51) and (52) will be used in this section for calculating the signal-to-noise ratio at the
output of each receiver and Eq. (49) will provide the signal-to-noise ratio in the measurement
of the frequency response. In a Doppler wind lidar relying in aerosol return, the Rayleigh
component of the detected signal is essentially insensitive to Doppler shifts because of its
wide spectrum with respect to the filter response and consequently can be considered as a
background component that contributes to the overall shot-noise. Considering identical
detectors, the signal-to-noise ratio at the output of each receiver when no averaging is applied
will be therefore calculated as follows:

i - R 5 )

 24(M)Y FBR[By + Pyt i R+ (%)) B

D i=1,2. (74)

B, and P,, are the Mie components of the optical power on the receivers:
})leTBSPMFM(Vp+fD)’ (75)
By = Rys By (76)

with P,, the Mie (aerosol) component of the collected optical power, F,, (v) the frequency

response of the filter for the Mie component, and T}, and R, respectively the transmittance
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and reflectance of the beamsplitter used in Fig. 11 (right) to divert the collected light to either
receiver. B, and P, are the Rayleigh background components:

RR:TBSB?FR(Vp_'_fD)’ (77)

P, (78)

2R

=Rys B

with P, the Rayleigh (molecular) component of the collected optical power and F, (v) the
frequency response of the filter for the Rayleigh component.
The lidar equation (Eq. (33)) permits to calculate the power received from a distance R. The

difference between the Mie and the Rayleigh components will be given by the use of
different volume backscattering coefficients.

P, (R)= E; ;:; B, (R) exp[—2ja(z)dz} , (79)
P (R)= % B (R) exp[—2ja(z)dz} , (80)

where E7 is the transmitted pulse energy and A, the telescope receiving area; f,, (R) and
Br (R) are respectively the Mie and Rayleigh volume backscattering coefficients at range R

and a(z) is the extinction coefficient along the path. The extinction coefficient depends on

both aerosol and molecular absorption and scattering and is common to both components.

In this section, the power of the Mie return (P, (R) ), which is the signal term in the

expressions of the signal-to-noise ratio, will be used as the primary input parameter. In such
way, the conclusions will have a more general nature: they will refer to the Doppler receiver
independently of the power budget of the system. The Rayleigh component on the return
signal, which determines the background shot-noise and, as a result, has an influence on the
expected error, will be calculated from the Mie component and the aerosol scattering ratio

(ASR(R)) (see Eq. (6) in section 3.1.3), which describes the proportion of the Rayleigh

component in the overall return. Taking thus in account the expressions of the Mie and the
Rayleigh components (Eq. (79) and Eq. (80)) and the definition of the aerosol scattering ratio
given by Eq. (6), the power of the Rayleigh component can be calculated as

r,(r)=—l8)_

"~ ASR(R)-1' (1

As example, the signal-to-noise ratio of the measurement has been calculated for an aerosol
return of 10 nW and an aerosol content described by ASR = 2 when an averaging factor AF =
1000 is applied. The results are shown in Fig. 29 for different values of the cavity length.

As expected, the combined effect of both a narrower bandwidth and —contrary to the
continuous-wave case— lower filter transmission can be noticed as the cavity length grows.
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Fig. 29. Signal-to-noise ratio for Py = 10 nW, ASR = 2 and AF = 1000, for different values of the
cavity length.

5.3.2.4 Uncertainty-based velocity-range. Optimal cavity length

Fig. 30 shows, as example, the uncertainty of the measurements (Eq. (46)) along the slope of
the filter response for a number of cavity lengths, under the same conditions than in Fig. 29.
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Fig. 30. Calculated uncertainty Py = 10 nW, ASR = 2 and AF = 1000 for different values of the cavity
length.
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Similarly to the continuous-wave case, the effect of both the sensitivity to velocity changes
and the signal-to-noise ratio limits the measurable velocity range and, due to the narrower
response, this constraint is more restrictive for longer cavity lengths. The uncertainty-based
velocity-range, defined in the same way than in section 5.2.2.4, will be calculated too in this
case and will be used as a design constraint when minimizing the uncertainty.

The uncertainty analysis will be carried out for different values of the Mie return power. For
each instance, different aerosol loading conditions will result in different uncertainty figures
as the Rayleigh background has different influence on the signal-to-noise ratio. In this sense,
three values of ASR are tested for each received power. ASR = 11 corresponds to an
atmosphere with high aerosol content, a typical situation within the boundary layer and on
clouds, ASR = 2 describes a clean atmosphere that can be found at low altitudes above the
boundary layer and ASR = 1.1 defines a practically aerosol-free atmosphere, which can be
usually found above 6 km altitude. The optimal cavity length in each case will be found
applying the same design conditions and constraints than in section 5.2.2.4.

First, an analysis of the uncertainty-based velocity-range is carried out for establishing the
range of usable cavity lengths. Table 8 shows this parameter for each considered Mie
received power in each aerosol loading condition for different values of the cavity length.
The rest of system parameters used in these calculations are the same than those in section
5.3.2.3.

Uncertainty-based velocity-range (£ m/s)

d Py=1nW Py =10 n\W Pum =100 nW Puw=1 pW

©M) "AsR | ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR
11 | 2 11 | 11| 2 11 | 11 | 2 11 | 11| 2 11

0.8 | 73.58 | 69.00 | 68.36 | 85.44 | 76.45 | 74.11 | 90.28 | 83.58 | 80.81 | 90.92 [ 85.07 | 82.46
1.2 | 50.70 | 47.61 | 47.19 | 58.57 | 52.67 | 51.18 | 61.82 | 57.56 | 55.86 | 62.24 | 58.63 | 56.98
1.6 | 39.63 | 37.35 | 37.03 | 45.70 | 41.23 | 40.11 | 48.20 | 45.06 | 43.84 | 48.52 | 45.91 | 44.74
2.0 | 33.30 | 31.44 | 31.18 | 38.25 | 34.69 | 33.78 | 40.38 | 37.93 | 36.97 | 40.64 | 38.62 | 37.77
24 2921 [27.66 | 27.45 [ 33.52 [ 30.48 | 29.69 | 35.38 | 33.41 | 32.61 | 35.64 | 34.05 | 33.30
2.8 |26.39 | 25.00 | 24.84 | 30.22 | 27.56 | 26.87 | 31.92 | 30.27 | 29.53 | 32.13 | 30.91 | 30.27
3.2 | 2431 [ 23.09 | 22.93 | 27.88 | 25.48 | 24.84 | 29.42 | 28.04 | 27.40 | 29.63 | 28.62 | 28.09
3.6 | 22.77 | 21.65 | 21.55 | 26.01 | 23.83 | 23.30 | 27.56 | 26.28 | 25.75 | 27.72 | 26.87 | 26.44
4.0 | 21.49 | 20.54 | 20.38 | 24.58 | 22.61 | 22.08 | 26.01 | 24.95 | 24.47 | 26.23 | 25.54 | 25.22
44 [20.59 | 19.63 | 19.47 | 23.41 | 21.60 | 21.12 | 24.79 | 23.89 | 23.51 | 25.06 | 24.47 | 24.15
48 [19.74 | 18.89 | 18.78 | 22.45 | 20.69 | 20.27 | 23.83 | 22.98 | 22.66 | 23.99 | 23.57 | 23.35
9.6 | 15.37 | 14.95 | 14.90 | 17.24 | 16.17 | 15.96 | 18.30 | 18.25 | 18.25 | 18.46 | 18.99 | 19.21
10.0 | 1522 | 14.79 | 14.74 | 17.02 | 16.01 | 15.80 | 18.03 | 18.09 | 18.09 | 18.19 | 18.78 | 19.05

Table 8. Uncertainty-based velocity-range for configurable cavity lengths.

Not-shaded cells correspond to usable cavity lengths in each measuring condition when the
velocity dynamic range is fixed to + 25 m/s. In this case, measuring velocities up to 25 m/s
within the uncertainty-based velocity-range of the response in all the situations require a
cavity not longer than 2.4 cm.

Table 9 shows, for usable values of the plate spacing, the mean uncertainty (calculated from
the values along the whole measurable frequency range (Eq. (73))).
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Mean uncertainty: expected error (m/s)

d Pm=1nW Pm=10 nW Pwm=100 N\W Pw=1 pW
(€M) ["ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR
1.1 2 1 |11 2 | 1|12 1|2 |1

0.8 |[292.42 | 246.80 | 241.63 | 61.00 | 37.49 | 34.15 | 17.88 | 9.58 | 8.29 | 5.61 | 2.95 | 2.53
1.2 | 203.43 | 172.66 | 169.20 | 41.95 | 25.98 | 23.72 | 12.26 | 6.59 | 5.71 | 3.84 | 2.02 | 1.74
1.6 | 161.43 | 138.02 | 135.39 | 32.78 | 20.51 | 18.79 | 9.53 | 5.15 | 448 | 298 | 1.58 | 1.36
20 | 138.18 | 119.13 | 116.99 | 27.57 | 17.45 [ 16.04 | 7.96 | 433 | 3.77 | 2.49 | 1.32 | 1.14

24 | 124.25 | 108.07 | 106.27 | 24.31 | 15.59 [ 14.38 | 6.97 [ 3.82 | 3.34 | 2.18 | 1.16 | 1.01

Table 9. Mean uncertainty along the measurable frequency range for usable values of the cavity
length.

As expected, the longer is the cavity the lower is the uncertainty, being therefore d = 2.4 cm
the best value of the cavity spacing respecting the system uncertainty-based velocity-range
constraint.

5.3.3 Precision of the velocity measurements

In this section, the uncertainty of the velocity measurements will be analyzed in detail when
the configuration of the frequency discriminator is the one calculated in section 5.3.2.4
(cavity length d = 2.4 cm).

5.3.3.1 Zero velocity location

The uncertainty calculations presented in section 5.3.2.4, used to optimize the interferometer
configuration, have been made assuming that the zero velocity is located on the point of the
filter response with maximum precision (minimum uncertainty). This point depends, for each
value of the cavity length, on the received power and on the characteristics of the atmosphere
(ASR). Table 10 shows, when the interferometer is set to its optimal configuration (d = 2.4
cm), this position in terms of distance to the resonance peak of the response in all the
measurement conditions considered in the previous sections.

Zero velocity location, which is the point where the emitted frequency has to be locked, has
nevertheless to be a fixed input parameter of the measuring system. It is not possible to
optimize this parameter in all conditions; hence the mean of all the values (87.3 MHz) has
been chosen as system parameter and will be used from now on.
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Table 10. Position of the point with minimum uncertainty for d = 2.4 cm, F = 35, 7, = 10 ns and A =

1064 nm.

Minimum Uncertainty
Pu | ASR location (MHz)

1.1 80.60

1nW 2 76.00
11 75.40

1.1 92.20

10 nW 2 83.70
11 81.40

1.1 96.90

100nW | 2 91.20
11 88.80

1.1 97.50

1uW 2 92.80
11 90.50

5.3.3.2 Uncertainty along the velocity range

Table 11 shows more detailed uncertainty parameters of the system when 87.3 MHz is the

emitted frequency location and the cavity length is fixed to 2.4 cm.

Py ASR Uncertainty at | Uncertainty at | Uncertainty at M_ean
+25 m/s (m/s) 0 m/s (m/s) -25 m/s (m/s) | uncertainty (m/s)
1.1 151.11 110.93 150.28 123.08
1nW 2 123.62 96.33 137.99 106.94
11 120.53 94.75 136.70 105.18
1.1 33.78 22.35 26.05 24.62
10 nW 2 19.65 14.03 18.00 15.49
11 17.63 12.91 16.99 14.25
1.1 10.13 6.53 7.21 7.17
100nW | 2 5.22 3.52 4.07 3.86
11 4.43 3.06 3.61 3.35
1.1 3.19 2.05 2.25 2.25
1uWwW 2 1.61 1.08 1.23 1.18
11 1.36 0.93 1.07 1.01

Table 11. Uncertainty parameters for d = 2.4 cm, F = 35, 7, = 10 ns, A = 1064 nm and f) = 87.3

MHz.

5.3.3.3 Measurements averaging. Range and time resolution

It is clear that the uncertainty figures shown in Table 11 are not good enough for practical
wind measurements: only collecting a minimum return power of 1 uW —which could
correspond, in a standard system configuration, to measurements at short ranges in
atmospheric layers with high aerosol content (see section 5.3.4)— is possible to achieve
moderately good accuracy (uncertainty above 1 m/s). Thus it is indispensable to average
velocity measurements for reducing the uncertainty in other measurement scenarios. Table 12
shows the averaging factor AF (number of accumulated samples) needed to achieve, in each

measurement condition, different uncertainty figures (mean value (Eq. (73)) from 0.2 to 2
m/s). In all the cases d = 2.4 cm.
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Required averaging factor (number of accumulated bins)
Error Pm=1nW Pw=10 n\W Pw =100 nW Pm=1pW
/
(M) "ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR | ASR
11 2 11 1.1 2 11 11 2 11 1.1 2 11
0.2 | 385981 | 291998 | 282309 | 14779 | 6075 | 5172 | 1217 | 365 | 279 | 119 | 34 26
0.4 96496 | 73000 | 70578 | 3695 | 1519 [ 1293 | 305 | 92 70 30 9 7
0.6 42887 | 32445 | 31368 | 1643 | 675 | 575 | 136 | 41 31 14 4 3
0.8 24124 | 18250 | 17645 924 380 | 324 77 23 18 8 3 2
1.0 15440 | 11680 | 11293 592 243 | 207 49 15 12 5 2 2
1.5 6862 5192 5019 263 108 92 22 7 5 3 1 1
2.0 3860 2920 2824 148 61 52 13 4 3 2 1 1

Table 12. Required averaging factor for achieving a given mean uncertainty within the measurable
frequency range (d = 2.4 cm).

The price paid when averaging is a loss in range and/or time resolution. The range resolution
along the line-of-sight (LOS) of the instrument provided by the receiver considered in these
calculations (sampling rate f; = 20 MHz) when no range averaging is performed is AR = 7.5
m. The resulting range resolution when range averaging is applied can be obtained by
multiplying AR by the number of accumulated range bins. Time averaging consists in
accumulating measurements from consecutive pulses. The corresponding single-shot time
resolution when the pulse repetition frequency is PRF = 20 Hz is AT = 50 ms. The resulting
time resolution when pulse averaging is performed is obtained by multiplying this value by
the number of accumulated shots. Range bin averaging and shot accumulation can of course
be conveniently combined to obtain the required averaging factor (overall number of
accumulated samples).

Using approximate indicative values of the time and the range resolution, Table 13 shows
instances of combinations of these parameters for achieving respectively 0.2 m/s, 1 m/s and 2
m/s uncertainty as a function of the received Mie power. The aerosol scattering ratio is not
used here as input parameter since the measurement uncertainty depends only weakly on it in
most of typical scenarios (see Table 11)).

P, Range — Time resolution
Uncertainty: 0.2 m/s Uncertainty: 1 m/s Uncertainty: 2 m/s
1nW AR >2000m—AT>75s AR>1500m—-AT>4s AR>300m—-AT>5s
AR>300m—AT>500s AR>150m—-AT>40s AR>50m—AT>30s
10 nW AR>1500m—-AT>5s | AR>500m—AT>500ms | AR> 125 m— AT > 500 ms
AR>150m—AT>50s AR>50m—-AT>5s AR>40m-AT>1.5s
100 nW AR>500m—AT>1s AR>100m—AT>250ms | AR> 100 m—AT> 50 ms
AR>100m—AT>5s AR>50m—-AT=500ms | AR>50m— AT =100 ms
1 W AR>250m—AT>200ms | AR>50m—AT> 50 ms AR=15m—-AT=50ms
AR>100m—AT>500ms | AR>7.5m—-AT=250ms | AR>7.5m—AT> 100 ms

Table 13. Range — time resolution combinations to achieve 0.2, 1 and 2 m/s uncertainty for each
value of the Mie return power.

In situations in which the received power is 1 pW, a value that could be obtained at low
ranges and from an atmosphere with high aerosol content, very good precision can be
achieved with high both range and time resolution. Obviously, as the received power
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decreases, a loss of resolution has to be accepted for achieving the same uncertainty. In the
other extreme, if the return power is in the range of 1 nW, the required loss of resolution
becomes significant for wind measurements if good precision is needed (AR > 2000 m and
AT > 75 s (more than 1 minute) for uncertainty equal to 0.2 m/s). An important loss of
precision should then be allowed for maintaining good resolution figures. For this received
power, even if the permitted uncertainty grows up to 2 m/s, the required combination range —
time resolution is still poor for typical aerosol-based measurements (AR > 300 m — AT > 5 s,
or AR>50m— AT > 305s).

5.3.3.4 Uncertainty dependence on the received power and the aerosol scattering ratio

As seen in previous sections, the uncertainty of the wind measurements depends, for a given
receiver, both on the received Mie return power ( P, ) and on the proportion of the Rayleigh

component on the total signal (4SR). In this section, these dependences are analyzed in more
detail.

First, Fig. 31 displays the uncertainty (mean value in the velocity range) as a function of the
received power for different aerosol loads when the cavity length is fixed to 2.4 cm and no
averaging is applied (4F = 1).

14

12

=
o

Uncertainty (m/s)
o

; ; | | | | | ;
0 100 200 300 400 500 600 700 800 900 1000
Power of the received aerosol return (nW)

Fig. 31. Mean uncertainty (along the whole velocity measurable range) as a function of the Mie
return power for different values of the ASR (d = 2.4 cm, F' = 35, 7, = 10 ns and A = 1064 nm).

As expected, due to the higher signal-to-noise ratio, the greater is the received aerosol power
the better is the performance, with lower expected error in the velocity determination. The
uncertainty depends inversely both on the signal-to-noise ratio and on the sensitivity to
velocity changes. The uncertainty dependence on the received power, however, comes
exclusively through the signal-to-noise ratio term and, although this cannot be clearly seen in
Fig. 31 due to their inverse relation, this dependence should be stronger for low levels of the
received power. In this case, the dark current and the electronic noise of the receiver
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dominate over the Mie signal shot-noise and, as a consequence, the signal-to-noise ratio is
proportional to the received signal. On the other hand, if the Mie return is intense, the signal
shot-noise is the dominant term and the signal-to-noise ratio grows only proportionally to the
square root of the Mie power (see Eq. (74)). In order to visualize this feature, Fig. 32 plots,
using the same parameters than in Fig. 31, the signal-to-noise (also averaged in the
measurable velocity range) versus the Mie received power.
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Fig. 32. Signal-to-noise ratio dependence on the aerosol received power for different values of the
aerosol scattering ratio.

Carrying out a similar analysis for the ASR dependence, Fig. 33 shows respectively the
uncertainty and the signal-to-noise ratio as a function of the ASR for different values of the
incident Mie Power.

As expected, for the same received aerosol power, if the atmosphere is cleaner, the
uncertainty is higher because the Rayleigh background shot-noise increases with respect to
the Mie return and, as a consequence, the signal-to-noise ratio decreases.

The influence of the ASR on the signal-to-noise ratio and the uncertainty, however, is only
significant, for each value of the incident power, when the shot-noise associated to the
detection of the background Rayleigh component of the return is the main source of noise.
This only happens in very clean atmospheres, where ASR is very small and consequently the
Rayleigh shot-noise dominates over the Mie one and at low altitudes, where the Rayleigh
return is intense enough to make the corresponding detection shot-noise being much greater
than both the dark current noise and the one added by the receiver circuitry. Both conditions
—low altitude and very clean atmosphere— will rarely coincide and in fact it can be stated that
in most of typical measuring scenarios the effect of Rayleigh contamination on the system
precision is not significant.
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5.3.4 System performance in typical measuring scenarios

5.3.4.1 Power budgets

In the previous sections, the uncertainty calculations have been made using the received
aerosol return power as the input parameter with the objective of deriving conclusions that
are not dependent on the power budget of the particular system.

Of course, the Mie return depends on the emitted power, on the receiving optics and on the
range and physical properties of the atmospheric region where the wind measurements are
being made. If a performance analysis of the considered instrument wants to be made under
different typical measuring scenarios, this dependence has to be explicitly taken in account
and the power link budget of the system has to be calculated.

Eq. (79) provides the expression to calculate the power of the Mie return collected by the
telescope from an atmospheric region at a range R .

P, (R)= E;}’:;C By (R) exp{—%{a(z)dz} (82)

There are three parameters in this expression depending on the atmospheric cell where the
measurement is made: the range of the measurement (R), the volume backscattering

coefficient for the Mie return at that range (f,, (R)) and the total extinction in the
R

propagation path (exp {—2 .[ a(z)dz}). The Mie volume backscatter coefficient £, (R) is
0

obtained from f, (R), which can be accurately modelled using simple expressions (see Eq.

(5) in section 3.1.1), and from the aerosol scattering ratio ( ASR (R) ).

B (R)=| ASR(R)~1] B (R) (83)

As already pointed out in section 5.3.2.3, the extinction coefficient term in the Mie lidar
equation has to be computed as the sum of the Mie and the Rayleigh extinction coefficients.

a(z)=a,(z)+a,(2) (84)

Like the volume backscattering coefficient, the Rayleigh component of the extinction
coefficient is easy to model. The molecular lidar ratio L, (R), i. e., the Rayleigh extinction-
to-backscatter ratio has a well known non-range-dependent value in any atmospheric
condition [58]:

Ly(z)=2el2) 87 (85)

B (z) 3
This is not the case for the aerosol lidar ratio (Z,, (z) ), which depends on size distribution,

shape and chemical composition of the aerosol particles and is not easy to model. The
objective of the calculations presented here is obtaining uncertainty figures that can be
representative of the performance of the measuring system. For that purpose, a fixed value of

the aerosol lidar ratio, yet typical in urban regions, of L, (2)250, will be used in the

calculations (see Table 14).
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Type of aerosol Lidar ratio @ 532 nm
Marine particles 20 — 35 sr
Saharan dust 50 — 80 sr
Urban particles 35—-70sr
Biomass burning smoke 70 — 100 sr

Table 14. Typical lidar ratios for different aerosol types at 532 nm wavelength determined with a
Raman lidar [58)]

The total extinction coefficient along the propagation path (z) can be therefore
approximately estimated using the following equation.

a(z)=50 B, (2) +8?” Be(z) = {50[,4313(2) -1] +8?”} B (2) (86)

To calculate the Mie return power using Eqgs. (82), (83) and (86), besides the transmitter and
the receiver parameters, it is necessary to compute the Rayleigh volume backscattering

coefficient (S, (z) ), which is given by Eq. (5), and to estimate the profile of the aerosol

scattering ratio in the atmosphere (ASR(z)).

Since it is not possible to take into account every atmospheric situation, a schematic structure
in terms of aerosol load will be used in this section to compute the power budgets. In this
model [45], three atmospheric regions will be considered, the first one, from 0 to 2 km
corresponds approximately to the aerosol-mixing boundary layer, where the aerosol
scattering ratio is fixed to be ASR = 11. In the second layer, from 2 to 6 km a fast exponential
decay from 11 to 1.1 is modeled. For ranges higher that 6 km the aerosol content remains
constant with ASR = 1.1. A first set of calculations are made in this atmospheric structure at
three different altitudes. Afterwards, as variations of this basic scheme, measurements at
superposed layers with high aerosol content located respectively at 4 and 6 km, modeling
dust, ashes, or any other thin aerosol layer, will be also considered. Fig. 35 shows these three

ASR profiles.

Profile | Profile 11 Profile 11

10 I I T T I
e e e
o o o
2 2 2
< < <

0 0 0

0 2 4 6 8 10 12 0 2 4 6 8 10 12 0 2 4 6 8 10 12

Aerosol scattering ratio (ASR)  Aerosol scattering ratio (ASR)  Aerosol scattering ratio (ASR)

Fig. 35. derosol scattering ratio profiles used for power calculations
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If vector wind estimations are required, radial velocity measurements from at least three
independent directions are necessary, usually azimuth variations at the same elevation angle
[59]. Moreover, since the main component of the atmospheric wind is the horizontal one,
sensitive wind measurements require the use of non-zenithal directions. Power budgets made
from now on using the aerosol vertical distributions modelled in Fig. 35 will consider
therefore observations with an elevation angle of 45°. Fig. 36 illustrates the measurement
geometrical scheme.

»

h
zZ =
sin 6,
<

h (Altitude) 4 (Propagation path)

Scattering volume

0 45°

el /////////////////////////

Fig. 36. Orientation of the observation for horizontal wind measurements.

As numerical examples, the Mie power at three ranges in profile I and the one received from
the aerosol layers defined in profiles II and III (Fig. 35) are presented in Table 15. 45°
degrees observation has been considered in these calculations.

Profile | 1 i
Altitude h=1km | h=3km |h=6km | h=4km | h=6km
ASR 11 2.44 1.10 11 11
Bu (m! s 8.82:107 | 9.90-10® | 4.88:10° | 6.07-107 | 4.72-107
R
Extinction: exp[—ZJ‘a(z)dz} 0.88 0.75 0.74 0.74 0.73
0
Pu (W) 1838 19 0.24 66 23

Table 15. Power calculations at different measuring scenarios

As graphical example of the power calculations, Fig. 37 shows the Mie power (in a
logarithmic scale) collected by the telescope as a function of the altitude, for an aerosol
scattering ratio vertical distribution like the one described by profile I (Fig. 35) when an
elevation angle of 45° is used for the observation.
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Fig. 37. Mie return power in an atmosphere with the aerosol load described by profile 1.

5.3.4.2 Uncertainty, range and time resolutions in typical measuring scenarios
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If uncertainty calculations are made using these power and ASR values, it is possible to
estimate the expected error in each measuring condition when different averaging factors are
applied. Table 16 shows these results and combination examples of altitude—time resolution
(Ah—AT') corresponding to each averaging factor. In these calculations, the altitude
resolution has been obtained from the range resolution (AR ), which depends on the sampling
frequency of the acquisition system (7.5 m if no averaging is applied), and the elevation angle
of the observations (8,) as

Ah =ARsin@, .
Mean uncertainty (m/s)

AF Ah—AT Profile | P.1 | PN

1km | 3km 6 km 4 km 6 km

1 Sm—50ms | 075 | 10.01 | 44956 | 424 | 8.01

10 |20m=30ms oo 307 | 14230 | 134 | 253
S5m—-0.5s

100 | 20m=035 1008 | 1.00 | 4500 | 042 | 080
Sm-35s
50m-5s

1000 | 00700 1002|032 | 1423 | 043 | 025
50m—-50s

01| 01 4, 04 | o

10000 | 20700 | 001 | 0.10 50 | 0.04 | 0.08

100000 | 220™m =308 1 500 1 003 | 142 | 001 | 0.03
1km—-25s

(87)

Table 16. Mean uncertainty for different measuring situation with different range — time averaging

combinations
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Also, the required averaging factor (not shaded cells) and an instance of corresponding
resolution combination (shaded cells) for obtaining given uncertainty figures can be
calculated and are presented in Table 17.

Uncertainty Profile I Profile 11 Profile 111
(m/s) 1 km 3km 6 km 4 km 6 km
01 AF =57 AF=10021 | AF=20110456| AF=1798 AF=6417
40m—-400ms | 500m-—-5s 2km—40min | 200m—-2.5s 400m—4s
05 AF=3 AF =401 AF =808419 AF =172 AF =257
I0m—100ms | 100m-—1s lkm—3min | 50 m—3500ms | 150 m — 500 ms
10 AF=1 AF =101 AF =202105 AF =18 AF =65
Sm—-50ms |[50m-500ms | 500m-—100s | 20m—250ms | 40 m —400 ms
20 AF=1 AF =26 AF =50527 AF =5 AF =17
Sm—-50ms |25m—-250ms | 500m—25s [10m—150ms | 20 m— 200 ms
3.0 AF=1 AF =12 AF = 22457 AF =2 AF =38
Sm—50ms | 15m—-200ms| 300m—-20s Sm—100ms | 15 m— 150 ms

Table 17. Averaging factor and example of resolution combination to obtain fixed values of
uncertainty in different measuring situations.

5.3.4.3 Comparison with reference examples

For evaluating the performance of the system from the results shown in Table 17, it is
necessary to have references about precision, range resolution and temporal resolution that
can be considered good in wind measurements.

These requirements can be, however, very different depending on the type of measurement
and its application. Three reference examples will be taken in account for comparisons. The
first one corresponds to data requirements for space-borne measurements of global winds that
were formulated in 2001 by the Global Tropospheric Wind Sounder (GTWS) Science
Definition Team (SDT), a joint NASA-NOAA effort formed for this purpose [7]. The second
and the third references are defined by the performance parameters of two different ground-
based Doppler wind lidar systems, relying both on aerosol return, successfully used in two
different applications employing two different detection techniques. In the first place, an
edge-technique-based system, in this case using an iodine filter as discriminator and a high
pulse-repetition-rate laser as transmitter, that was operated during 2007 Qingdao International
Regatta and 2008 Beijing Olympic Games to measure the distribution of sea surface wind in
the racing area [60], [61]. Secondly, the performance of a system using coherent detection
(inherently more sensitive if aerosols are present), the Lidar Windshear Alerting System
(LIWAS), used in the Hong Kong International Airport since 2005 for windshear detection
[62], will be taken in account as the most demanding reference example.
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GTWS-SDT [7] .

Parameter Boundary layer | Free troposphere Quingdao [61] | LIWAS[62]
Uncertainty 1-2m/s* 2-3m/s* 1-4—-8m/s ** 1 m/s
Range resolution 500 m 1000 m 30 m 100 m
Integration time 15s 155 100 s 0.1s
Maximum range - - 3-8 km 7.5 km

*  Objective — threshold
** At 1, 6 and 8 km respectively

Table 18. Standard requirements of wind measurements for space-borne global wind measurements
and performance parameters of a coherent lidar used for windshear detection.

Some conclusions can be derived if the results obtained in section 5.3.4.2 are compared with
the performance parameters shown in Table 18.

In a standard atmosphere like the one described by the profile I, very precise wind
measurements with high both range and time resolution can be made within the boundary
layer. For example, measurements at 1 km range can be made with uncertainty lower than 0.1
m/s and a combination of range — time resolution as good as 40 m — 400 ms. If the
uncertainty requirements are relaxed up to 1 m/s, both range and time resolution can decrease
down to their minimum possible values in this system: 5 m — 50 ms. The three values —
uncertainty, range and temporal resolution— are far better than the data requirements defined
by GTWS-SDT for measurements within the boundary later (1-2 m/s, 500 m and 15 s). It has
to be taken in account, however, that these requirements are formulated for space-borne
measurements, which precision is limited by their long range. They are also better —especially
in time resolution— to the performance parameters of the Qingdao system (1 m/s, 30 m and
100 s at 1 km). Finally, there are not available data at 1 km for the coherent-detection-based
LIWAS; the listed performance parameters (1 m/s, 100 m and 100 ms) refer to a limit valid
up to 7.5 km altitude. However, the comparison between these figures and the ones calculated
at 6 km (1 m/s, 500 m, 100 s) permits to guess that the performance is clearly poorer.

Above the boundary layer, the system performance decays rapidly as the aerosol content
decreases. At 3 km, where according to the atmospheric model used in these calculations
certain aerosol content can be found ( ASR = 2.44), uncertainty and resolution values (1 m/s,
50 m, 500 ms) are still significantly better than the GTWS-SDT requirements for space-borne
measurements, even if the boundary layer case is considered (1-2 m/s, 500 m and 15 s). At 6
km, the measurements show quality parameters (2 m/s, 500 m and 25 s) that are still
acceptable for atmospheric research above the boundary layer (2—-3 m/s, 1 km and 15 s), but
clearly worse than the ones provided by the LIWAS coherent system at 7.5 km (1 m/s, 100 m
and 100 ms). The Quingdao Doppler wind lidar, direct-detection instrument also designed for
operating using Mie return, shows comparable figures at the same altitude (4 m/s, 30 m, 100

s).

This significant loss of precision above the boundary layer is due to the lack of aerosol in the
atmosphere at that altitude —space-borne measurements above the boundary layer are in all
the cases made relying on molecular return— and not so much on the altitude: if
measurements are made at aerosol layers located above the boundary layer (profiles II and
IIT), good precision and resolution can be achieved too. If the layer is at 4 km and the
uncertainty is fixed to 1 m/s, a resolution combination of 50 m — 100 ms, which is close to the
coherent LIWAS parameters at 7.5 km, is possible; whereas, at 6 km altitude, 1 m/s would
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require a resolution combination of 40 m — 400 ms, which would be acceptable for many
aerosol-based applications.

As a general conclusion it can be said that this is a system designed to operate relying on
aerosol return and, as a consequence, its performance is good only in regions with high
aerosol loads, which are only common within the boundary layer. In the free troposphere,
only if aerosol or clouds layers are present, good measurements can be obtained. Although
the Qingdao system uses different technology in the transmitter and in the frequency
discriminator, is applying the same detection principle, and, as a consequence, is the
reference example whose performance is closer to the expected one for the designed
instrument. LIWAS Doppler wind lidar shows better performance because uses coherent
detection, whose sensitivity in the presence of aerosols is inherently higher. On the other side,
space-borne measurements are valuable since they permit scanning large regions, but their
performance figures are necessarly poor because they are made made at ranges of hundreds
of kilometres. This strongly limits their precision, even in the boundary layer using the
aerosol return, and makes that the data requirements calculated for such systems are clearly
below the ones of the system analyzed here.

5.3.5 Accuracy of the measurements: Effect of Rayleigh contamination on
measurement bias

In this section, the Rayleigh-induced bias error is calculated for an edge-technique-based
Doppler wind lidar relying on aerosol return in different aerosol loading conditions. The
parameters of the system are the ones considered and calculated in the previous sections and
the expressions used to estimate the error are the ones derived in section 4.4.3.

Fig. 38 shows, for different values of the aerosol scattering ratio (ASR), the absolute error in
the determination of the frequency response due to this effect 0F), (V) as a function on the

position of the detected frequency on the filter the slope (Eq. (57)). This position is expressed
in terms of detected velocity and the results are displayed within the velocity dynamic range
of the system (+ 25 m/s). The calculations are carried out for an atmospheric system like the
one considered in the uncertainty analysis from section 5.3.3 (F'=35,d =2.4 cm, 7, = 10 ns,
A=1064 nm and f; = 87.3 MHz).

As it can be observed, in each condition, this error is practically constant along the velocity
dynamic range. This is due, as previously mentioned, to the broad spectrum of the Rayleigh
component with respect to the Mie frequency response.

Fig. 39 displays the error in the velocity determination due to the Rayleigh contamination
ov, for different values of the aerosol scattering ratio (Eq. (60)). Results are calculated as a
function of the measured velocity and are displayed within the velocity dynamic range of the
system (£ 25 m/s).

Table 19 shows the mean value of the velocity error within the velocity dynamic range of the
system.

ASR 11 6 3 2 1.5 ] 1.2
Bias error (m/s) | 0.92 | 1.69 | 3.38 | 5.06 | 6.75 | 8.44

Table 19. Mean Rayleigh-induced bias error within the velocity dynamic range
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Fig. 39. Rayleigh-induced bias error in frequency determination within the velocity dynamic range (F
=35,d=24cm, t,=10ns, A= 1064 nm and fy = 83.1 MHz).

Even in an atmosphere with high aerosol content (4SR = 11) the mean Rayleigh-induced bias
error has a significant value (0.92 m/s). It is obvious hence that in a Doppler wind lidar using
the edge technique, the bias error originated by the Rayleigh contamination is not acceptable
and must be avoided or removed.
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If a solution like the one described in 4.4.3 is implemented to calculate the Rayleigh
component in the detected signals, this effect can be removed. As already stated, for
eliminating the bias error, the Mie and Rayleigh responses of the filter used to discriminate
the components of the return (filter 2 in Fig. 14) should be approximately constant in the
whole frequency range of the measurements and as a consequence, both responses have to be
significantly wider than this range. As an example, if the filter used to discriminate
components (filter 2 in Fig. 14) has a bandwidth of 500 MHz (e. g., F = 12.5 and d = 2.4 cm),
the maximum range of measurable velocities is = 25 m/s, the temperature is 300°K and the
laser emits 10 ns pulses at 1064 nm, the mean deviation of the responses with respect to their
maximum value within the velocity dynamic range is 0.97 % for the Mie response and 0.08
% for de Rayleigh response. The effect of this error can be therefore neglected.

5.4 Conclusions of this chapter

Two types of edge-technique-based system have been analyzed in this chapter. First, a
continuous-wave velocimeter used to measure the speed of hard targets. Secondly, an edge-
technique-based Doppler wind lidar relying on aerosol return.

In both cases, a method to set the best configuration of the frequency discriminator —a Fabry-
Perot interferometer— has been presented and applied. This method is based on the
optimization of the trade-off between the measurement uncertainty and the constraint fixed
by the measurable velocity range.

The performance of a continuous-wave velocimeter like the prototype that has been built and
assessed has been analyzed in first place. The uncertainty of the measurements has been
calculated for different operating conditions (received power from 1 nW to 10 uW). The
results of these calculations permit to say, as a first conclusion, that the system is able to
measure the velocity of hard targets with good precision figures. Sample averaging,
nevertheless, is necessary for low incident power and an analysis of its effect on the time
resolution of the measurements has been also carried out. These results will be further used in
the performance evaluation of the implemented prototype (chapter 7).

For the atmospheric Doppler wind lidar, an uncertainty-based analysis has been also carried
out for different operating conditions (detected power and molecular background
contamination). From these results it has been possible to establish that the calculated
uncertainty depends mainly on the aerosol return power and, in most of common scenarios,
only weakly on the proportion of the Rayleigh component.

Power budgets in different realistic scenarios have been calculated using the system
parameters of the planned UPC Doppler wind lidar. As expected, the analyzed instrument
results to be capable to provide precise wind measurements in atmospheric regions with high
or moderate aerosol content. Its precision, resolution and maximum range are comparable to
other operative direct-detection-based Doppler wind lidars relying also on aerosol return and
worse than the ones provided by typical coherent-systems.

As mentioned above, precision is not significantly impaired by Rayleigh contamination;
nevertheless, its presence produces a bias error in the velocity determination that it has been
proved that needs to be eliminated. The effectiveness of one of the possible solutions to this
problem —using a second filter to measure Rayleigh component and removing it form the
detected signal— has been also analyzed and evaluated in this section.
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6 Continuous-wave solid-target prototype

An edge-technique based Doppler lidar velocimeter, using continuous-wave radiation for
measuring the speed of solid targets has been designed and built in order to verify the
characteristics of the edge technique as a method to measure velocities and to test, in
controlled conditions, the performance of some of the critical subsystems that will be part of
the wind lidar. Pulsed atmospheric lidar signals are not convenient for such tasks: their power
is neither constant nor predictable, their duration is very short (for a maximum range of 6 km
the whole profile has a duration of 40 ps) and the variable to be detected —the speed of the
wind— is not easy measurable by independent means for validating the results. The use of the
continuous-wave hard-target prototype has permitted to avoid these difficulties during the
assessment of the edge technique implementation. In this section, a complete description of
the prototype and all its subsystems will be laid out, including acquisition, control and
processing routines.

6.1 General description of the prototype

In the prototype described in this chapter, a low-power, continuous-wave optical source is
used to illuminate a solid target moving at a speed that can be controlled. The detection unit
is designed to alternatively process two different signals, namely the Doppler-shifted
backscattered signal and a sample of the transmitted one. The system will use the edge-
technique (Chapter 4) for determining the frequency separation between them and the
velocity of the moving solid target. Fig. 40 shows the general scheme of the laboratory set-

up.
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Fig. 40. General scheme of the continuous-wave solid-target prototype

The optical source is a continuous-wave laser. First, the size, collimation and polarization of
the transmitted beam are conditioned. Then, a beam-sampler (BS1) extracts a sample from
the beam that will be used as a reference of the emitted frequency (reference channel). The
transmitted beam is sent to the target (a rotating wheel). An assembly including a polarizing
beam-splitter (BS2), a quarter-wave plate and a focusing system forms an optical duplexor. It
separates the transmitted beam from the received signal, which is led to the detection unit
(Doppler channel). An optical chopper commutates alternatively reference and Doppler
channels. The reference channel is attenuated in order to balance the power in both optical
paths. Focusing lenses are used to couple the respective beams into graded-index multimode
optical fibres. A low cost 2x1 optical fiber coupler combines both signals in a single optical
fiber. A mode scrambler is used at this point to produce a mode distribution in the fiber
independent of the launch conditions of the light. This helps to equal the beam features in the
reference and the Doppler channels, which is a critical condition of the measuring system.
After collimating and spatially filtering the outgoing light, a third beam-splitter (BS3) divides
the beam in two paths: one of them is focused directly onto an APD-based optical receiver,
whose function is monitoring the incident intensity, and the second one excites the high
resolution optical filter, in this case a tuneable Fabry-Perot interferometer. Its output is also
focused onto a second receiver (also APD-based), whose function is detecting the optical
intensity transmitted through the filter. A 16-bit, up to 250 ks/s multifunction acquisition
board samples the output signals of both receivers (V; and V3), and feeds them to a personal
computer that processes the data and calculates the radial velocity of the target.

At the same time, a real-time control loop acts on the interferometer to compensate the
frequency drifts between the laser and the filter and maintain the right location of the emitted
frequency on the filter slope.
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6.2 Detailed description of the prototype

6.2.1 Laser source

A single-mode, diode pumped Nd:YAG laser emitting at 1064 nm (Spectra-Physics 6350)
has been used as transmitting continuous-wave optical source. This transmitter is the seeder
of the pulsed Spectra Physics GCR-190 that is in the UPC laboratory and will be eventually
used in the atmospheric Doppler wind lidar. Its main parameters and characteristics are shown
in Table 20.

Reference Spectra — Physics 6350
Wavelength 1064 nm
Linewidth <10 KHz
Beam diameter 9 mm

Output power 1 mW
Polarization Linear

Table 20. Main parameters of the Continuous-wave laser

6.2.2 Beam reducer - collimator

The size of the outgoing beam (& 9 mm) is too big for some of the optical and opto-
mechanical elements of the system. A set of two lenses (the first bi-convex and the second
one bi-concave) with adjustable distance between them has thus been introduced in the output
path of the laser to reduce the size of the beam down to 4.5 mm and to adjust the collimation
of the transmitted beam. The focal lengths have been chosen to enable the desired beam
reduction. Fig. 41 and Table 21 show respectively the arrangement and the lens parameters.

D] i DZ

Lens 1 Lens 2

Fig. 41. Beam reducer - collimator

Lens 1 Lens 2
Reference Newport KBX076 | Newport KBC037
Type Bi-convex Bi-concave
Focal length 200 mm -100 mm
Diameter 25.4 mm 25.4 mm
Lens material | Graded A BK7 Graded A BK7
Coating Uncoated Uncoated

Table 21. Parameters of the beam reducer — collimator lenses

The beam reduction ratio and the separation between lenses required to reduce a collimated
beam can be calculated as follows
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The distance L is adjustable for correcting and accurately adjusting the collimation of the
transmitted beam.

6.2.3 Polarization rotator

A lossless polarization rotator (ref. Newport PR-950) has been included in the transmission
path for matching the polarization plane to the one required at the input of the transmitting —
receiving optical assembly (see section 6.2.6).

Fig. 42 shows the set formed by the beam reducer — collimator and the polarization rotator.

L

Polarization |
rotator |

Fig. 42. Beam reducer - collimator and polarization rotator.

6.2.4 Beam-sampler

A beam-sampler extracts a portion of the emitted signal in order to provide information of the
emitted frequency, necessary to carry out the differential measurement of the filter response.
A small reflection-to-transmission ratio is desirable because the loss of power in the Doppler
channel is much larger than in the reference channel. In this case, a 25.4 mm diameter BK7
beam-sampler (Newport 10B10NC.3) has been used, whose reflectance-transmittance ratio
depends on the incidence angle and on the polarization of the light. Once mounted, the
measured reflectance-to-transmittance ratio has resulted to be approximately 10/90. The
beam sampler can be seen in the photography in Fig. 47.

6.2.5 Target

A feasible and affordable solution for having available in a research laboratory a solid target
able to move at velocities in the range of those of the atmospheric wind is using a rotating
disc with controlled angular speed (@). A non-perpendicular (&; # 0°) incidence of the emitted
radiation onto the edge of the wheel provides a measurable radial speed on the line-of-sight
of the transmitter-receiver arrangement (v,) (Fig. 43 (right) and Eq. (88)).

The target is a 1-cm thick and 50-cm diameter disc built in PVC and driven by a voltage-
controlled DC motor (DOGA 168.4107.20.04) (Fig. 43 (left) and Fig. 44). The rim surface of
the wheel has been covered with a highly reflective strip for increasing the scattered power.
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Reflective S o(rads)
surface ﬁ
Incidence and v
DC motor backscattering direction
v.=v,sinfd =wRsinb, (88)

Fig. 43. Voltage-controlled rotating disc.w, v; and v, are respectively the angular, linear and radial
velocities and 6, is the incidence angle.

Fig. 44. Voltage-controlled rotating disc

6.2.6 Transmitting - receiving optical assembly

The transmitting — receiving subsystem includes a polarizing beam-splitter, a quarter-wave
plate with its fast axis under 45 degrees and a set of two lenses. The function of the polarizing
beam splitter BS2 (Newport 10BC16PC.9) is to direct the transmitted beam towards the
target and the reflected light towards the measuring subsystem. The emitted radiation,
vertically polarized, is completely reflected by BS2 and directed to the target. After passing
through the 45° orientated quarter-wave plate (Newport 10RP14-34), the incident radiation on
the target will be circularly polarized. If it were assumed that the light does not change its
polarization when is reflected by the solid target, the reflected light, after having passed for
second time through the quarter-wave plate, will be horizontally polarized. The polarizing
beam-splitter will therefore transmit it to the detection subsystem without attenuation. Fig. 45
shows the polarization transformations in the optical arrangement when it is assumed that the
reflection on the target does not change the polarization of the wave. An image of this
arrangement can be seen in Fig. 47.
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Fig. 45. Polarization processing in the transmitting — receiving optical assembly

The Jones vector of the vertically polarized transmitted beam (/) and the Jones matrix of an
ideal 45° orientated quarter-wave plate (J,,) and of an ideal non-polarizing reflecting

surface (J, ) are respectively

Jo-u | Jooo J o (89)
= ; = ; = .
T N /4 /—2 o1 RS 0 -1

where U, is the field magnitude of the emitted light and « is the reflection coefficient in the
reflecting surface. The Jones vector of the backscattered light (J,, ) can be calculated as

aU,|-1
o = s J/l/4JT: \/EO{]} (90)

The received radiation, once the backscattered light has passed a second time through the
quarter-wave plate, has a Jones vector that indicates horizontal polarization, being as a result
completely transmitted by the polarizing beam-splitter.

0
Jr=Jys Iy =a U, [J 91)

Nevertheless, it is reasonable to assume that the light will be partially depolarized when
reflecting on the target and, therefore, part of its power will be reflected by the polarizing
beam splitter.

The function of the set of two lenses is focusing the transmitted beam onto a point on the
target, collecting the backscattered radiation and delivering it to the detection system with
approximately the same size than the transmitted beam. Fig. 46 shows a scheme of the
focusing subsystem and the design parameters.

L3 L2 L1

M4

Collimator

W,=4.5 mm

Fig. 46. Focusing system in the transmitting — receiving assembly.
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Once the focal length of the lenses and the position of the target and lens 2 are fixed, the
position of the lens 1 can be calculated for focusing the emitted light onto a point of the target
[33]. In the set-up, the focal lengths of the lenses are respectively fi = 10 cm and f> = 20 cm.
If the distances L+L, and L; are respectively 60 cm and 40 cm, L, has to be 51.64 cm. Under
these conditions the size of the spot on the lens 2 results to be W, = 36.2 mm. The diameter of
lens 2 should be therefore larger than this for avoiding spillover losses. Table 22 shows the
parameters of both lenses and Fig. 48 shows the corresponding laboratory set-up.

Lens 1 Lens 2
Reference Newport KBX046 | Newport KBX166
Type Bi-convex Bi-convex
Focal length 100 mm 200 mm
Diameter 25.4 mm 50.8 mm
Lens material Grade A BK7 Grade A BK7
Coating Uncoated Uncoated

Table 22. Parameters of the transmitter-receiver assembly lenses

6.2.7 Optical chopper

The optical chopper has the function to allow pass alternatively the reference and the Doppler
channels to temporally separate the emitted and the received continuous-wave frequencies.
The chopper used in the prototype (Scitec Instruments Ltd (model: 300CD)) permits
chopping frequencies from 5 Hz to 20 kHz and provides a 5V HCT TTL pulse reference
signal that will be used to synchronize the acquisition and processing of each channel.

Fig. 47 shows an image where it can be seen the beam sampler, the transmitter-receiver
arrangement and the optical chopper and in Fig. 48 the set of lenses used to focus the target.

Laser

Reference
channel

Doppler
channel

Polarizing eam-
splitter (BS2)

Fig. 47. Beam sampler, transmitter-receiver assembly and optical chopper.
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plate

Fig. 48. Elements in the focusing system

6.2.8 Optical fiber focusers

The optical fiber focusers, one for the reference channel and the second one for the Doppler
channel, have the function of focusing the beams on the core of the corresponding multimode
optical fiber. For perfectly collimated incident beams, a lens located at a distance from the
output of the optical fiber equal to its focal length would make this function. The main
parameters of the couplers used in the prototype are shown in Table 23.

Reference Edmund Optics NT64-767
Numerical aperture 0.25

Effective focal length 11 mm

Clear aperture 5.5 mm

Table 23. Parameters of the optical fiber focuser

6.2.9 Optical fibers

Gradient-index multimode optical fibers are used to lead the light from both the reference and
Doppler channels to the frequency discriminator. This solution —instead of the free-space-
propagation-based approach— provides robustness to the system, isolating alignment
problems between the transmitting-receiving and the frequency discriminator subsystems.
Using optical fibers also facilitates conditioning both channels with the same features —
indispensable to perform a technique that is based on comparing the frequency response in
each case— by means of combining them in the same fiber. The main parameters of the fibers
used in the prototype are listed in Table 24.

Reference Newport MFD-C
Numerical aperture 0.275
Core diameter 62.5 pm
Cladding diameter 125 pm

Table 24. Parameters of the optical fiber

Opto-mechanical assemblies used in the prototype to couple the light coming from the
reference and Doppler channels into the optical fibers can be seen in Fig. 49.
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Fig. 49. Optical fiber focusers. Their function is to couple the light from the reference (4) and Doppler (B)
channels to their respective optical fibers.

6.2.10 Optical fiber 2x1 coupler

The function of the optical fiber 2x1 coupler is combining the measuring channels —reference
and Doppler— in a single optical fiber. Since the optical chopper gives alternate pass to each
one of them, the signals will never temporally co-exist in the output fiber. In this case,
because of availability reasons, a 2x2 optical fiber coupler, with one of the outputs disabled,
has been used as 2x1 coupler. Ideal insertion loss for both channels at the design wavelength
(900 nm) is therefore 3 dB. The measured insertion loss at 1064 nm is 5.8 dB.

Reference Fiber instrument sales (FIS)
Coupler MM 2x2 50/50 900 um

Design wavelength 900 nm

Wavelength working range 800 — 1600 nm

Insertion loss (ideal @ 900 nm) 3dB

Core - cladding diameter 62.5-125 um

Table 25. Parameters of the optical fiber coupler

6.2.11 Mode scrambler

The mode distribution in a short multimode optical fiber depends on the light launch
conditions, which in general are different in the reference and the Doppler channels.
Furthermore, the roughness of the reflecting surface of the rotating wheel produces speckle
on the receiving area and makes that the light launch conditions also change when the point
of impact of the emitted radiation on the rotating surface changes as the wheel turns. The
beam collimation at the output of the fiber differs from ideal and these differences in the
mode distribution provoke slight variations in the frequency response that introduce errors in
the Doppler frequency determination. A mode scrambler produces an approximately stable
mode distribution in a fiber regardless of the light launch conditions and, mounted in the
output optical fiber of the coupler, helps reduce this source of error in the measurements.

Fig. 50 shows both 2x1 optical fiber coupler and mode scrambler (Newport FM-1).
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Fig. 50. 2x1 coupler and mode scrambler.

6.2.12 Collimator

The collimator has been implemented using a single lens located at its focal length from the
output of the fiber. Lens data are given in Table 26.

Reference Newport KBX046
Type Bi-convex
Focal length 100 mm
Diameter 25.4 mm
Lens material Grade A BK7
Coating Uncoated

Table 26. Parameters of the collimating lens

If the light came from a point source the collimation could be ideal. This is not the case of the
multimode optical fiber, with a core diameter of 62.5 um, resulting in an unavoidable angular
divergence (8, ) at the output of the collimator that can be easily calculated as

0, = arctan (dCT/zj =312.5 urad, (92)

where f'is the focal length of the collimating lens and d. is the diameter of the core of the
optical fiber (Fig. 51).

Cladding

\ 4
Collimating lens

Fig. 51. Collimating system and maximum divergence
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As mentioned in section 6.2.11, because this divergence, the changing conditions of the light
in the optical fiber will produce variations in the frequency response of the interferometer that
will in turn induce errors in the velocity determination. The resonance condition in the cavity
of an interferometer (Eq. (93)) provides the frequency variation of its response due to an
angle divergence:

mc

2dcos@=mA —> v=—-—, (93)
2dcosf

where @ 1is the incidence angle onto the etalon, d is the cavity length, m is an integer number.
If a uniform distribution of angles within the divergence cone is assumed, the expected
frequency variation and the associated velocity error can be calculated as:

1% 1
<|v9—v0|>:g_|;VO(COSQ—ljd0:4.71MHz, (94)
/10
<ev> = 7<Ave> =2.5m/s (95)

where v, 1s the resonance frequency for 8=0.

This value is, however, a limit for the expected error; valid if it is assumed that the light
leaves the core of the fiber by changing single angles and individual exit points. The light in
the fiber is, nevertheless, distributed in a big number of modes and should only show slight
variations as the target turns.

An image of the collimating arrangement can be seen in Fig. 52.

Optical fiber
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Fig. 52. Collimator

6.2.13 Fabry-Perot interferometer

A Fabry-Perot interferometer is used in this prototype as the high-resolution optical filter
required for implementing the edge technique. The mirror spacing is manually configurable
from 0.5 to 100 mm. Furthermore, the instrument is equipped with three piezoelectric cells
for fine adjusting the position and the orientation of one of the mirrors in order to both
control the mirror parallelism and fine adjust the cavity length. This permits to control the
location of the response peaks and in such way compensate with a control-loop the frequency
drifts between the laser emission and the filter resonance. The main parameters of the
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interferometer are summarized in Table 27. An image of the instrument can be seen in Fig.
55).

Reference Melles Griot 13 FPI-025
Plate spacing 0.5 - 100 mm

Free Spectral Range 300 - 1.5 GHz
Mirror reflectance 99+0.5%
Mirror tuning range 1.2 um nominal

Table 27. Main parameters of the Fabry-Perot interferometer

An interferometer controller (see Fig. 53) provides the high-voltages required for adjusting
the mirror parallelism and the cavity length. The parallelism is adjusted using four control
potentiometers. The cavity length can be either linearly scanned if the interferometer is used
as an optical spectrum analyzer or controlled by a low-voltage external input. In the latest
option —which is the operation mode used in this prototype— the controller acts as a voltage

amplifier.
™ Weee ™ |

Parallelism control

sELECT
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INTERFEROMETER CONTROLLER
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SCAN « RANGE DETECTOR AMPLIFIER

]
i

Fig. 53. Interferometer controller.

6.2.14 Optical receivers

Two optical receivers are used in the prototype to monitor both the interferometer input and
output optical power, required for measuring its frequency response. Each optical receiver is
formed by and avalanche photodiode (APD) as photodetector and a transimpedance
amplifier. A simplified scheme of the receiver is shown in Fig. 54.

APD Transimpedance amplifier
Photodetector T TTTTTTTTTTTTTT T |
Optical i | Transimpedance Voltage |
intensity %% 1 ! stape am liﬁcgtion !
Current g Voltage P ' Voltage
A : A A !
I
H;gh-voltage Bias power
ias power
Sugply supply

Fig. 54. Scheme of the photoreceivers.
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The main parameters of the APD used in the prototype are given in Table 28.

Reference Hamamatsu S8890-15 APD
Avalanche gain (M) 100
Responsivity (Ro) 0.25 (A/W) (@ 1064 nm)
Dark current 10 nA (Typ) | 100 nA (Max)
Effective area < 1.5 mm

Table 28. Parameters of the APD

Both the transimpedance stage and the voltage amplifier have been designed to provide an
adjustable gain. Amplifier parameters are shown in Table 29.

Transimpedance gain 750 — 5750 Q
Voltage gain 1-15
Bandwidth 100 kHz

Input equivalent noise current | 6.12 (Gpax) — 71 (Gmin) pA/~Hz

Table 29. Parameters of the amplifier

An image with the diaphragm used to spatially filter the incident beam, the beam-splitter BS3
(see Fig. 40), the Fabry-Perot interferometer and the photodetectors 1 and 2 can be seen in
Fig. 55. Neither the transimpedance amplifiers nor the high-voltage power supplies are
visible; coaxial cables are used to connect them with the photodetector heads.

Fig. 55. The Doppler detection section of the prototype.

6.2.15 Acquisition board

The output voltage provided by the optical receivers is acquired by a 16 bits, up to 250 ks/s,
multifunction acquisition board providing 16 analog inputs and 2 outputs (Ref. National
Instruments NI PCI-6221) and the corresponding data are processed by a personal computer
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hosting the acquisition board that uses LabVIEW™ routines for obtaining the radial speed.
The error voltage used to correct the interferometer cavity length is applied through one of
the analogue outputs of the acquisition board.

6.2.16 Other parts of the experimental setup

Several electronic devices not appearing in the previous sections can be seen in Fig. 56.

Fig. 56. Electronic devices not appearing in the previous sections: Chopper controller (1), high-
voltage power supplies (2) (one for each photodetector), low-voltage power supply (3),
transimpedance amplifiers (4) (one for each photodetector) and BNC connector block for the
acquisition card (5).

General views of the optical section of the laboratory set-up can be seen in Fig. 57 and Fig.
58.
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Fig. 57. Optical section of the laboratory set-up: Laser (1), reducer-collimator (2), polarization
rotator (3), beam-sampler (4), polarizing beam-splitter (5), quarterwave plate (6), lens 1 of the
focusing system (7), optical chopper (8), attenuator (9), optical fiber focusers (10), 2x1 optical fiber
coupler (11), mode scrambler (12), optical fiber end (13), collimating lens (14), diaphragm (15),
beam-splitter (16), Fabry-Perot interferometer (17) and photodetectors (18).

----------

..........

Fig. 58. Another general view of the laboratory set-up. The numeration is the same than the one
defined in the title of Fig. 57.
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6.3 Retrieval of the frequency response from the detected voltages

Doppler-effect-based velocimeters measure the speed of a target by detecting the frequency-
Doppler-shift between emitted (v,) and received (v, + f, ) signals. Edge-technique-based
lidars, like the prototype that is characterized in this section, obtain these frequencies by
measuring the normalized response of the optical filter f(v) to both signals (section 4),

which is calculated from the output voltages of the optical receivers V; and V, (Fig. 40).

In this prototype the optical chopper is the element in charge of temporally separating the
reference channel (which supplies a sample of the emitted radiation) and the Doppler channel
(with part of the Doppler-shifted scattered power). During each chopper half-period the
detection system processes alternatively the emitted and the received radiation.

In the velocity measurements, during the chopper half-periods in which the emitted frequency
(reference channel) is being detected, the output voltages, V; and V,, , are respectively

Im

I/vlm = al P"‘?f (96)
Vzm =a, Pref F(VO) =a, Pre/‘ Fmax F(VO) (97)

where F(v) is the Fabry-Perot frequency response normalized to its maximum, Fy,y is the

maximum transmission of the filter, P, is the incident optical power from the reference
channel and oy and o, are system constants, including the gain and responsivity of the
detectors, the transimpedance gain of the receivers and losses in optic elements (see section
4.1). The normalized frequency response at the emitted frequency can be therefore calculated,
during the reference chopper half-period, as:

= a Y
F(v)=—2—lm 98
(VO) a2 Fmax Vlm ( )

In turn, during the velocity measurements, in the periods when the incident light is the
frequency-shifted signal from the Doppler channel, the output voltages are:

V]:n = al PDop (99)
I/Zrm = a2 PDop F(VO + fD) = a2 PD()p FInax f(VO + fD) (100)

Where Pp,, is the optical power of the Doppler-shifted incident signal. The frequency
response to the received signal as a function of these voltages is:
- a V)
F(v,+ =—>1 m
( ‘ fD) a2 FInax V’

Im

(101)

The factor multiplying the voltage ratio in the processing of both the reference and the
Doppler channels (Egs. (98) and (101)) is obtained in the calibration stage, prior to the
measurements. In this stage, the frequency response is stored using the signal of the reference
channel as excitation. The output voltage in detector 1 (V)

Vie=oy P, (102)

1% ref

and the output voltage in detector 2 at the peak of the response (V2cazax)
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I/ZCMa)c =0{2P F (103)

ref © max

are also recorded and the factor can be calculated from them as

T (104)
a2 Fmax I/ZCMax

Substituting this factor in Egs. (98) and (101), the expressions to be used for calculating the
response to both the emitted and the received frequencies can be found:

F(vy)= e Vom (105)
VZcMax I/lm
— V. V)
F(vy+f)=—e—2n (106)
’ P VZcMax I/lm

6.4 Retrieval of the Doppler frequency from the frequency response

If the normalized frequency response of the filter has been acquired and recorded in the
calibration phase, the frequency separation between the received and the emitted signals can
be derived from comparison of the measured response at both frequencies, which is
calculated from the detected voltages (Egs. (105) and (106)). The calibrated frequency
response is nevertheless stored not as a function of the absolute frequency but in terms of
frequency distance to the resonance peak, being the differential nature of the measurement
what permits the retrieval of the frequency Doppler shift:

1
F(v,) |----- (Emitted) .5
F(vy) |- Received)

V=V, Vo=V, 0

Frequency distance to the resonance peak (v —v;,)

Fig. 59. Doppler shift measurement from the normalized frequency response

As 1llustrated in Fig. 59, the separation between the frequency of the signal (v, for the
reference channel and v, for the Doppler channel) and the resonance peak of the filter can be

estimated in each case from the measured values of the normalized frequency response
(F(v,) and F(v,) respectively):
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F(vo) - V-V, (107)
F(vg) = vi-v,

The Doppler shift between the received and the emitted frequency is then obtained
subtracting both frequency separations.

fDZ(VR—Vp)—(VO—Vp)ZVR—VO (108)

6.5 Tuning control subsystem

The method described in sections 6.3 and 6.4 is only feasible if the emitted frequency lies
always in the maximum sensitivity zone of the response. Nevertheless, relative frequency
drifts between the laser emission and the resonance peaks of the interferometer, mainly due to
thermal effects, are unavoidable, and a real-time control loop has to be set to compensate
them. This subsystem could actually act either on the laser [53], [57] or on the filter [63]. In
our system, it will act on the interferometer, which is equipped with piezoelectric cells to fine
tune the cavity length and the corresponding frequency parameters.

During the half-period in which the reference signal is processed, the system checks whether
the measured response shows the best available sensitivity for the emitted frequency. If it is
not the case, the voltage applied to the piezoelectric cells is modified to achieve the desired
response. Fig. 60 shows the scheme of the tuning control loop. The optical chopper provides
a synchronization signal that is used to disable this correction during the Doppler channel
half-period. The control voltage is applied to the external input of the interferometer
controller, which amplifies and applies it to the piezoelectric cells to tune the cavity length.
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Fig. 60. Scheme of the tuning control subsystem

The differential nature of the measurement makes that, as far as the measured frequencies lay
in the sensitive zone of the filter response, some variation of the laser location can be
permitted without causing a significant error in the Doppler shift determination. It is not
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therefore indispensable that the tuning control subsystem compensates every small frequency
drift. At the same time, since short-term variations are seldom big enough to induce
significant errors, the system is designed to compensate only medium/long-term drifts in the
laser-filter mutual tuning. There are two input parameters in the control routine that permit to
adjust respectively the minimum error of the laser location to be corrected and the time
interval between two consecutive corrections. The effect of these parameters in the prototype
performance has been tested and will be analyzed in section 7.3.

6.6 Routines and procedures

When a session of velocity measurements is performed, the sequence of actions presented in
Fig. 61 should be carried out. First, in the ‘offset calibration’ routine, the offset voltages of
the receivers are acquired and stored. These values, which will be obtained by blocking the
incidence of any optical radiation on the detectors, will be subtracted later from any acquired
voltage. Secondly, in the so-called ‘frequency response calibration’ routine, several data
related to the frequency response of the interferometer are stored too: the normalized
response, the sweep signal used to scan it, the normalization factor required for obtaining the
normalized response from the detected voltages (V,,/V, ... in Egs. (105) and (106)) and the

frequency sampling interval. These calibration data are measured using the reference channel
as incident signal. Finally, the ‘measurement and tuning control’ routine is run. In this phase,
the optical chopper is switched on and the system calculates, from the detected voltages in
both chopper half-periods and using the calibration data, the radial velocity of the target. At
the same time, the ‘tuning control’ subroutine, which is enabled only during the reference
channel half-period, checks and eventually corrects the location of the emitted frequency on
the response.

- Normalized response

- Normalization constant

- Scan signal

- Frequency sampling period

=

eference channel: ENABLED
Doppler channel: DISABLED

Electronics: ON

Radiation: BLOCKED Chopper: ON

A
Offset voltages
| T -TTTT===- _I r--—-~""79"-~"~""~""~""~=""=""°"f~~"7"7===°7=~n r—---=-=-f~-~~"~"~""~"1~"~"~~°° 1
! vl \ 4 ' ! v A\ 4 !
| Offset voltages Do ' 1| Measurement | -
! _ tag _._:_:> Frequency response 'rl: and ' | Radial
: calibration . calibration Tuning control i | velocity
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Fig. 61. Complete sequence of routines in a session of velocity measurements.

In this section, a description of the functions, the input parameters, the constraints and the
internal structure of the routines involved in these actions will be detailed.

6.6.1 Offset-voltages calibration stage

As mentioned above, in this stage the incident optical radiation onto the detectors is
completely blocked and all the electric and electronic subsystems that will be used during the

89



measurements are switched on. Under these conditions, the measured voltages at the output
of the receivers can be identified as their offset voltages. After being filtered for minimizing
noise errors, these voltages are acquired and stored. They will be used in the following stages
of the measuring procedure, including the rest of calibration routines, subtracting them from
each detected signal.

6.6.2 Frequency response calibration stage

In this phase of the procedure, the optical chopper is stopped to continuously enable the
reference channel. For acquiring the response, some kind of frequency scanning procedure
has to be performed between the laser and the filter. In this case, a linear scan of the cavity
length, and consequently of the resonance frequency of the filter, is carried out. A triangular

sweep signal is generated by software (7 (n) ), amplified by the interferometer controller and

applied to the piezoelectric cells that control the cavity length. During the scan, the detected
voltage at the output of the filter (V, (t)) is acquired, normalized to its maximum and stored

as the normalized frequency response ( F (n) ). The sweep signal used is stored too to be used

during the tuning control phase. The normalization constant required for calculating the
response from the detected voltages (Egs. (105) and (106)) is obtained from the output

voltage of the receiver 1, which is constant during the scan (¥, (n)=V,,), and from the peak

voltage of the response (V,,,,,.)-

For converting the discrete time-signal obtained during the scan into the frequency response,
the correspondence between time and frequency sampling intervals has to be determined and
it is also stored as a result of the calibration routine. For this purpose, the scan of the cavity
length has to be programmed so that it contains two peaks of the periodic frequency response.
Since the frequency distance between two consecutive peaks is the free spectral range (FSR)
of the interferometer (Eq. (36)), if the cavity length of the cavity is known, it is possible to
determine the frequency interval (Af) corresponding to one sampling period:

FSR, (Number of samples)

Maximum —> @------------------------ -+ ‘

,,Hnrff[”ﬂ“‘ ||"\"“lhmh, T].]_”H“ |"’\“\Hrrm,,,

AT — Av

Fig. 62. Time-to-frequency sampling interval translation.

_ FSR(Hz)
~ FSR, (samples) 2d FSR,

Af (Hz/sample) (109)

Fig. 63 shows a scheme of the structure of the frequency response calibration routine.
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Fig. 64 shows a view of the control panel of the frequency response calibration routine.
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Fig. 64. Frequency response calibration routine: Control panel.

6.6.3 Measurement and tuning control stage

Once all the calibration parameters and functions are stored, the optical chopper is switched
on and the signals from both optical receivers (¥, (¢) and V,(¢)) are acquired. The signals

corresponding to the reference and the Doppler channels are alternatively present in both
detected voltages (Fig. 65); hence a synchronization signal (V,, (¢)), provided by the chopper

controller, is also acquired in order to temporally discriminate each channel.
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Fig. 65. Acquired signals during the measuring stage.

Using the normalization constant stored during the calibration stage (V. /V,... ) the
normalized response for both emitted and received frequencies (F (v,) and F (vp)) is

calculated from the detected voltages (Egs. (105) and (106)). From these values and using the
normalized frequency response recorded during the calibration, the distance between both
frequencies in terms of number of samples can be directly derived. Using the frequency
interval used to sample the frequency response (Av) that has been calculated and stored
during the calibration phase, the Doppler frequency and the radial velocity can be
determined.

During the chopper half-period corresponding to the reference channel, in which the emitted
frequency is processed, the system checks and if needed corrects its location on the slope of
the response. This test is made comparing the normalized response at the emitted frequency
with the value that it should take at the optimal location. When the system detects a
difference between these values, it calculates how the control voltage should be changed for
compensating it. This calculation is made by using the sweep signal recorded during the

calibration phase (V;(n)). Fig. 66 shows the way in which the routine calculates this

correction.

Due to the differential nature of the measurements, and as long as measurable frequencies
remain in sensitive zones of the response, some error in the laser location on the filter
response can be allowed without errors in the measurement and without an important loss of
accuracy. This makes unnecessary that the tuning control system acts in a continuous way
and for any relative frequency drift. Two parameters permit to control both the minimum
time between corrections (‘interval’ (‘int’ in Fig. 67)) and the minimum drift that will be
corrected (‘sensitivity’ (‘sens’ in Fig. 67)), defined as a fractional change of the filter

response at the emitted frequency with respect to the optimal one (F (vo ) / F ). Fig. 67

opt
shows the structure of the routine that is run during the simultaneous measurement and tuning
control tasks.
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7 Measurements

In this chapter different practical results related with the performance of the prototype
proposed in chapter 6 will be presented. A set of results concerning the measurement of the
radial velocity of a solid target will be presented and analyzed. The objective is the
characterization of the proposed continuous-wave prototype as a solid-target velocimeter.
Also, the performance of two subsystems that are critical for the operation of the measuring
system and will form part of the atmospheric Doppler wind lidar, such as the Fabry-Perot
interferometer and the tuning control subsystem, has been independently tested in the
laboratory and it is analyzed here.

7.1 Interferometer performance

An accurate retrieval of the frequency Doppler shift requires, in edge-technique-based
Doppler lidars, a precise knowledge of the frequency response of the optical filter used to
perform the frequency-to-intensity conversion. First, in section 7.1.1, a real acquisition of the
frequency response is displayed as an example. In section 7.1.2 the error in the velocity
determination due to differences between the true and the stored frequency response is
calculated as a function of the measured velocity. Finally, in sections 7.1.3, 7.1.4, 7.1.5 and
7.1.6, the effects on the velocity measurements of different phenomena related to the
behaviour of the interferometer response are identified, analyzed and quantified.

7.1.1 Example of acquisition of the frequency response

During the calibration procedure, the frequency response of the interferometer is first
optimized by adjusting, both manually and electronically, the parallelism of the mirrors.
Afterwards, the response is acquired and recorded for later use in the routines where the
intensity-to-frequency conversion is run.
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Fig. 68 shows an example of acquisition of the interferometer frequency response. In this
case, in which the cavity length was fixed to 4 cm, the measured finesse was 47.62 and the
half-width at half-maximum, 39.37 MHz.

Normalized frequency response

; | | | ;
-200 -150 -100 -50 0 50 100 150 200
Frequency distance to the peak (MHz)

Fig. 68. Frequency response acquired during calibration. d = 4 cm; F = 47.62; FWHM = 78.74 MHz

7.1.2 Errors due to variations of the frequency response

Edge-technique measurements are based on the assumption that the frequency response of the
filter is equal to the recorded during the calibration phase, which is the one used in the
calculations. Any variation during the velocity measurements of the filter frequency response
with respect to the recorded curve will result in an error in the determination of the Doppler
shift and the radial velocity. These variations can occur in both the reference and the Doppler
measuring channels.

In the reference channel, two types of response variation affecting the measurements have
been identified. First, random fast fluctuations can be observed when the cavity is repeatedly
scanned (section 7.1.3). These fluctuations appear superimposed to a slow degradation of the
filter selectivity (section 7.1.4). In both cases the variations arise from the instability of the
mirror parallelism, due mainly to mechanical and thermal effects. In the Doppler channel, of
course, these effects are present too, but there exist also another source of error. Indeed, the
response of the interferometer depends on the point of the target surface where the light
impacts. Naturally, this point-of-impact changes continuously when the wheel is rotating,
producing certain random noise in the velocity measurement. This phenomenon might be due
to the changing speckle patterns on the receiving surface as the disc turns and, as a
consequence, to different mode distributions in the optical fiber and variations in the features
of the beam illuminating the interferometer. These effects are partially reduced by the use of
the mode-scrambler located after the combination of the channels, but, actually, they are not
completely eliminated and they will be measured and characterized in sections 7.1.5 and
7.1.6.
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In all the cases, it is possible to calculate the velocity error due to variations of the frequency
response, both in the reference channel and the Doppler channel. As an example, Fig. 69
shows this error in a system with a recorded finesse /' = 47.62 and a cavity length d = 4 cm,
operating at 1064 nm. The results are displayed for different target velocities. The error in the
frequency response is expressed in terms of the difference of finesses and it is assumed that
the speed measurement is made on the positive slope side of the response curve.

1.5 I

Error in the calculated velocity (m/s)

Difference between true and recorded response (Finesse)

Fig. 69. Error in velocity determination due to an error in the frequency response for different
measured linear speeds.

Of course, response variations occur both in the reference and in the Doppler channel. The
noise in each channel (o, and o) affects the measurements during different time intervals
(chopper half-periods) and, as a consequence, they can be considered uncorrelated. If
furthermore it is assumed that both fluctuations have the same variance (o, = o}, = 07,), the

expected velocity error due to random variations of the frequency response (o) can be
computed as

Cix =0 +0, =20, (110)

7.1.3 Stability of the frequency response

In order to estimate the velocity error due to the instability of the frequency response, several
20 minutes duration tests have been carried out. During each of them, the cavity length has
been scanned every 400 ms and the resulting response has been acquired. The parameter used
to characterize and analyze the stability of the response has been its finesse. Fig. 70 to Fig. 72
show, for four independent 20 minutes duration tests, the measured finesse in successive
scans. Results obtained when sliding averaging of 20 and 100 scans is performed are also
displayed in each test.
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Fig. 70. Finesse evolution in successive scans during 20 minutes (Test I).
55 \
1 scan
——— 20 scans sliding average
— 100 scans sliding
50 b
2
a9
45+ a
40 1 1 1 1 1 1 1 1 1
2 4 6 8 10 12 14 16 18 20
Time (min)
Fig. 71. Finesse evolution in successive scans during 20 minutes (Test II).
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Fig. 72. Finesse evolution in successive scans during 20 minutes (Test III).
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Fig. 73. Finesse evolution in successive scans during 20 minutes (Test IV).

As pointed out in section 7.1.2, when comparing the measured finesse from one single scan to
another, there exists a noticeable variability, which is partly due to the sensibility of the
cavity to mechanical vibrations, coming mainly from the cooling system of the laser.

However, the method used for measuring the finesse is also responsible of part of the
observed fluctuations. When the full-width at half-maximum of the response fringes (FWHM)
1s measured after each scan to calculate the finesse of the response (see Eq. (37)), the discrete
character of the acquisition becomes a source of uncertainty.

The expected standard deviation of the measured finesse due to this effect can be calculated
from the frequency sampling period of the response (Af") and the interferometer parameters.
Indeed, the calibration routine calculates the finesse dividing the theoretical free spectral
range by twice the half-width half-maximum (HWHM) after each scan. The HWHM is
obtained by detecting both the maximum and the half-maximum of the scanned curve. The
maximum error possible detecting the peak of the curve and its half-maximum are
respectively +Af/2 and £Af . Both errors can occur simultaneously, resulting in a maximum
error of £1.5Af in the determination of the HWHM and of +3Af in the case of the full-
width half-maximum (FWHM). There exist as well an error due to the sampling of the curve
when calculating Af" (Eq. (109)), but its value (in the order of 0.1% of Af") is negligible with
respect to the one considered here. The maximum and minimum expected values of the
measured finesse are therefore

Fro = X (111)
FWHM FSR
min _ 3Af
(F)
FWHM,,,  FSR 5,
(F)

where <F > is the mean finesse in the tests, once the random fluctuations are already

eliminated. The probability of the measured finesse is uniformly distributed within the limits
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set by Fmin and Fnax. The uncertainty of the measured finesse due to the sampling effect
(O'F( Af)) can be thus estimated as follows.

Fmax B Fmin
Oy =~ (113)

During the tests presented here, the cavity length was set to 4 cm, the mean finesse was in all
the cases <F > ~ 45 and the frequency sampling period Af =451kHz . Using these values, we

obtain o,, =0.37.

The velocity measurements are in fact affected by the fluctuations of the frequency response
but not by the noise induced by the process of measurement of the finesse. Considering that
both sources of fast variation are not correlated, the variance of the fluctuations of the

frequency response (characterized by its finesse) (0'12,( FR)) can be obtained subtracting the

noise due to the sampling process (aﬁ( Af)) from the overall observed finesse variance (o).

Crirmy = O ~ Oy (114)
In each one of these tests, the standard deviation of the finesse fluctuations due to instability
in the frequency response and the corresponding velocity error (for target speed equal to 0
m/s) have been obtained. The values shown in Table 30 correspond to the non-averaging
case. The standard deviation has been calculated here for periods of 2 minutes in order to
avoid the effect of trends due to long-term degradation of the response. The fact that these
fluctuations affect the frequency retrieval in both the reference and the Doppler channels has
been also taken in account when translating the finesse fluctuations to noise in the detected
velocity.

2 min. velocity

Test | O o L
F FR | standard deviation

I | 1.15]1.09 0.68 m/s
II [1.10 | 1.04 0.64 m/s
III [ 0.75 | 0.65 0.40 m/s
IV 11.07]1.01 0.63 m/s

Table 30. Standard deviation of the measured finesse and the zero-velocity corresponding velocity
error when no averaging is performed.

These random fast fluctuations affect the velocity retrieval in two ways. During the speed
measurements, there will be a statistical error (noise) in the measured velocity that can be
easily reduced by averaging measurements. Nevertheless, if the frequency response recorded
during the calibration stage does not correspond to the average response, the measured
velocity will be affected not only by noise but also by a bias error. To avoid this second
effect, it is necessary to perform scan averaging during the calibration procedure. When 20
scans (8 s) and 100 scans (40 s) are averaged, the standard deviation of the finesse and the
corresponding velocity error are the ones presented in Table 31.
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20 scans 100 scans
Test 2 min. finesse 2 min. velocity 2 min. finesse 2 min. velocity
standard deviation | standard deviation | standard deviation | standard deviation
I 0.31 0.20 m/s 0.11 0.07 m/s
11 0.25 0.17 m/s 0.06 0.04 m/s
111 0.22 0.14 m/s 0.09 0.06 m/s
v 0.25 0.17 m/s 0.13 0.07 m/s

Table 31. Finesse and velocity standard deviation when 20 and 100 scans are averaged.

As pointed out above, averaging, both during measurements and during calibration, is a good
solution for reducing the error produced by fast random variations in the normalized
frequency response. However, and not considering yet the degradation in time of the filter
selectivity, when the fast fluctuations are eliminated by averaging, slow and erratic variations
of the response figures that will produce errors can be still observed. The expected error in
this case is anyway much smaller than the ones related with the non-filtered fast fluctuations
analyzed in Table 30 and the only way to reduce them would be by means of improving the
mechanical and thermal isolation of the interferometer.

7.1.4 Degradation of the frequency response

Besides the fast and slow fluctuations that have been analyzed in section 7.1.3, the
normalized frequency response of the interferometer undergoes an increasing loss of its
selectivity that is due to a progressive degradation of the parallelism of the cavity mirrors.
The tests presented in section 7.1.3 can be used to estimate how long the filter features
remain stable and measurement can be done without requiring re-adjusting the cavity and re-
calibrating the response. Table 32 shows the average finesse every 2 minutes in the 20
minutes tests.

Test I II III v
0-2 min. | 46.36 | 46.71 | 47.78 | 48.36
2-4 min. | 46.24 | 46.68 | 47.84 | 48.40
4-6 min. | 46.45 | 46.73 | 48.12 | 48.52
6-8 min. | 46.48 | 46.93 | 48.32 | 48.17
8-10 min. | 46.61 | 46.86 | 48.15 | 48.11

10-12 min. | 46.66 | 46.55 | 48.20 | 47.88
12-14 min. | 46.54 | 46.35 | 48.14 | 47.82
14-16 min. | 46.38 | 46.02 | 48.02 | 47.51
16-18 min. | 46.47 | 45.55 | 47.90 | 47.17
18-20 min. | 46.33 | 45.11 | 47.98 | 46.99

Table 32. Two minutes partial mean finesse.

In two of the tests (I and III), the response remains stable during the whole duration of the
test (20 minutes), with differences that do not show a trend but the slow fluctuations
described in section 7.1.3. Nevertheless, in tests II and IV, as representative instances of bad
observed behaviour, a progressive loss of finesse appears after about ten minutes of
continuous scans (shaded cells). In general, it has been observed that for different tests,
depending probably on the adjustment of the mirrors and on the conditions of the
measurements, the degradation of the response can start before or later. After repeated tests, it
has been determined that ten minutes is, in this system, a conservative value of the maximum
duration of a velocity measurement without re-adjustment and re-calibration of the cavity.
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For longer continuous measurements, a better thermal and mechanical isolation of the
interferometer should be implemented. Also it has to be taken into account that, in the
interferometer used in this experiment, the flexibility in its configuration, with adjustable free
spectral range and changeable set of mirrors, is a key feature that, as a counterpart, suffers
from worse stability of its parameters than other less flexible approaches: Fabry-Perot etalons
[26], [8] or molecular absorption filters [57].

7.1.5 Dependence of the frequency response with the point-of-impact on the target

Another source of variation of the frequency response with respect to the acquired during the
calibration phase, affecting only to the Doppler channel, arises from the frequency response
dependence on the point-of-impact on the target. The small size of the illuminated spot,
essential for maximizing the collected power, produces rough speckle patterns, with big
coherence area, on the receiving area of the optical fiber coupler.

As the target rotates and the point-of-impact moves, these patterns change, producing
variations in the fiber mode distribution and, once the light exits the fiber and is collimated,
different conditions on the interferometer. The behaviour of a Fabry-Perot interferometer is
very sensitive to the characteristics of the incident light and these variations produce slight
differences in the frequency response. Since the point-of-impact on the target changes
continuously when the wheel is rotating, this phenomenon produces fluctuations in the
measured velocity that can be counted as another source of noise. The finesse from the
Doppler channel has been measured for different points on the target to preliminary estimate
the relevance of this contribution to the total noise of a velocity measurement. In order to
eliminate the random fast fluctuation effect described in section 7.1.3, the finesse data
recorded at each point of the disc correspond to 100 averaged scans. Table 33 shows the
results for 3 independent tests. In each one of them, the standard deviation of both the
Doppler finesse fluctuation and the corresponding calculated velocity fluctuation are
presented.

Test I I I
Number of points on the target 21 35 40
Doppler finesse (Mean) 48.06 45.44 46.87
Doppler finesse (Standard deviation) 1.18 0.80 1.07
Velocity fluctuation (Standard deviation) | 0.50 m/s | 0.38 m/s | 0.48 m/s

Table 33. Statistics of the point-of-impact dependence of the averaged measured finesse for the
Doppler channel.

7.1.6 Differences between the frequency response in the reference and the Doppler
channel

As seen in section 7.1.5, when the target is rotating, the spectral response of the
interferometer in the Doppler channel is affected by fluctuations that introduce noise in the
velocity determination. This noise can be eliminated by averaging single measurements but,
if the mean response corresponding to of all the points of the target does not coincide with the
response for the reference channel, a bias error will remain in the velocity measurement. In
the three tests presented section 7.1.5, this error has been calculated using the results shown
in Fig. 69.
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Test I I 11
Number of points on the target 21 35 40
Doppler finesse (Mean) 48.06 45.44 46.87
Reference finesse (Mean) 48.56 46.80 46.25
Velocity error (Mean) 0.21 m/s | 0.62 m/s | -0.28 m/s

Table 34. Bias error in the velocity determination due to differences between the mean frequency
response in the Reference and the Doppler channel.

This error depends on our capability during the set-up of the system to assure identical
frequency response in both channels.

The effect of both statistical (section 7.1.5) and bias (section 7.1.6) errors due to differences
in the frequency response produced by variations of the speckle at the input of the optical
fiber would nevertheless be negligible in an atmospheric application of this technique.
Indeed, the spatial coherence area in the surface of the telescope, that is, the typical size of
the speckle, is expected to be very small when compared to the receiving area (see Eq. (30) in
section 3.2.1). This results in a big amount of little speckles (for the typical values used in
section 3.2.1, more than 2x10°) that do not change significantly the illumination of the optical
fiber as the atmospheric scatterers move.

7.2 BS3 splitting-ratio. Normalization constant

For recovering the value of the normalized frequency response from the detected voltages
", , V,, in the reference channel and ¥,/ , V) in the Doppler channel), the acquisition

m Im
routine uses a normalization factor (k) that has to be measured during the calibration phase.
Following (Egs. (105) and (106)).

— V. v,
- Reference channel: F(v,)=k 2%, k=—1
1m I/ZCM ax
(115)
= Vo Vie
- Doppler channel: F(V0 +fp)=k 22 k= ,
I/lm I/ZCMax
(116)
where V., is the non-variant output voltage at detector 1 during the calibration stage and
Ve 1S the maximum output voltage at detector 2 during the response scanning.

In an ideal case, with non-variant and identical system performance in both channels, the
normalization factor should not undergo variations. Nevertheless, similarly to what occurs
with the spectral response of the filter, fluctuations of this factor can be observed in the
Doppler channel when the point-of-impact of the beam on the disc changes. Of course, in
part, these fluctuations are due to the variations of the cavity frequency response analyzed in
section 7.1.5. However, there is a component of this noise that is due to small variations of
the splitting-ratio of the beamsplitter that is used, placed immediately before the
interferometer, to separate the incident beam in two (BS3 in Fig. 40). This dependence on the
point-of-impact, which has been verified removing the mirrors from the optical path, is
probably due to both angular and polarization factors. When the wheel rotates, this
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phenomenon induces certain noise in the velocity determination. It has been calculated which
is the error in the velocity measurement corresponding to variations of & with respect to the
one used by the routine to perform the calculations. Fig. 74 shows the results of these
calculations for different measured velocities within a range of £ 10 m/s, in a system with a
recorded finesse F' = 47.62, a cavity length d = 4 cm and a factor in the reference channel &k =
0.8, operating at 1064 nm.
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Fig. 74. Velocity error due to variations of the normalization factor in the Doppler channel. k = 0.8,
F =47.62, cavity length d = 4 cm, operation wavelength 1y = 1064 nm.

Table 35 shows, for the three tests performed in section 7.1.5, the statistics of the variations
of the normalization constant in the Doppler channel and the corresponding velocity error
when the zero-speed is measured in different points on the reflecting surface.

Test I II
Number of points on the target 35 40

kp (Mean) 1.13 1.07

kp (Standard deviation) 0.046 (4.07%) | 0.041 (3.83%)
Velocity fluctuation (Standard deviation) 0.84 m/s 0.80 m/s

Table 35. Statistics of the point-of-impact dependence of the normalization factor for the Doppler
channel

7.3 Tuning control system

7.3.1 Estimation of the frequency drifts compensated by the system

As it has been already reported in section 6.5, the objective of this subsystem is to
compensate the relative frequency drifts between the laser and the filter. In our prototype, any
displacement of the emitted frequency with respect to the filter slope produces a change in a
control signal that, after being amplified by the interferometer controller, is applied to the
piezoelectric cells to readjust the cavity length and, hence, compensate the drift (see Fig. 60).
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If the control voltage used to tune the cavity length is monitored, the frequency drifts that the
system is compensating in each moment can be estimated. Fig. 75 and Fig. 76 display this
voltage in two different tests. In both cases the duration of the observation was two minutes.
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Fig. 75. 2 minutes monitoring of the voltage that controls the cavity length with ‘sensitivity’ equal to 1
% and ‘interval’ 50 ms (see section 6.6.3).
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Fig. 76. 2 minutes monitoring of the voltage that controls the cavity length with ‘sensitivity’ equal to 4
% and ‘interval’ 100 ms (see section 6.6.3).

The maximum variation of the control voltage during the two minutes observation has been
60 mV in the first case and 70 mV in the second one. If these variations are translated to
frequency shifts of the response, they result respectively in 101 MHz and 86 MHz (it has
been measured that, in these tests, the ratio of the resulting frequency shift to the control
voltage that is been applied is 1.44 GHz/V). Considering that the bandwidth of the filter was
about 80 MHz, it can be stated that, if these frequency drifts had not been compensated, part
of the measurements would have been displaced completely out of the sensitive zone of the
response. The fact that these results are obtained in observations of only two minutes

105



duration, confirms that the tuning control subsystem is indispensable in a velocimeter using
an interferometer like the one considered here.

7.3.2 Effect of ‘sensitivity’ and ‘interval’ parameters

Regarding the measurements displayed in Fig. 75 and Fig. 76, the configuration of the tuning
control system changed from one test to the other. In the first one, the system was
programmed to act, if it was necessary, every 50 ms (‘interval’ parameter; see section 6.6.3)
and to react only when the change of the response to the emitted frequency with respect to its
optimal value is bigger than 1 % (‘sensitivity’ parameter; see section 6.6.3). In the second test
these parameters where set respectively to 100 ms and 4 %. It can be observed that, as it can
be expected, in the first case the voltage changes more frequently.

The effect of increasing these parameters is that the frequency drifts grow bigger before they
are compensated. Bigger displacements of the measurements from their optimal location on
the response produce a loss of sensitivity and, as a consequence, a bigger uncertainty in the
detected velocity. The frequency drifts that, during two minutes of continuous acquisitions,
are not compensated by the tuning control system have been monitored for different values of
’sensitivity’ and ‘interval’ parameters. The standard deviation of these drifts has been in turn
translated into the corresponding increase in the calculated uncertainty, averaged over the
whole velocity dynamic range. As examples, results obtained, first when ‘sensitivity’ is fixed
to 1 % and secondly, when ‘interval’ is set to 50 ms, are displayed in Table 36 and Table 37,
and in Fig. 77 and Fig. 78.

Sensitivity (%) 1.0
Interval (ms) 20 | 50 | 100 | 200 | 300 | 400 | 500 | 600 | 700 | 800
Frequency drift (MHz)

. 1.06 | 1.20 | 0.96 | 2.45 | 2.63 | 3.20 | 4.51 | 5.76 | 6.29 | 8.86
(standard deviation)

Increase in

. 1.96 | 2.16 | 1.77 | 556 | 6.17 | 8.19 | 15.09 | 25.42 | 31.95 | -
uncertainty (%)

Table 36. Increase in mean uncertainty due to non-compensated frequency drifts as a function of the
parameter ‘interval’.

Interval (ms) 100
Sensitivity (%) 1.0 120 | 30| 40| 50| 60| 7.0 8.0 9.0 10.0
Frequency drift (MHz)

. 096 |1.48 | 1.76 | 2.29 | 2.74 | 3.07 | 3.78 | 3.89 | 448 | 4.78
(standard deviation)

Increase in

. 1.77 | 2.78 | 3.70 | 4.99 | 6.48 | 7.83 | 11.03 | 11.49 | 15.09 | 16.90
uncertainty (%)

Table 37. Increase in mean uncertainty due to non-compensated frequency drifts as a function of the
parameter ‘sensitivity’.

In both cases it is clear that the higher are ‘sensitivity’ and ‘interval’ the more important is
the increase in the uncertainty of the velocity measurements. These results can be used to
establish constraints on these parameters. For instance, if ‘interval’ (i.e. the time between
corrections) is set to 100 ms and a loss of precision above 2 % is not allowed, the ‘sensitivity’
parameter has to be set below 1 %. These have been indeed the values used in the velocity
measurements presented in section 7.4.5.
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Fig. 77. Increase in mean uncertainty due to non-compensated frequency drifts as a function of the
parameter ‘interval .
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Fig. 78. Increase in mean uncertainty due to non-compensated frequency drifts as a function of the
parameter ‘interval’.

Due to the differential nature of the technique, as long as the drifts of the emitted frequency
do not oblige the set of measurable frequencies to get off the slope of the response, going
over the resonance peak, velocity measurements are possible in the whole velocity dynamic
range. The effects of the displacements are in such cases limited to an increase in the velocity
uncertainty. Limits for ‘interval’ and ‘sensitivity’ have been also determined; ‘interval” above
800 ms (if ‘sensitivity’ is set to 1%) and ‘sensitivity’ above 15 % (if ‘interval’ is set to 100
ms) would impede measurements in the whole dynamic range (see Fig. 79).
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Fig. 79. Location of the emitted frequency and the frequency dynamic range of the measurements.
Optimal location (left) and maximum allowed displacement (right).

7.4 Velocity measurements

7.4.1 Description of the tests

Several sets of velocity measurements have been carried out with the continuous-wave solid-
target velocimeter described in section 6. As described in section 6.2.5, the target used to
asses the measurement technique is a rotating disc whose linear speed on the edge is
measured by the velocimeter (see Fig. 43). The angular speed of the disc is controlled by a
DC regulator (Ref. IED Electronics VT-30).

The speed of the disc is monitored by an independent ad-hoc opto-electronic system [64],
which is indispensable for estimating the quality of the Doppler measurements. An optical
transmitter-receiver device illuminates one side of the disc and detects the radiation scattered
by a collection of uniformly distributed reflecting patches attached to it. Then, a LabVIEW®
routine measures the frequency of the resulting pulsed signal detected by the receiver and
calculates the linear speed of the target.

In an ideal noiseless system that is not affected by systematic errors, each single
measurement would provide the true velocity of the target. Measurements, nevertheless, are
affected both by noise and systematic errors. The effect of noise is the presence of random
variations in the detected velocity when the same true velocity is repeatedly measured
(uncertainty) and it can be reduced averaging individual measurements. If there were not
systematic errors, the mean of the detected values would coincide with the true velocity of the
target. However, systematic errors exist in the measuring process and their effect is a bias
error in the measured velocity, i.e. a difference between the true and the mean detected speed.
For calculating both the effect of noise and the bias error and in such way characterize the
quality of the results, in each velocity measurement, the same true velocity has been
repeatedly measured.

Both noise and bias error are in general different for different measured velocities. The
velocity tests have thus been run for a set of different speeds within a given velocity range.
As seen in section 5.2, once the velocity range and the finesse of the interferometer are fixed,
the optimal cavity length can be calculated. In the tests presented here, the main parameters
of the measurements configuration are the ones shown in Table 38.
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Radial velocity bandwidth + 10 m/s
Disc Diameter (D) 50 cm
Angle of incidence (&) 45°
Angular velocity range + 540 rpm
Finesse 45
Cavity length 4 cm
Number of measured velocities 10

Table 38. Velocity tests configuration parameters.

7.4.2 Power conditions

For assessing the performance of the velocimeter, the quality parameters of the measurements
(uncertainty and bias error) have to be compared with the theoretical expected values
assuming the conditions present during the tests. As seen in section 5.2.2.4, the uncertainty
depends strongly on the optical intensity incident on the frequency discriminator.
Consequently, the optical power has had to be measured or estimated in different points of
the prototype set-up.

Fig. 80 shows a scheme of the optical section of the prototype where the measuring points are
indicated. Table 39 presents the optical power obtained in each of these points. From points 1
to 9 (non-shaded rows), the optical power has been directly measured with a commercial
power meter (Ref.: Edmund Optics NT54-018). From these measurements, the true values of
some parameters have been calculated and are also shown in Table 39. The optical power in
points 10 to 12 (shaded rows) has been estimated from the incident power (optical power in
point 9) and the parameters of the optical fiber, the collimating lens, the diaphragm and the
beamsplitter. The values used for these calculations are also shown in Table 39.

<

Laser

Fig. 80. Measurement points listed in Table 39.

The attenuator located in the reference channel before the optical fiber coupler is adjustable,
and it is used to equal the incident power in both channels. Nevertheless, the optical power
collected in the Doppler channel changes significantly when the point-of-impact of the beam
on the target changes and this balance is not possible in all the acquisitions when the target is
rotating. The values presented in Table 39 are therefore necessarily a particular instance, yet
typical, in which the optical power in both channels is balanced at the measuring points from
6to 12.
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Point | Optical power Related parameters

1 1.33 mW

2 .15 mW Beamsampler transmistance: 86.5 %

3 118 pW Beamsampler reflectance: 8.8 %

4 15.7 uW Transmitting-receiving loss: 18.6 dB

5 7.8 uyW Attenuator: 11.8 dB

6 6.2 uW Coupling efficiency (Ref. channel): 79 %

7 6.2 uW Coupling efficiency (Doppler. channel): 39 %

8 2.7 uW 2x1 Coupling efficiency: 44 %

9 23 uW Mode scrambler transmission: 85 %
Numerical aperture of the optical fiber: 0.275

10 1.58 nW Collimating lens focal length: 10 mm
Diaphragm diameter: 1.5 mm

11 0.76 nW Beamsplitter transmittance: 50 %

12 0.76 nW Beamsplitter reflectance: 50 %

Table 39. Optical power measured (non-shaded) and estimated (shaded) at different points of the
prototype set-up.

7.4.3 Expected uncertainty in the velocity determination

The uncertainty in the measurements due to the noise will be characterized by the standard
deviation of the measured values. In section 5.2.2.4, the uncertainty due to the photoreceiver
noise has been estimated for a system like the one implemented and tested in this section,
considering an incident power equal to the one estimated in section 7.4.2 (see Table 39).
Also, in sections 7.1 and 7.2, other sources of noise have been identified and characterized,
and they have to be also considered in the analysis of the system performance. If the different
contributions to the error are uncorrelated, the overall uncertainty o, can be calculated as

O'O:\/?, (117)

where o, is the standard deviation associated to each noise source. In the case of the system

follows,

assessed in this section, the overall uncertainty for an individual acquisition is

2 2 2 2
o, I\/GPR+O'FR+O'P,+GSR , (118)

where o, is the uncertainty due to the photoreceiver noise (sections 4.4.2 and 5.2.2.4), o,
is the one associated to random variations of the frequency response (section 7.1.3), and o,
and o, are related to the point-of-impact dependence of the frequency response and the
splitting ratio of BS3 in the Doppler channel (sections 7.1.5 and 7.2).

In the velocity measurements, averaging is used to reduce the uncertainty in the velocity

determination. When sample averaging is performed, the variance of each one of the
uncorrelated sources of noise is divided by an ‘averaging factor’ (4F) that is equal to the
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number of accumulated samples. The uncertainty of the measurements in this case (o, ) can
be written thus as follows.

2 2 2 2
O O (o3 (o} O,
— PR + FR + Pl SR _ o

O = =
a \/AF AF  AF  AF  JAF

(119)

The expected uncertainty associated to the noise of the photoreceiver o,, has been calculated

as in section 5.2, for a set of velocities within the velocity range, using the system
configuration parameters shown in Table 38 and the incident optical power from Table 39.
Fig. 81 displays these results.

The expected uncertainty due respectively to the observed random variations of the frequency
response (0,,) and to the point-of-impact dependence in the Doppler channel of both the

frequency response (o, ) and the splitting ratio in BS3 (o, ) has been also calculated for the
range of measurable velocities. The results are shown in Fig. 82.

It can be observed that for this low level of incident power (1.58 nW), the photoreceiver noise
is clearly dominant and the effect of the rest of sources of noise could be neglected. However,
this would not be the case if the incident power was bigger. As example, if the incident power
is 10 nW, the mean value of the photoreceiver uncertainty within the velocity range is 0.88
m/s (see Table 4 in section 5.2.3.1), comparable to the values obtained for the rest of sources
of noise, which do not depend on the incident power. On the other hand, for an optical power
of 100 nW the mean photoreceiver uncertainty would go down to 0.15 m/s and would start to
become irrelevant compared with the rest of contributions.

Since a veloctity measurement can be only performed when both the reference and the
Doppler channels have been processed, the maximum temporal resolution of the measuring
system is equal to the chopper period. The samples that are acquired during that time interval
are therefore always averaged in order to reduce the noise of the measurement. The different
velocity tests presented in this section have been carried out using a chopper frequency of
100 Hz and a sampling rate of 40000 samples/s. These figures correspond to 200 available
samples within each chopper half-period. In order to avoid the transition zones between the
half-periods, only the 100 central samples of each half-period are averaged to obtain each
single velocity measurement. Applying thus Eq. (119) with an averaging factor AF; = 100,
the overall expected uncertainty of the measurements can be computed. Results for the partial
and the overall uncertainties for the set of velocities within a range of + 10 m/s are shown in
Table 40.
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Fig. 81. Expected velocity uncertainty due to the photoreceiver noise as a function of the measured

velocity, when no averaging is performed.
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Fig. 82. Expected velocity uncertainty according to the measured fluctuations of the frequency response

and point-of-impact dependence of the frequency response and the splitting ratio in the Doppler

channel.
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ity | o @09 | o @5) | 0 () | 3 i) | 0, sy | T B
-10 8.32 0.38 0.27 1.06 8.40 0.84
-8 6.17 0.44 0.31 0.98 6.27 0.63
-6 5.14 0.50 0.35 0.92 5.27 0.53
-4 4.63 0.56 0.40 0.90 4.77 0.48
-2 4.38 0.63 0.44 0.88 4.54 0.45
0 4.31 0.69 0.49 0.88 4.49 0.45
2 4.37 0.75 0.53 0.88 4.56 0.46
4 4.53 0.82 0.58 0.89 4.73 0.47
6 4.78 0.88 0.62 0.90 4.99 0.50
8 5.11 0.94 0.66 0.91 5.33 0.53
10 5.53 1.00 0.71 0.93 5.74 0.57

Table 40. Partial and overall expected uncertainty

7.4.4 Bias error in the velocity determination

The bias error, i.e., the difference between the true and the mean measured speed, is the
consequence of systematic errors in the measuring process. Contrary to what happens with
the random errors due to noise, which can be reduced by applying sample averaging, the bias
error cannot be eliminated unless the different systematic errors are either eliminated or
characterized, determined and removed from the results. Some of these errors have been
already identified.

As seen in section 7.1.6, when the frequency response in the Doppler channel does not match
exactly that of the reference channel, an error in the velocity determination appears. This is a
systematic error that, in the case of the tested prototype, although small, is difficult to control.
The response in the Doppler channel depends on the point of impact of the radiation, and it
undergoes random fluctuations when the target is rotating. The ‘average response’ is the one
that should be the same as in the reference channel and it is not possible to adjust it in static
conditions. The different tests presented in section 7.1.6 show velocity errors induced by this
cause ranging from — 0.28 to 0.62 m/s.

The bias error is calculated as the difference between the “true” and the mean measured
speed. An error monitoring the target velocity taken as reference will, therefore, also
contribute to the calculated bias error. In the case of the tests presented here, errors in the
velocity of the target used as reference arise from both the measurement of the angular speed
of the disc and the estimation of the angle of incidence. In both cases, the aim is to reduce
their importance as much as possible, but certain non-determined component of the bias error
will be actually induced necessarily by the errors in the determination of the “true” radial
speed.

7.4.5 Velocity measurements

In this section, four sets of velocity measurements, spanning the velocity range of the system,
will be presented. In all the tests, for each velocity value, the duration of the measurements is
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two minutes. The mean and the standard deviation of the detected velocity have been
calculated for determining the bias error and the uncertainty of the measurement.

Also, the effectiveness of averaging acquisitions has been tested. In each two-minutes
velocity measurement, an additional averaging factor AF, = 200, which corresponds to a data
integration of 8 seconds, has been applied to the individual measurements and the effects of
the sample averaging in the uncertainty of the resulting data have been analyzed.

The main configuration parameters of these velocity tests are summarized in Table 41.

Frequency discriminator
Finesse 45
Cavity length 4 cm
Power
Incident power 2 nW
Target
Disc diameter 50 cm
Angle of incidence 45°
Acquisition
Chopper frequency 100 Hz
Sampling rate 40000 samples/s
AF for one single measurement 100
Measured velocities
Radial velocity range + 10 m/s
Range of angular speeds + 540 rpm
Number of measured velocities 10
Velocity measurement duration 2 min

Table 41. Main settings and parameters of the velocity tests

7.45.1 Results

Table 42 to Table 45 show, for each of the tests presented here, the results of the radial (line-
of-sight component) velocity measurements. For each measured velocity, the displayed data
are: the ‘true’ velocity (as determined from the optolectronic system measuring the angular
velocity (see section 7.4.1)), the mean detected velocity, the bias error and the uncertainty,
first, when no averaging is applied (besaides the one intrinsically applied to obtain each
single measurement (see section 7.4.3)) and secondly, with 8 seconds integration. Figs. Fig.
83 to Fig. 86 display, also for each of the tests, the mean measured values and the single
measurement uncertainty versus the true velocity. In each figure the line corresponding to an
ideal detector (measured velocity equal to ‘true’ velocity) is also displayed. No graphic
representation of the uncertainty of averaged measurements is made in the plots.
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Test |

Angular | "True rz'1d1a1 Mean Uncertainty (m/s) | Uncertainty (m/s) | Bias error
speed Velocity measured (Single meas.) (8 s integration) (m/s)
(tpm) (m/s) | velocity (m/s) £ ' &

-630.8 -11.68 -11.72 2.01 0.19 -0.04
-480.0 -8.89 -8.83 1.85 0.13 0.06
-384.8 -7.12 -6.95 1.57 0.07 0.17
-241.5 -4.47 -4.48 1.32 0.05 -0.01
-118.5 -2.19 -2.45 0.94 0.06 -0.26
131.7 2.44 2.43 0.92 0.08 0.00
253.2 4.69 4.53 1.08 0.09 -0.16
367.5 6.80 6.62 1.32 0.12 -0.19
468.8 8.68 8.48 1.59 0.09 -0.20
616.5 11.41 11.08 1.56 0.08 -0.34
Table 42. Results for test [
15 F I I L _________ I _______ ]
O Measured velocities ; ; ;
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Fig. 83. Measured velocities and uncertainty vs. ’true’ radial velocity with no averaging (Test I)

The linear least square fitting of the results leads to a relation between the measured velocity

True velocity (m/s)

(vm) and the “true” radial velocity (v;)

v, =0.9856 v, —0.0965

Similar presentation of results are shown in for the tests II, I and IV
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Test 11

ir;gel;?r ‘T\r;le i;i?g:al mleﬁ:i?e d Unc.ertainty (m/s) Unce‘rtainty (m/ s) | Bias error
(rpm) (m/s) velocity (m/s) (Single meas.) (8 s integration) (m/s)
-519.6 -9.62 -8.91 1.60 0.14 0.71
-412.2 -7.63 -7.25 1.50 0.17 0.38
-303.0 -5.61 -5.58 1.50 0.28 0.03
-183.0 -3.39 -3.73 1.14 0.23 -0.34
-96.0 -1.78 -1.90 0.75 0.07 -0.12
93.6 1.73 1.93 0.91 0.10 0.20
194.4 3.60 4.18 1.15 0.16 0.58
295.8 5.48 6.17 1.41 0.26 0.69
435.0 8.05 8.60 1.48 0.25 0.55
541.2 10.02 10.38 1.54 0.20 0.36

Table 43. Results for test I1

15 I I I \
O Measured velocities i i ‘
| |

10+ ldeal oL §§

Measured velocity (m/s)
o
\

-10f- - e - S REREEEEEEE et
1 1

-15

True velocity (m/s)
Fig. 84. Measured velocities and uncertainty vs. ‘true’ radial velocity with no averaging (Test II)
The linear least square fitting of the results:

v, =1.0135v, +0.3023 (121)
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Test 111

ir;gel;?r ‘T\r;le i;i?g:al mleﬁ:i?e d Unc.ertainty (m/s) Unce‘rtainty (m/ s) | Bias error
(rpm) (m/s) velocity (m/s) (Single meas.) (8 s integration) (m/s)
536.1 9.92 9.69 1.62 0.12 -0.23
4253 7.87 7.89 1.59 0.12 0.02
330.1 6.11 6.38 1.40 0.12 0.27
243.8 4.51 4.74 1.22 0.07 0.23
143.6 2.66 2.96 0.96 0.11 0.30
82.9 1.54 1.48 0.65 0.07 -0.05
-96.9 -1.79 -2.33 0.84 0.16 -0.54
-183.7 -3.40 -3.87 0.93 0.10 -0.47
-271.7 -5.03 -5.44 1.12 0.10 -0.41
-373.5 -6.91 -7.19 1.30 0.14 -0.28
-487.1 -9.02 -8.65 1.38 0.15 0.36
-584.5 -10.82 -10.29 1.47 0.12 0.53
Table 44. Results for test I11
T | | | |
O Measured velocities ; ; !
10+ Ideal e %————

Measured velocity (m/s)
o

-10

-15

True velocity (m/s)

Fig. 85. Measured velocities and uncertainty vs. ‘true’ radial velocity with no averaging (Test II)

The linear least square fitting of the results:

v =0.9974v, —0.0235
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Test IV

ir;gel;?r ‘T\r;le i;i?g:al mleﬁ:i?e d Unc.ertainty (m/s) Unce‘rtainty (m/ s) | Bias error
(rpm) (m/s) velocity (m/s) (Single meas.) (8 s integration) (m/s)
-523.7 -9.69 -9.22 231 0.13 0.48
-448.9 -8.31 -8.11 2.14 0.15 0.20
-396.5 -7.34 -7.03 2.17 0.11 0.31
-317.3 -5.87 -6.12 1.71 0.14 -0.25
-229.4 -4.25 -4.25 1.69 0.13 0.00
-154.6 -2.86 -3.16 1.40 0.15 -0.30
-79.8 -1.48 -1.44 0.75 0.07 0.03
79.8 1.48 1.62 0.84 0.14 0.14
154.0 2.85 2.82 1.14 0.11 -0.03
224.4 4.15 4.16 1.41 0.23 0.00
299.3 5.54 6.22 1.49 0.11 0.68
381.5 7.06 7.39 1.44 0.15 0.33
455.1 8.43 8.29 1.57 0.19 -0.13
526.8 9.75 9.79 1.49 0.07 0.04

Table 45. Results for test IV
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True velocity (m/s)
Fig. 86. Measured velocities and uncertainty vs. “true” radial velocity with no averaging (Test IV)
The linear least square fitting of the results:

v, =0.9987v, +0.1071 (123)
In general, results permit to say that the velocimeter is correctly measuring the velocity of the

target. In the next section, the results are analyzed in connection with the quality parameters
defined in section 7.4.1.
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7.4.5.2 Analysis of the bias error

The bias error observed during the tests does not show a predictable behavior. This can be
partly explained by the fact that, as shown in section 7.1.3, the frequency response of the
filter, besides being affected by fast random variations that can be reduced by sample
averaging, undergoes slower fluctuations that can produce differences in the response from
one two-minutes-duration averaged acquisition to another. The system has also had to be re-
adjusted and re-calibrated during the tests to prevent the filter response to suffer degradation
like the one described in section 7.1.4. Cavity re-adjustments can produce a change in the
bias error that is due to differences in the response between the reference and the Doppler
channels (see section 7.1.6). Finally, it has been observed that the angular speed of the
rotating disc is not ideally constant during the two minutes acquisition corresponding to each
measurement. These fluctuations can introduce an error in the estimated true speed that
would affect the calculation of the bias error.

However, the value of the bias error is always low (mean absolute value in each test: 0.14,
0.39, 0.31 and 0.21 m/s respectively) and, according to what has been said above, could be
reduced first by enhancing the stability of the filter response: that would reduce the slow
fluctuations of the response and would avoid the need for re-adjusting the system during
tests. This could be achieved by improving the isolation, both thermal and mechanical, of the
assembly. Also, a better equalization of the measuring channels (reference and Doppler)
would prevent differences in the response that contribute to the bias error (see section 7.1.6).

Finally, it is also worth to mention that, although it is an external factor that does not modify
the quality of the Doppler measurements, it could be expected that a more stable velocity
regulator improved the figures obtained during the tests.

7.4.5.3 Analysis of the uncertainty

Regarding the uncertainty, a comparison with the expected values calculated in section 7.4.3
is presented in Fig. 87.

It can be observed that the measured values are of the same order of magnitude of the
expected uncertainty. The agreement is very good for low measured velocities. When the
speed increases, the measured uncertainty tends to be bigger than the expected values, almost
doubling them in both ends of the velocity measurable range. Independently of the numerical
values, in all the tests the general trend is the expected one, namely less uncertainty for lower
measured velocities. Also —except in Test III- the uncertainty, as it happens with the
calculated values, grows faster for negative velocities (closer to the interferometer resonance
peak) than for positive velocities.

These uncertainty figures are obtained with a time resolution corresponding to one chopper
period, without applying any additional velocity measurement averaging. The uncertainty
should be reduced by a factor equal to the square root of the number of the averaged
measurements (see section 7.4.3). The results when an integration of 8 seconds (4F> = 200) is
applied in the two-minutes-duration measurements are shown in Table 42 to Table 45. In all
the cases the obtained noise reduction is approximately the same than the expected one
according to Eq. (119).
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Fig. 87. Comparison between the uncertainty obtained in each test and the expected uncertainty for a single
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8 Conclusions and further work

8.1 Conclusions

This work has been devoted to the study, analysis, implementation and evaluation of Doppler
wind lidar systems based on the so-called edge-technique.

The first part of the dissertation is dedicated to the analysis of these systems. After some
general issues related to Doppler wind lidars (chapter 2), the lidar signal (chapter 3) and the
edge-technique (chapter 4), a detailed performance analysis of an edge-technique-based
Doppler wind lidar is presented in chapter 5. The study has been carried out evaluating the
quality of the velocity measurements and it has been used both to optimize the configuration
of two different edge-technique-based Doppler lidars (the continuous-wave hard-target
prototype and the planned UPC atmospheric aerosol-based system) and to estimate their
performance.

In the first place, a systematic method has been defined for calculating the best configuration
of the frequency discriminator (in this case, a Fabry-Perot interferometer) (sections 5.2 and
5.3). The method is based on maximizing the precision of the velocity measurements, taking
into account the constraint imposed by the minimum range of measurable velocities, which is
one of the measurement requirements. This method has been applied to the systems under
analysis and has served to optimize, in each case, the frequency response and the cavity
length of the interferometer. Further analyses of the performance of the systems have been
carried out using the configuration first calculated with this method.

In the case of the continuous-wave velocimeter (section 5.2), the expected uncertainty,
calculated for different measuring conditions, has been used in the second part of the thesis
for evaluating the performance of the laboratory prototype and hence for validating the
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effectiveness, in an edge-technique-based Doppler lidar, of some of the main components and
subsystems that will eventually be part of the UPC atmospheric system.

The estimation of the performance of a Doppler wind lidar like the one planned in the UPC
project, also under different measuring conditions (defined basically by standard aerosol
atmospheric profiles), has permitted to anticipate some of its characteristics as wind
measuring system (section 5.3). First, as expected, the lidar under analysis provides precise
measurements only in zones with high aerosol content. Under these conditions, the estimated
performance is comparable to other aerosol-based instruments using direct detection and, also
as expected, worse than the one provided by coherent systems. In all the cases, uncertainty
can be enhanced by means of sample averaging, hence by reducing time and range resolution.
All three parameters —uncertainty, time resolution and range resolution— have been therefore
considered when analyzing the results and comparing with the performance of other systems.

The effect of Rayleigh (molecular) contamination on aerosol-based wind velocity
measurements has been studied in detail too. Two different effects can be identified and have
been considered. In the first place, in an edge-technique-based system relying on aerosol
return the Rayleigh component acts as background noise that impairs the precision of the
measurements. This effect, however, has been shown not to be significant in a system like the
one proposed here in most of typical measuring conditions (section 5.3.3.4). Secondly, the
molecular component induces a bias error in the velocity determination that reduces the
accuracy of the measurements. This happens because the filter frequency response to this
component is not the same than the one to the aerosol component, which is the one taken as
reference to measure the Doppler shift. This effect has been calculated for different
measurement scenarios and, as a conclusion, it has been stated that it should be removed or
reduced even in atmospheric regions with high aerosol content (section 0). A possible
solution to this problem including a second filter to discriminate the Rayleigh component in
the return signal has been presented (section 4.4.3) and its performance estimated (section
5.3.5) also in the first part of this dissertation.

The second part of the thesis (chapters 6 and 7) deals with the practical assessment of an
edge-technique-based laboratory prototype using continuous-wave radiation. Many of the
elements that will also be part of the atmospheric system have been used in the prototype,
their operation has been tested and their effectiveness demonstrated: in the optical set-up,
those devoted to guide, combine and condition the light beams and, in the electrical part, the
detectors, the receivers and the acquisition board. The Fabry-Perot interferometer that will
eventually be used in the atmospheric wind lidar has been characterized in detail and,
although the processed signals are not exactly the same —the atmospheric signals will be
pulsed—, its capability to discriminate frequencies has been assessed (section 7.1). The tuning
control loop to compensate the relative frequency drifts between the response of the
interferometer and the laser has been also successfully implemented, its need has been
confirmed and its behavior has been carefully characterized (section 7.3). Finally, the
routines for the system calibration, the acquisition and processing of the signals and the filter
tuning control (section 6.6) have been programmed and applied to obtain valid velocity
measurements.

The velocity measurements performed with the laboratory velocimeter have been analyzed in
detail (section 7.4). The obtained precision shows very good agreement with the expected
performance calculated in the first part of this work. Accuracy is more difficult to
characterize than precision because most of systematic errors are due to tolerances in the
implementation of the technique or during the realization of the measurements and in most of
cases do not depend on system parameters. However, it can be said that the accuracy of the
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velocity measurements provided by the prototype is good as well (in general, under 0.5 m/s).
Possible sources of error and possible solutions have also been identified.

Besides the confirmed capability of the elements and subsystems used in the prototype, some
practical conclusions that will be useful when implementing the Doppler wind lidar can be
derived from these results. It has been observed that mechanical vibrations affect the stability
of the mirrors and produce fast fluctuations of the frequency response. These fluctuations
produce noise in the measuring process and a loss of precision in the velocity determination
even in high SNR conditions. Thermal instability, in both the laser and the interferometer,
provoke, in turn, displacements of the location of the laser frequency on the filter slope that
reduce the precision and can make impossible velocity measurements. These displacements,
however, are compensated by the tuning control loop. Furthermore, combined thermal and
mechanical instabilities produce a progressive degradation of the interferometer mirror
parallelism and, as a result, a decrease of the resolving power of the filter response. This
degradation obliges to readjust and calibrate the laboratory prototype every ten minutes. This
would result clearly impractical in an operative instrument dedicated to monitor the speed of
wind and must be corrected. The first approach should be achieving a better thermal and
mechanical isolation of the interferometer. Also, the use of less flexible, more stable cavities
such as optically-contacted, piezo-tunable Fabry-Perot etalons [27] or, fixed-gap resonators,
tunable by controlling the temperature [8] or the pressure [26] within the cavity, should be
considered in the future.

8.2 Further work

8.2.1 Implementation of an edge-technique-based Doppler wind lidar

Further activities related to this thesis are mainly linked to the implementation of the planned
edge-technique-based UPC Doppler wind lidar, whose analysis and design has been carried
out in the first part of this work and whose feasibility has been tested with the continuous-
wave laboratory prototype.

The main differences and challenges associated to a first approach of such a system can be
identified:

e The transmitter will be the single-mode injection-seeded Nd:YAG pulsed-laser whose
seeder has been used as the continuous-wave source in the laboratory prototype.

e A telescope, with a diameter typically between 20 and 40 cm, should be used as reception
optics.

e Enabling both measuring channels —reference (at the emitted frequency) and Doppler (at
the received frequency)— will require also a different solution. In the laboratory prototype,
with continuous-wave radiation, an optical chopper is used to alternate them, while in the
atmospheric, pulsed system, a sample of the emitted pulse has to be reintroduced in the
telescope (Fig. 11, in section 4). The separation between this sample and the return signal
when processing the detected signals will be performed with a proper temporal analysis.

e The receiving electronics and the acquisition board have to be adapted to the sampling
rate needed for acquiring atmospheric signals with the required range resolution.

e Although the Fabry-Perot interferometer will be the same than the one used in the
continuous-wave velocimeter, its configuration has to be different to have in account the
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pulsed nature of the signals and the consequent different resulting frequency response
(section 4.3).

e The calibration, processing and control routines have also to be adapted to the
characteristics of the atmospheric signals. A special challenge is the design of the
calibration procedures. The frequency response that must be recorded and used during
this phase to perform the intensity-to-frequency conversion is the one corresponding to
pulsed light, and its calibration is more complicated than in the continuous-wave case.
The calibration usually starts in edge-technique Doppler wind lidars by sampling a
portion of the emitted pulses to illuminate the interferometer. Then, some type of
scanning procedure between the laser spectrum and the transmission curve of the filter
has to be done in order to sample, usually with low resolution, the frequency response.
Finally, fitting techniques have to be used to obtain the complete calibration curve [2].

e As seen in section 0, some kind of solution must also be implemented for avoiding the
bias error induced by the background Rayleigh contamination on aerosol-based
measurements. The approach described and analyzed in section 0 requires another filter —
that could be also a Fabry-Perot— to be used for discriminating the molecular and aerosol
components in the return signal.

8.2.2 Implementation of a double-edge-technique-based Doppler wind lidar

Another approach that is worth to consider, analyze and probably implement in the future is a
more sophisticated and sensitive variation of the edge-technique: the double-edge-technique
[5], which permits, using an iterative scheme in the retrieval of the velocity, to avoid as well
the bias error produced by the molecular return. In this technique two filters are also
necessary, which must be tuned to locate their opposite slopes symmetrically with respect to
the emitted frequency (Fig. 2 (right)).

Using this scheme, Doppler shifts produce an increase of transmitted intensity in one filter
and simultaneously a decrease in the second one, so improving the sensitivity of the
measuring system. In most of operative applications of this method the two required filters
are implemented using a mirror divided in two semicircular areas with slightly different
cavity lengths.

This approach has been considered, since the beginning of the project, as a further, enhanced
approach that would eventually be taken in account after implementing a simpler, cheaper
and technologically less demanding edge-technique-based instrument. One of the key points
that leads to consider the double-edge-technique more demanding and costly than the edge-
technique is the need of a second filter. However, as it has been shown in section 0, edge-
technique Doppler wind lidars require as well a second filter for removing the effect of
molecular contamination. It could be therefore reasonable to use directly the double-edge
approach to build the atmospheric system. This issue has to be analyzed and discussed in
detail before making the choice.

8.2.3 Rayleigh-based measurements

Although direct-detection Doppler wind lidars are less sensitive than coherent systems when
performing aerosol-based measurements, they have some advantages; one of them is the
flexibility to adapt their configuration to molecular measurements. The main modifications
that should be introduced respect to an aerosol-based system are summarized bellow.
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Because the 1 dependence of the atmospheric Rayleigh scattering, systems relying on
molecular return operate advantageously at shorter wavelengths. Double (532 nm) or
triple (355 nm) harmonics of the Nd:YAG laser have to be employed therefore for
efficient molecular-based operation.

The atmosphere constituents are subject to random motion and collisions resulting in a
significant broadening of the spectrum of the Rayleigh scattering. The filters used in
edge-technique or double-edge-technique have to be adapted to this feature, requiring
significantly wider responses and greater free spectral range. The free spectral range can
be easily configured in our Fabry-Perot interferometer by adjusting the cavity length,
while increasing the band-pass width would require using less reflective mirrors for
reducing the finesse.

At 532 nm and 355 nm, photo-multiplier-tubes (PMT), with higher quantum efficiency,
can be used as photo-detectors.

Calibration in molecular systems is more complicated than in aerosol ones because,
[3]besides measuring the response to pulsed signals, an accurate estimation of the
thermal-motion-induced broadening is required to calculate the frequency response of the
filter to the Rayleigh return. The shape of this spectrum depends on the temperature and
the pressure within the sensing volume and therefore, estimations of these atmospheric
parameters must be made. The accuracy requirements in the estimation of the pressure are
not very strict and standard profiles can satisfactorily be used; this is not the case of the
temperature, which may be needed with an accuracy of 1 or 2 K for typical measurement
specifications. This makes it indispensable to use numerical weather prediction systems in
the calibration procedures [38].

The presence of an aerosol component on the return signal would produce also a bias
error on the velocity determination in edge-technique or double-edge-technique systems
relying on molecular return [50], [65]. The standard solution used in Double-Edge-
Technique-based molecular systems to desensitize measurements from Mie
contamination is based on minimizing its effect by accurately designing the spectral
features of the filters (the spectral gap between filters and their bandwidth). This approach
is not possible with the edge-technique, which is only applicable for molecular-based
measurements in aerosol-free conditions. A prospective development to perform
Rayleigh-based measurements should therefore use the double-edge solution.
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List of symbols, acronyms and abbreviations

Latin symbols

AC: Ara AS

S 12
o
fs

F(v)
F max

F,(v), Fy(v)

Radius of the receiving telescope [m].

Coherence area over the telescope, receiving area of the telescope and
illuminated area at a distance R [m2] .

Equivalent noise bandwidth of the receiver [Hz].
Spectral width of the return [HZ] .

Speed of light in the vacuum [m s ] .

Circular random process.

Cavity length of a Fabry-Perot interferometer [m] .
Diameter of the lenses of the reducer — collimator [m] .
Energy of the emitted pulse [J ] .

Finesse of a Fabry-Perot interferometer.
Excess noise factor of a photo-detector

Reflectivity finesse and Effective finesse of a Fabry-Perot
interferometer.

Continuous-wave transmission function of the optical filter.

Frequency distance between the resonance peak of the filter and the
location of the emitted frequency [Hz].

Focal length of the lenses of the reducer — collimator [m] .
Doppler frequency shift [Hz].
Sampling rate [5'1].

Frequency response of the optical filter.

Maximum transmission of the filter.

Frequency response of the filter for Mie and Rayleigh signals.

Filter response of the filter as a function of the measured radial

velocity.

Altitude [m].

Energy-normalized spectrum of the incident signal.
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ipp
f(x,y,O,t)

Jrsas Jrs

Jr, I, Jr

Pin
Py, Pr
Pg

P refs P Dop

Pr

q

Reference altitude: 8000 m.

Energy-normalized energy spectrum of the laser emitted pulse and the

Rayleigh return.

Spectrum of the Rayleigh return for continuous-wave illumination.
Bulk dark current of a photo-detector before multiplication [A] .
Input-referred equivalent noise current generated in the receiver
circuitry [A Hz" 2] :

Signal photocurrent in the photo-detector [A] .

Optical intensity over the received area [W m‘z]

Jones matrix of a quarter-wave plate and of an ideal non-polarizing
reflecting surface.

Jones vector of the transmitted, backscattered and received light in the
transmitting — receiving assembly.

Boltzmann’s constant: &k =1.38x107 JK™'; wave number [rad/m]
(Chapter 3); Splitting ratio of the beam-splitter BS3 (Chapter 7).

Distance between lenses in the reducer — collimator [m] )

Distance between elements in the transmitting — receiving assembly
[m].

Rayleigh and Mie lidar ratio [sr].

Air molecule mass (4.8x107° kg).

Multiplication factor of a photo-detector.

Scatterers number concentration [mq .

Number of scatterers in the volume V;.

Instant incident optical power onto the telescope [W].
Background optical power [W].

Incident optical power [W].

Mie and Rayleigh components of the collected power [W].

Incident optical power onto the photo-detector [W].

Incident optical power from the reference and the Doppler channels
[W].

Average power of the transmitted pulse [W] .

Electron charge (1.6021765 x 10~ [C]).
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s (2)
S1, 82

t

T

U(x,y, O,t)

U, (x,y,O,t)

U, (x, v, Z,t)
Vi, V2

Ve

Vr

v,

v

Vm

Vr

Distance from the lidar to the atmospheric layer contributing to the
received field at instant time ¢ [m].

Responsivity of a photo-detector without multiplication [A W‘IJ .

Vector between each point at the entrance pupil of the telescope to the

scatterer position [m].

Position vector of an individual scatterer [m] .

Function describing the temporal envelope of the transmitted field.

Detected signals in detectors 1 and 2 [V].

Time elapsed since pulse emission [s] .

Temperature [K].

Total normalized incident field on every point of the telescope
receiving area [WI/ 2 m"1] .

Normalized incident field on each point of the telescope receiving area
from the scatterer ‘i’ [WI/ m .

Normalized transmitted electric field [WI/ m™

Detected voltages [V]

Synchronization voltage of the optical chopper [V].

[lluminated volume at a distance R [m3 ] .

[4)

Velocity of the scatterer ‘i” with respect the position of the lidar
[ms’l]
Linear velocity of the rotating disc [ms’lj.

Radial velocity measured with the laboratory velocimeter [m s'1] .

Radial velocity: Velocity in the line-of-sight direction [m s'1] .
Velocity component of the scatterer ‘i’ in the direction between each

point on the receiving area and the position of the scatterer [m s'IJ .

Radial component of the velocity of the scatterer ‘i’ [m s'lj.

(5

Velocity component of the scatterer ‘i’ in the direction given by its

position vector [ms’l].
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Wi, W

X, )z

Greek Symbols

a(z)

ay (2): a; (z)
B(R)

B (A1)

B (i,h)

SF, (v)

ov

Af

AR, Ah
AT
Az

Avi, Av, Ak

Av,

Awy

AQ

Diameter of the spot on lenses 1 and 2 in the transmitting — receiving
assembly [m].

Position coordinates [m].

Extinction coefficient along the propagation path [m'l ] .

System constants [V W”] .

Mie and Rayleigh extinction coefficients [m'l ]

Atmospheric volume backscatter coefficient at a distance R [m"l sr‘1] .
Rayleigh volume backscatter coefficient [mfl sr”] .

Mie volume backscatter coefficient [m_l sr‘l] .

Bias in the measurement of the frequency response.
Bias in the determination of the received frequency [HZ] .

Frequency interval corresponding to one sampling period during the
acquisition of the frequency response [Hz].

Change in the filter transmission.

Range and altitude resolution [m].
Time resolution [s] .

Thickness of the atmospheric layer contributing to the received field at
instant time ¢ [m] .

Spectral width of the emitted pulse, the Mie and the Rayleigh returns
[Hz]

Frequency variation associated to incident angular variation to the

Fabry-Perot interferometer [Hz].
Uncertainty-based velocity range [m s'1] .
Solid angle from the scatterers to the receiving area [sr].

Uncertainty in the measurement of the frequency response for a

detected radial velocity v,.
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e(vy)

(€)an,

7(x, 1)

RS

SQ

f(x,p.t)

o(v)

0(x,y,t)

Uncertainty in the velocity determination for a detected velocity v,
[ms'l]
Uncertainty averaged along the velocity range [m s'1] .

Phase of the field reflection coefficient of the scatterer ‘i’ [rad] )
Exponential random process: Square of the Rayleigh random process
[J(x, y,t) .

Round trip phase shift in a resonant cavity [rad]

Wavelength [m].

Emitted wavelength [m].

Rayleigh random process: Magnitude of the circular random process
c (x, Vv, t) .

Optical frequency [Hz]

Emitted frequency [Hz].

Frequency of the incident radiation [Hz] .

Local oscillator frequency in the coherent receiver [Hz] .

Incidence angle on the etalon [rad].

Sensitivity to velocity changes as a function of the received frequency
[m'l s].

Uniformly-distributed random process: Angle of the circular random
process &(x,y,t).

Elevation angle [rad].

Half divergence angle of the emitted beam [rad].

Incidence angle onto the rotating disc [rad] .

Sensitivity to velocity changes as a function of the detected velocity
[m'l s].

Reflectivity of the mirrors in a Fabry-Perot interferometer.

Position vector of a point on the entrance pupil of the receiving
telescope [m]

Cross-section per solid angle of the scatterer ‘i’ in the direction of the

telescope (backscatter direction) [mz sr'1]
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Opr> Ogp

Standard deviation of the signal photocurrent in the photodetector [A] .

Uncertainty in the velocity determination due to random fluctuations of

the Frequency response [m s'l} .

Uncertainty in the velocity determination due to the point-of-impact
dependence of the frequency response and the splitting ratio of BS3

[m s ] :

Uncertainty in the velocity determination due to the photoreceiver
noise [ms‘lj.

Overall uncertainty in the velocity determination [m s ] .

Standard deviation of the measured finesse.

Standard deviation of the measured finesse due to frequency sampling

noise and to random fluctuations of the frequency response.

Nominal pulse duration [s] .

Angular speed of the rotating disc [rad s'l] .

Acronyms and abbreviations

ADM

AF

ASR

APD

BS1, BS2, BS3
CO,

cw

FS

FSR

FWHM

GTWS-SDT
HDWL
HWHM

lidar

Atmospheric Dynamics Mission.

Averaging factor: number of accumulated samples.
Aerosol scattering ratio.

Avalanche photo-diode.

Beam-splitters 1, 2 and 3 in the laboratory prototype.
Carbon dioxide.

Continuous-wave.

Frequency shifter.

Free Spectral Range [Hz] .
Full-width half-maximum [Hz] .

Global Tropospheric Wind Sounder Science Definition Team.
Hybrid Doppler Wind Lidar.
Half-width half-maximum [HZ] .

Light detection and ranging.
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LIWAS
MOPA
NASA
Nd:Yag
NOAA
N»

0,
PRF

radar

SNR

TEA
Tm:YAG
Tm,Ho:YAG
UPC

UsS

Lidar Windshear Alerting System.

Master oscillator / power amplifier architecture.
National Aeronautics and Space Administration.
Neodymium-doped Yttrium Aluminum Garnet.
National Oceanic and Atmospheric Administration.
Nitrogen.

Oxigen.

Pulse repetition frequency [Hz].

Radio detection and ranging.

Signal-to-noise ratio in the measurement of the response.
Transverse excited atmospheric technology.

Thulium-doped Yttrium Aluminium Garnet.
Thulium-Holmium-doped Yttrium Aluminium Garnet.
Universtitat Politécnica de Catalunya — BARCELONATECH.
United States.
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