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Abstract

The relaying and broadcasting capabilities of satelli@fpims enable the deployment of
mobile broadcast systems over wide geographical areasirapkarrge market possibilities for
handheld, vehicular and fixed user terminals. Satellit@adhcasting to mobiles, for instance,
is of paramount importance for services like digital TV orahime-to-machine applications
such as software and navigation maps updates, road safgsffar congestion control. This,
together with the availability of a return channel, giveserito the possibility of creating
an interactive multimedia satellite system, supportingrises such as file downloading,
messaging and on-demand video streaming and virtuallyiadokaiin any point on Earth.
Geostationary satellites are particularly suited for skiclis of applications. Being a fixed
point in the sky, geostationary satellites save the neethtk the spacecraft movement with
consequent savings in user terminal complexity and cost.|&ige radius of the satellite orbit,
however, introduces considerable delays in the netwoak girevents the availability of channel
state information at the transmitter or the use of acknogéelased error control systems in
both the forward and the reverse link. The problem is aggeavay the large number of
terminals usually served by satellite systems. The prolofepacket loss in satellite networks
is currently addressed through the deployment of teregggep fillersand the use of large
physical layer interleavers and packet-level error caimgcecodes in the forward link, while
collision resolution methods based on retransmissionsmresaged for the return channel in
case a random access is adopted. In this dissertation weleossveral communication issues
related to the forward and the reverse link of satellite oeks. In particular we focus on three

scenarios.

First we consider the problem of broadcast transmissioand mobile satellite networks



with focus on urban areas, challenging propagation enments characterized by high packet
loss rates. We explore the possibility of adopting a codperapproach in heterogeneous
vehicular networks. After using the Max-flow Min-cut to deria lower bound on the coverage
that can be achieved through cooperation, we propose aqalamoperative scheme based on

network coding, that allows to exploit the spatial diveysit the system in a decentralized way.

The second setup we consider is video streaming transmjsstgpe of traffic particularly
sensible to packet losses and delay, which is endogenowdelite networks. We consider
real-time and non-real-time video streaming, and studgdiht encoding schemes for which
theoretical and numerical analysis are provided. One ofntlaén results of tour study is
the extension of the achievability of the ergodic channglac#ty to the case in which the

transmitter receives data over time rather than havingail@vle since the beginning.

The third scenario we consider is satellite random multjoleess. We develop a collision
recovery scheme based on physical layer network coding extended Galois fields, that
shows promising performance in terms of packet recoverglmisify. Several practical issues
related to the physical layer are also addressed which adafuoental in the perspective of a

practical implementation of the system.



Resumen

Una de las caracteristicas mas importantes de las plata$osatelitales es su capacidad de
retransmitir las sefales recibidas a un gran numero denales. Esto es fundamental en
contextos como la transmision a terminales moviles o la cooacion entre maquinas. Al
mismo tiempo, la disponibilidad de un canal de retorno pe&rra creacién de sistemas
satelitales interactivos que, en principio, pueden al@acnalquier punto del planeta. Los
satélites geoestacionarios son particularmente adesymata cumplir esta tarea. Este tipo de
satélites mantiene una posicion fija respeto a la Tierrarrahdo a los terminales terrestres
la necesidad de seguir su movimiento en el cielo. Por otro, ledgrande distancia entre la
Tierra y los satélites geoestacionarios introduce granetegsos en las comunicaciones que,
también debido al gran numero de terminales normalmenseptes en las redes satelitales,
limitan el uso de técnicas de retransmision basadas enatdashgment en caso de pérdida de
paquetes. Para solucionar el problema de la pérdida de teadas técnicas mas utilizadas
son el despliegue de repetidores terrestres llamados tap,fitddigos de proteccion a nivel
de paquete y mecanismos proactivos de resolucién de ¢@isien el canal de retorno. En ésta
tesis se analizan y se estudian soluciones a problemas emlanicacion satelital tanto en el
canal de bajada como en el de subida. En particular se coasittes escenarios distintos. El
primer escenario es la transmision a poblaciones numedesasminales moviles en entornos
urbanos, que estan particularmente afectados por la péatdidaquetes debido a la obstruccién
de los edificios. La solucion que consideramos consiste@olaeracion entre terminales. Una
vez obtenida una medida de la ganancia que se puede alcanzaegio de la cooperacion en
un modelo basico de red a través del teorema Max-flow Minfmaponemos un esquema

de cooperacién compatible con estandares de comunicadiirrdes. El segundo escenario



que consideramos es la transmision de video, un tipo dedrpficicularmente sensible a la
perdida de paquetes y retraso que es enddgeno en los sisat®idales. Consideramos los
casos de transmision en tiempo real y tiempo diferido desgeispectiva de la teoria de la
informacion y estudiamos diferentes técnicas de codificeanalitica y numéricamente. Uno
de los resultados principales que hemos obtenido es lasidtede la alcanzabilidad de la
capacidad ergodica del canal al caso en que el transmisberkes datos gradualmente en
vez de tenerlos desde el principio de la transmision. Eétescenario que consideramos es al
acceso multiple aleatorio a satélite. Desarrollamos uneseq de recuperacion de los paquetes
perdidos basado en la codificacion de red a nivel fisico ynsid@es de campos de Galois
con resultados prometedores en términos de rendimientmbi®a estudiamos cuestiones

relacionadas con la implementacién practica del esqueappsto.
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Resum

Una de les caracteristiques mes importants de les platefod® comunicacions per satél.lit
és la seva capacitat de retransmetre senyals rebuts a umigrero de terminals. Aix0 es
fonamental en contextes com la difusié a terminals mobiks coimunicacié entre maquines.
Al mateix temps, la disponibilitat d’'un canal de retorn petnfa creacié de sistemes de
comunicacions per satel.lit interactius que, en pringjuden arribar a qualsevol punt del
planeta. Els satéel.lits Geoestacionaris son particularmaequats per a complir amb aquesta
tasca. Aquest tipus de satel.lits manté una posicio fixaemtepa la Terra, estalviant als
terminals terrestres la necessitat de seguir el seu moviemeal cel. Per altra banda, la gran
distancia que separa la Terra dels satel.lits Geoestagan&rodueix grans retrassos en les
comunicacions que, afegit al gran numero de terminals ereiséimita I'Us de tecniques de
retransmissié basades en acknowledgments en cas de perpgaquekets. Per tal de sol.lucionar
el problema de la péerdua de paquets, les técniques mégzadds son el desplegament de
repetidors terrestres, anomenats gap fillers, I'is de cdeliproteccio a nivell de paquet
i mecanismes proactius de resolucié de col.lisions en ehlcd@ retorn. En aquesta tesi
s’analitzen i s’estudien sol.lucions a problemes en la cooaeio per satél.littant en el canal de
baixada com el de pujada. En concret, es consideren trasagscdiferents. El primer escenari
es la transmissié a grans poblacions de terminals mobilsnemsg urbans, que es veuen
particularment afectats per la perdua de paquets degubstiiecid, per part dels edificis,
de la linia de visi6 amb el satél.lit. La sol.lucié que coesain consisteix en la utilitzacié de
la cooperacio entre terminals. Una vegada obtinguda unammégl guany que es pot assolir
mitjancant cooperacié en un model basic de xarxa, a traéea®ema Max-flow Min-cut,

proposem un esquema de cooperacié compatible amb estamndacdmunicacié existents. El
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segon escenari que considerem es la transmissio de videgusnde trafic particularment
sensible a la pérdua de paquets i retards endogens als essstesrcomunicacio per satél.lit.
Considerem els casos de transmissié en temps real i ent,difeside la perspectiva de teoria
de la informacio, i estudiem diferents tecniques de codificanalitica i numerica. Un dels
resultats principals obtinguts es I'extensié del limitadidde de la capacitat ergodica del canal
en cas que el transmissor rebi les dades de manera gradicad,d=nrebre-les totes a l'inici de
la transmissio. El tercer escenari que considerem es Baale@tori al satel.lit. Desenvolupem
un esquema de recuperacié dels paquets perduts basat efifieace de xarxa a nivell fisic
I en extensions a camps de Galois, amb resultats molt prdorsten termes de rendiment.

També estudiem aspectes relacionats amb la implementacitiga d’aquest esquema.
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Chapter

Introduction

“Any sufficiently advanced technology is indistinguisteaiobm magic.”

Arthur C. Clarke

Contents
1.1 Motivation . . . . . . . 1
1.2 ThesiSOVEeIVIEW . . . . . . . . o o e e e e e 3

1.1 Motivation

The birth of satellite communications dates back to ati0uwtears ago. It was the 1962 when
the first communication satellite, tAelstar 1 was launched, enabling radio communication
between the two shores of the Atlantic Ocean. Since thennariaurupted scientific effort
and the consequent technological advance lead to the mbdgmpower and highly capa-
ble telecommunications satellites, maksaicomthe most mature of space applications. The
evolving satellite technology allowed for a reduction imesicomplexity and cost of the re-
ceiving terminals, opening up the possibility of a largeemactive satellite network with many
possible applications.

Satellite broadcasting and relaying capabilities enalabila broadcast systems over wide
geographical areas, which opens large market possibiltiehandheld, vehicular and fixed
user terminals. Satellite broadcasting to mobiles, foraimse, is of paramount importance for

services such as digital TV or machine-to-machine comnatiaio for software and navigation

1
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maps update, road safety and traffic congestion control.

The availability of a return channel gives rise to the pasigitof creating an interactive
multimedia satellite system, supporting services suchasléiwnloading, messaging and on-

demand video streaming.

The geostationary (GEO) satellite orbit is highly suitedgach applications, as it spares
the need for satellite terminals to track the movement osffacecraft, with important savings
in terms of complexity and cost. The large radius of the GE@t¢more thant0000 km) has
two main drawbacks. One is the large free space loss expeddny a signal traveling to or
from the satellite, which limits the signal-to-noise rat8NR) margins in the link budget with
respect to terrestrial systems. The second drawback of EH{@ @bit is the large propagation
delay (abou50 msec) that limits the use of feedback in both the forward (satetio satellite
terminal) and the reverse (satellite terminal to satgllitsk. The limited margin protection
causes loss of service availability in environments whieeed is no direct line of sight to the
satellite, such as urban areas. The large propagation daelég turn, together with the large
terminal population size usually served by a GEO satellitgt the use of feedback, which is
at the basis of error-control protocols such as Automatigede Request (ARQ), in both the
forward and the reverse link. Unlike in the forward link, lmetreverse link, especially in the
case of fixed terminals, packet losses are mainly due tcsails, that severely limit the access

to satellite services in case a random access scheme isddopt

Three scenarios of practical relevance are particuladyarable to these problems; these
are broadcast transmission to mobiles in urban envirorsnesl-time video streaming to a

large population of terminals and satellite random access.

In absence of a line of sight between the terminal and thdligatéarge physical layer
interleavers and Link Layer-Forward Error Correction (EEC) codes are employed in exist-
ing standards in order to exploit the time diversity of theteyn, while terrestrial gap-fillers
are used for complementary coverage. The use of gap-fileaidfixed solution which is not
able to react quickly to changes in the propagation enviemtrand is very costly in terms of
investment, management, and bandwidth usage.

One of the main applications of broadcast satellite systetie provision of digital video

services. Video services, and particularly real-timeastrieg, have specific delay constraints

which are not easily met in a satellite context. The studyhef theoretical limits of video
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streaming systems in the absence of feedback is a relatiesWyfield, where even relatively
simple channel models are not yet well understood in termachievable throughput, delay

and the optimal coding techniques to be adopted.

Let us now consider the return link. Random multiple accgstess are severely affected
by the problem of collisions, that greatly limit the throymgi of the system. Collision recovery
techniques based on proactive retransmissions like DiyStotted ALOHA (DSA) have been
proposed in order to increase the probability of succeststdction. The limiting factor of this
and other similar techniques is that they do not exploit tiiermation that can be extracted

from colliding signals.

The need for improvements and further understanding oktketups lead to the devel-
opment of the present work. In this dissertation we studyajhy@ication ofnetwork coding
to counteract the above mentioned channel impairmentstéflisasystems. The idea of us-
ing network coding stems from the fact that it allows to efficly exploit the diversity, either
temporal or spatial, present in the system. Throughout igeedation we adopt a cross-layer
approach, putting emphasis on the interaction of the phi/ieel with the packet level. Al-
though the present work focuses on the satellite scenanoe ®f the proposed solutions and

analysis can be easily extended to terrestrial networks.

1.2 Thesis Overview

In this section we outline the original contributions indda in each of the chapters of the

present dissertation and reference the papers in whichctrepe found.

In Chapter 3we address channel impairments in the forward link, andiBpaity we deal
with the problem of limited coverage in urban environmemtsldnd mobile satellite (LMS)
networks. We start by considering a mathematically trdetabd yet practically interesting
channel model. By applying the Max-flow Min-cut theorem weika lower bound on the
maximum coverage that can be achieved through cooperatispired by this result, we pro-
pose a practical scheme, keeping in mind the compatibility tie DVB-SH standard. In order
to evaluate the performance of the proposed solution, weldpgd a simulator in Matlab/C++

based omphysical layer abstractioand used it to compare the performance gain of our scheme
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with a benchmark relaying scheme that does allow codingckqidevel.

The technical contributions of the chapter can be foundefdiowing pubblications:

G. Coccq C. Ibars, N. Alagha, “Coverage extension in heterogensatedlite machine-
to-machine networks”, submitted Wiley’s Transactions on Emerging Telecommunica-
tions Technologies (ETT), special issue “Machine-to-MaehAn Emerging Communi-

cation Paradigm’”.

G. Coccq C. Ibars, N. Alagha, “Cooperative coverage extensioniarogeneous machine-
to-machine networks”, in proceedings GLOBECOM ’12 Workshop: Second Interna-
tional Workshop on Machine-to-Machine Communicationg/’Ke the Future Internet

of Things (GC’12 Workshop-IWM2\)-9 Dec. 2012, Houston, TX, U.S.A..

G. Coccqg N. Alagha, C. Ibars, “Network-coded cooperative extensib link level
FEC in DVB-SH”, in proceedings oAmerican Institute of Aeronautics and Astronau-
tics (AIAA) International Communications Satellite SysteConference (ICSSC 2011)
28 November-1 December 2011, Nara (Japan).

G. Coccq C. Ibars, O. d. R. Herrero, “Cooperative satellite to larabite gap-filler-less
interactive system architecture”, in proceeding$&E Advanced Satellite Mobile Sys-

tems Conference (ASMS 20103-15 September 2010, Cagliari (Italy).

Chapter 4 contributes to the information theoretical study of reald streaming transmis-

sions over fading channels with channel state informatidheatransmitter only. We introduce

a new channel model and propose several transmission ssheme of which is proved to

be asymptotically optimal in terms of throughput in thatdheeves the ergodic capacity. We

also provide an upper bound on the achievable throughptitégoroposed channel model and

compare it numerically with the proposed schemes over adrjfdyfading channel.

The following publications stemmed from the work in this ptea:

G. Coccq D. Gunduz, C. Ibars, “Streaming transmitter over bloallitig channels with

delay constraint”, second revisidi,EE Transactions on Wireless Communications

G. Coccq D. Giunduz, C. Ibars, “Real-time broadcasting over blaatifig channels”,

in proceedings ofEEE International Symposium on Wireless Communicatiagsiehys

4
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(ISWCS 2011)6-9 November 2011, Aachen (Germany).

In Chapter 5 we follow the same line of work of Chapter 4 and study throughgnd
delay in non-real-time streaming transmission over bla@gkrfg channels. After introducing
the channel model, we derive bounds on the throughput andelay for this channel and
propose different coding techniques based on time-shaFiageach of them we carry out an
analytical study of the performance metrics. Finally, wexpare numerically the performance

of the proposed schemes over a Rayleigh fading channel.

The contributions of this chapter are contained in the ¥y papers that are currently

being evaluated for publication:

e G. Coccq D. Giunduz, C. Ibars, “Throughput and delay analysis in@iskeeaming over

block-fading channels”, submitted IBEE Transactions on Wireless Communications

e G. Coccq D. Giunduz, C. Ibars, “Throughput and delay analysis in@iskeeaming over
block-fading channels”, submitted #&EE International Conference on Communica-
tions (ICC 2013)

Finally, in Chapter 6 we propose a collision resolution method for the return baked
on physical layer network coding over an extended Galoid fE[GF). The proposed scheme
extracts information from the colliding signals and ack®wmportant gains with respect to

Slotted ALOHA systems as well as with respect to other doltisesolution schemes.

The content of this chapter is contained in the followinggyap

e G. Coccq N. Alagha, C. Ibars, S. Cioni, “A network-coded diversitpocol for colli-
sion recovery in slotted ALOHA networks”, submitted\dley’s International Journal

of Satellite Communications and Networking

e G. Coccq C. Ibars, “On the feasibility of satellite machine-to-rhae (M2M) systems”,
in proceedings oAmerican Institute of Aeronautics and Astronautics (AlA&grna-
tional Communications Satellite Systems Conference (@CEH.2) 24-27 September
2012, Ottawa (Canada).



Chapter 1. Introduction

e G. Coccq N. Alagha, C. Ibars, S. Cioni, “Practical issues in mukeuphysical layer
network coding”, in proceedings tEEE Advanced Satellite Mobile Systems Conference

(ASMS 2012)5-7 September 2012, Baiona (Spain).

e G.CoccqC. Ibars, D. Gundiz, O. d. R. Herrero, “Collision resoluatio multiple access
networks with physical-layer network coding and distrémifountain coding”, in pro-
ceedings ofEEE International Conference on Acoustics, Speech andabRrocessing
(ICASSP 2011)R2-27 May 2011, Praga (Czech Republic).

e G. Coccq C. Ibars, D. Gunduz, O. d. R. Herrero, “Collision resolatim slotted
ALOHA with multi user physical layer network coding”, in preedings ofEEE Vehic-
ular Technology Conference (VTC 2011-Spririd)-18 May 2011, Budapest (Hungary).

Apart from those presented in this dissertation, otherdt®esan be found in the following

papers published during the author’s PhD studies:

e G. Coccq S. Pfletschinger, M. Navarro, C. Ibars, “Opportunisticfte@ transmission
for network coding using nonbinary LDPC codeBEURASIP Journal on Wireless Com-

munications and Networkindol. 2010, July 2010.

e G. Coccq D. Giunduz, C. Ibars, “Throughput analysis in asymmetrio-tvay relay
channel with random access”, in proceedingdlsE International Conference on Com-

munications (ICC 20116-9 June 2011, Kyoto (Japan).
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Chapter 2. Background and State of the Art

2.1 Network Coding

A communication network can be modeled agraph G(V, £) whereV is the set of nodes
(vertices) andt is the set of edges (communication links) between the nddethe classical
networking approach pathon the graph is selected to deliver information from a soname
to a destinationtérminal) node in a unicast connection, whilees(and specificallySteiner
tree9 are used in the case of multicast connections. In the classlaying approach a node
takes a packet from one of its inputs, eventually replicétesnd sends it out to a subset of
its outputs. However, from an information-theoreticalmoof view there is no reason for
limiting the operations of a node to simple replication aocMard [1]. In thenetwork coding
(NC) approach nodes are allowed to perform coding operatiomsatheir inputs and forward
functions of received packets. If the function is a lineambination we talk aboulinear
network coding (LNG)which is the most popular variant of network coding (NC)gevf not
necessarily the optimal one [2]). NC can provide signifieahtantages in terms of throughput,
delay and energy saving with respect to the classical apprda the following we give three

popular examples that provide an intuition on how such benafe obtained [3].

Example 1: Throughput Gain

Consider thébutterfly networldepicted in Fig. 2.1. Each of the two source nodesnd.S,;

@ Pa @ @ Py @ pa
Pa ) )
Pb
(12) (Va)
@ @ @ @ Pa©Py PaD Py
(b)

(@)

(©)

Figure 2.1: Throughput maximization.

has a packet to deliver to both terminal nodésand 75, i.e., we have a multiple multicast
connection. We assume for simplicity that only one packetipge unit can transit over each
edge. In the classical approach each source transmitsckefpaver a Steiner tree (thick line

paths in figures 2.1(a) and 2.1(b)) in order to deliver it tthit@rminals. It can be seen from
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the picture that the two possible Steiner trees have a conadge{ 1, ;} (i.e., they are not
edge-disjoint which constitutes a bottleneck. A total ¢time units is needed to forward the
packet of each source to both the receivers. The total thymutgof the network is, thus,
packet per unit of time. Now let us consider Fig. 2.1(c), veharnetwork coded graph is
illustrated. In this case nodg combines (symbab) the two packets received frofy and.S,
during the first transmission slot. In the second transmmssiotl; forwards the combination
to V5 which, on its turn, delivers the new packet to bdttand7; in the third transmission.
Each of the terminals can obtain both packets by combiniggtter those received during the
first and the third transmission slot. In this case the ndtwletivers4 packets ir8 time slots,

that is, it increases throughput of aba&ts without increasing the usage of network resources.

Example 2: Delay Reduction

The directed graph in Fig. 2.2 describes a network with onecg®' and a set of three terminals
T ={11,T,,T3}. We want to count the number of time slots needed to transwoitistinct
unit-time messageg, andp, from S to all nodes in7, with S constrained to transmit both
packets in the first time slot. As in the previous exampley amnle packet per time slot can be
transmitted over a given edge and each time slot has a comstetion of1 time unit. With
the classical approach the fastest way to deliver the twigiags to transmit them over the
two edge disjoint Steiner trees in figures 2.2(a) and 2.2¢hj¢h requires three time slots. In
Fig. 2.2(c) the same problem is solved with NC, which redubkesielay t@ time slots. It can

be proved that it is not possible to get a delay less tharthout the use of NC.

Pa Do

Pa pb
(a) (b)

Figure 2.2: Delay minimization.



Chapter 2. Background and State of the Art

Example 3: Energy Saving

Fig. 2.3 illustrates a wireledsvo-way relay channedetup, in which the communication be-
tween the two nodeS; andS; is enabled by the relay nodé S; andS; each have a unit-time
packet to deliver to the other node. Edges are assumed tah#@wapacity. Assuming that one
unit of energy is needed to transmit a packet, a totdlafits are necessary when the classical
approach is used (Fig. 2.3(a)), while jdstnergy units are needed with NC (Fig. 2.3(b)). Such
energy saving is possible on one side thanks to the facthkeatdmbined packet has exactly
the same energy than a normal one, and on the other side ttoathiesbroadcast nature of the

S & G G
() V—"® & O

M @ @ Pa ® Pb @ paﬂapb@
& O

(a) Four phases two-way relay channel. (b) Three phases two-way relay channel.

Figure 2.3: Energy saving.

2.1.1 Elements of Network Coding

Basics of Finite Fields

In the following we recall some basics of finite fields, whick at the basis of LNC.

A finite field is a closed set with respect to sum and multigiccawith finitely many
elements. Finite fields are often denoted-ds(s"), wheres is a prime number, is a positive
integer and~ F' stands foiGalois field If n = 1 all operations (sum, subtraction, multiplication
and division) in the field coincide with operations over mattnumbers module. If n > 1 the
field is said to be aextended Galois field (EGF)n an EGF each element can be represented
as a polynomial of degree lower tharand coefficients iz F'(s). An element in an EGF can

be represented using the coefficients of the corresponditygp@mial representation. Thus, a

10
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string of n. bits can be interpreted as an elemen@if'(2"). Along the same line, a string of
N =n- L bits, L € IN, can be represented as a vector ifadimensional space ovéiF'(2")

(see [4] for more detalls).

The sum operation in an EGF is done coefficient-wise. The stitwo elements in
GF(2™) can be calculated as the bit-wise XOR of the tabits strings corresponding to the

two elements to add.

The product in an EGF can be calculated through polynomidlipiigation modulo an
irreducible polynomial which characterizes the field. $attion and division are defined as

the inverse operations of sum and product, respectiveticattulated accordingly.

Finally, let us consider a system of linear equationgzif(2™) with M variables and
N equations,N > M, with an associated x M coefficient matrixA having elements in
GF(2™). The system admits a unigue solution if and only if the asgedi coefficient matrix

A has exactly}M linearly independent columns (rows).

Network Coding

Let us consider a netwoik (), £). Nodes in) exchange packets over edgegirEach packet
is modeled as an element 6fF'(¢) and can be represented by a strind®,(q) bits. For
simplicity we will consider only unit capacity edges. Thaeaf edges with different capacities
can be taken into account by considering multiple paralfei capacity edges between two
nodes. Each edgeis indicated agV, U) whereV andU are the nodes connected &yin the
following we will consider onlylinear network codingA linear network coding is indicated as
N(G, S, T)whereG is the graph representing the netwosks the source node arfdis the set
of terminal nodes. We define tinetwork capacityas the tightest upper bound on the maximum
amount of information that can be transferred fr6nto 7 in a single communication slot. If
h(t) is the smallest amount of information that reaches one afitiges i/~ up to time instant
t, then the network capacity is defined as:

h* = lim sup @ (2.1)

t——+4o00
If the network that does not contain cycles then= h(1).

An upper bound on the rate at which messages can be deliveegeddstination node in

a network is provided by the Max-flow Min-cut theorem, whishgiven after the following

11
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definition.

Definition. Consider a grapliz(V, £) with a source nodé < V willing to transmit data
to aterminal nod€” € V. A cutbetweenS andT is defined as the set of edges whose removal
disconnects from 7T'. The value of the cut is the sum of the capacities of the edygteicut.

The min-cut is the cut with the smallest value.

Max-flow Min-cut Theorem. Consider a graphG(V, ) with unit capacity edges, a
source vertexs, and a receiver verteX'. The maximum rate at which information can be sent
from S to 7" is equal to the min-cut betweéhandT'. Equivalently, there exist exactlyedge-

disjoint paths betweefi andT" [5].

In case of directed graphs linear NC can achieve the netwaphkaty of the Max-flow

Min-cut theorem, while in the case of undirected graphsiistibutes an upper bound.

Linear Network Coding

Let R = {p1,p2,...,pn} be the set o packets produced by the source node that must be
delivered to all nodes iff . We assume, without loss of generality thatas exactly: outgoing
edges and each nodeTnhash incoming edges. If this is not verified for sorilec 7, a new
terminal7” can be added and connectedtith /1 parallel edges. The generic packet R

is transmitted by the sourceover its outgoing edge;.

We callp. the packet transmitted over the network on the generic eflge:). Packetp,
can be expressed as:
Pe= Y BereDe (2.2)
e'eEMe
where M, is the set of incoming edges of nodleand 3., € F,. Eqn. (2.2) states that
a node transmits on each of its outgoing edges a linear catimof the packets received
on its incoming edges in previous time slots, usihg as coefficients. Thus each packet in
the network can be expressed as a linear combinati@nAilg) of the source packets (Eqgn.
(2.2) is valid also for outgoing edges §fif we add/ fictitious incoming edges t6§ and use

66/,8 = 1ve/7 6).
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2.1. Network Coding

A global encoding vectois defined for each edge ~. = {7¢---~;}, whose elements
are the encoding coefficients of source packets over edgpeother words, the generic packet

p. transmitted over the edgecan be expressed as:
h
Pe=Y_Di % (2.3)
=1

wherep;,i = 1, ..., h are the source packets. The global encoding vector on a golgee (v, u)
can be expressed as a function of local coefficients (that tbelocal encoding vectgrand
the global encoding vectors of packetsh, (the set of incoming edges of no#g:

Y(w,u) = Y Bere, Ve (2.4)

e'eM

In order to understand which are the characteristics thatctefficients must satisfy for a
reliable multicast connection let us consider a generiiteal nod€el” with its set of incoming
edgesE; = {el,...,eM}. Thetransfer matrixM; is ah x h matrix obtained stacking up the

global encoding vectors of all edgeshh, namely:

1
Vel
2
Ve?

=z
I

F
L fyetl

Stacking up the source packets in veator

yai
D2

Dh |

and packets received Byin vectore;:

Del

t

_ t
€ = . 3

Deh

t

we can write:
€e; — Mt g (25)
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and finally:
r=M;"-e,. (2.6)

Using Eqn. (2.6) the termindl can decode the original messages transmitted,lgyrovided
that matrixM; ! exists, or, equivalently, thaket (M,) # 0. In this case we say that the network
coding isfeasible We call a network where NC is appliecdading networland indicate it with

IN(G, S, T). More generally, for a unicast connection (i’€.= t) the following theorem holds:

Theorem 2.1: Let N(G, S, T') be a coding network, withm = 7, andh be the number
of packets that need to be delivered frginto 7. Then, the following three conditions are

equivalent.

1. There exist a feasible network code (G, S, 7) andh over GF(q) for some finite

value ofq;

2. The determinandet (M) of the transfer matriXVI, is a multi-variate polynomial (in

variabless) not identically equal to zero;

3. Every cut that separatésand? in G(V, £) includes at least edges [3].

The following theorem is the extension of the previous on@udticast transmissions:

Theorem 2.2: Let N(G, S,T) be a multicast coding network aridbe the number of
packets that need to be delivered fraginto all terminals in7. Then, the following three

conditions are equivalent.

1. There exist a feasible network code I8(G, S, 7) andh over GF(q) for some finite

value ofq;

2. The producf] ;7 det (M) of the determinants of the transfer matrices is a multiateri

polynomial (in variableg) not identically equal to zero;

3. Every cut that separatésand?’, V1" € T, in G(V, £) includes at least edges [3].

14



2.1. Network Coding

A criterion to determine whether a feasible network codirigts for a given multicast
networkIN(G, S, T') has been given in [6]. It has been shown that a valid netwodle ¢, . }
for N(G, S, T) exists on any field=F'(q) if ¢ is larger than the number of terminals in the

network.

2.1.2 Network Coding in Wireless Ad-Hoc Networks

Wireless ad-hoc networks are characterized by a changpuidgy that can make it difficult to
determine a-priori the optimal network coding coefficie®suitable approach to randomized
settings which is totally distributed has been proposedjnyhere the network coding coef-
ficients are randomly chosen by each node from a uniformiloiigion in GF'(¢q). A wireless
network can be modeled as a directed hypergfdph (N, A), N being a set of nodes and

a set of hyperarcs. A hyperarc is a pdirJ), wherei is theheadnode of the hyperarc whilé

is the subset alV" connected to the head through the hyperarc. A hypdiah can be used
to model a broadcast transmission from nodenodes in/. As said before a network coding
is feasible iff [r<7 det (M) # 0, wheredet (M) are multivariate polynomials in the variables
Be e, € ande € £. In [6] it has been shown that for a number of variables equald GF(q),
the probability to obtain a feasible network coding by ramtioselecting the coefficients is
upper bounded bjl — m)n. If the field sizeq is sufficiently large and the random coding

q
approach is used, a feasible network coding can be foundhigthprobability.

In the work of Chouet al. [8] a practical method for the implementation of a network
coded system is proposed. A single broadcast transmissicomisidered in which the source
produces a string of bits. Bits are grouped into blocksogf(q) bits, each of which repre-
sents a symbol - F'(¢). Symbols are taken in groups o8f. Each group ofV symbols form
a packet. h successive packets formgeneration Each node in the network transmits lin-
ear combinations of the received packets belonging to thee ggeneration, using coefficients
randomly chosen according to a uniform distributiorGii’(¢). Packets produced combining
other packets from generatiénalso belong to generatidn Note that, unlike the general NC
approach previously described, in the method proposed]ia ffacket is not considered as a
single symbol in a certait’ F'(¢’), but as a sequence of symbols in a field'(¢) with ¢ < ¢'.
Coefficients are also chosen from the same figld(¢). However if we set/ = ¢" we can

still see the packet as aW-dimensional vector itz F'(¢’). In order for the nodes to correctly
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decode the source packets, the global encoding vector ¢brpsecket is attached to the packet
itself. This determines a certain overhead which impliesgligible loss in spectral efficiency
if the packets are long enough [8]. A fundamental advantdgar@lom coding with respect
to deterministic coding is that there is no need for the naddshow the network topology.
This makes random linear network coding particularly suite settings where the network
topology rapidly changes, which is the case for wirelesti@cnetwork and particularly for
Vehicular Ad-Hoc Networks (VANETS). In [9] and [10] NC wasjed in the space segment
of the European Telecommunications Standard Institut&(EStandard DVB-Satellite service
to Handheld (SH) and DVB-Satellite-Second Generation {82yder to counteract channel

impairments in mobile and fixed scenarios.

A practical architecture for the implementation of NC in therent network stack called
COPE has been proposed in [11]. The architecture in [11]oitethe broadcast nature of the
wireless medium by allowing all nodes to store overheard@aqpromiscuous mode). Pack-
ets are added together#'(2). In COPE nodes locally exchange reception reports in which
they communicate which packets have been stored. Basedsdntiwledge each of the nodes
chooses which packets to combine in order to limit the nunob&ansmissions, thus increas-
ing network throughput and reducing delay. The problem afosing the correct packets so
as to minimize the number of transmission is referred tmdex Coding12][13]. Results in
[11] show that, at moderate traffic loads, COPE can achiewecease in throughput of 3x-4x
on average with respect to classical routing transmissdighen the network is lightly loaded
the performance is similar to the case of uncoded networktalsearce coding opportunity,
while at high loads COPE suffers from reception reportsdeswhich determines a decrease

in network throughput with respect to the moderate-loa@ cas

2.1.3 Coding Gain

Let us consider a multicast netwdN(G, s, 7). We callh} - the capacity of the network coded
network andhy; 5 the network capacity of the uncoded one. Let us defineddéng advantage
2l as:
A = Wi (2.7)
hirn
2( catches the advantage of network coding with respect tol#ssical approach. In [14] it

was shown that for a directed multicast network (a networkneteach edge has a fixed verse)
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i log |T] : .
the coding advantage can be as Iargé)e( og(log\'ﬂ))’ where|T'| is the number of receivers.
In case of undirected networks the coding advantage is upperded by two. If we consider
multiple unicast connections, then the maximrgrows as the number of unicast pairs, while
there is no coding gain in case of single unicast connectidvisre references on network

coding as well as theorems’ proofs can be found in [15].

2.1.4 Physical Layer Network Coding

Physical layer network coding (PHY NC) is a technique thkved extracting of information
from colliding signals, i.e., signals that interfere eatihen. PHY NC was originally proposed
to save bandwidth in two-way relay communications [16] bgatkng the collision of two
signals under the hypothesis of symbol, frequency and phassronism. Several studies have
been published on PHY NC about synchronization issues ayeilysis and ad-hoc modulation
techniques for the case of two colliding signals [17], [1&P]. In [20] PHY NC was applied

in the satellite context for pairwise node communication[21] and [22] PHY NC was used
to determine the identity of transmitting nodes in case &hawledgement (ACK) collision in
multicast networks by using energy detection and ad-homgathemes for the case of phase
synchronous transmission. In [23] an overview of the statdh® art on PHY NC has been

presented from an information theoretical point of view.

Among the different variants of PHY network coding for tw@ycommunication we
recall the most popular ones. One is the amplify-and-fodwAF) approach, in which the relay
node amplifies and broadcasts the collided signal to the éwnihals. The other approach is
the decode-and forward (also known as denoise-and-fojyaravhich the relay decodes the

sum of the interfering signals.

2.2 Elements of Information Theory

2.2.1 Stochastic Convergence

Weak Law of Large Numbers

Let X4,..., X, be a sequence of independent and identically distributed.)irandom vari-

ables distributed according to the probability densityction (pdf) fx (z) with meanX and
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such that
+oo
/ |z| fx (x)dx < 400.

— 00

Be S, thesample meanf a realization of the sequence, defined as:

1 n
Sp=—=> . (2.8)
nGi4
Theweak law of large numberstates that the sequendg, . . ., X,, convergesn probability
to X, that is, for any > 0:
lim Pr {]sn - Y] > e =0. (2.9)
Central Limit Theorem
Let Xy,..., X, be a sequence of i.i.d. random variables distributed acogrt the proba-

bility density functionfx(z) having meanX and variancer?> < oo, and beS,, the sample
mean of the sequence. Thentral limit theorenstates that the sequence of random variables
Vn (Sn — 7) converges in distribution to a Gaussian random variablé w&ro mean and

variances?. Moreover, ifc > 0, the convergence is pointwise, that is:

lim sgg ’Pr {\/ﬁ (Sn — Y) < z} — (I)(Z)’ =0, (2.10)

n—oo 2

where

andR is the set of real numbers.

2.2.2 Some Definitions

Differential Entropy

Consider a continuous random variabtehaving probability density functiorfx(z). The

differential entropyof the variableX is defined as

b2 [ fele)tos, [# dr = B~ loga(fx (2))] (2.11)

fx(z)

if the integral exists, and is expressed in bits.

The differential entropy of Gaussian variables is impdriathe study of several commu-

nication channels of practical interest. Its expressiateisved in the following.
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The differential entropy of the random variabte~ N (0, 0?) is

00 1 22 1 22
h(X) = —/ e 2.2 ]o ———e¢ 22 | dx
() - \/27‘(‘0’2 82 <\/27T0’2 )
2

x
=) logz(e)] dz

00 2 1
= e 207 [2 log, (2mo?) +

oo \/2mo?
1 1
= 3 log, (2m0?) + 5 log,(€)

1 :
= 3 log, (2mea?) bits. (2.12)

Given two random variable¥ andY distributed according tgx (z) and fy (y), respec-
tively, and having joint pdffxy (z,y) = fxyv(z|y)fy(y), theconditional differential entropy
is defined as

WX 2 [ fsvte)lon | s

|y(x\y)] dzdy. (2.13)

Mutual Information

The mutual information/ (X;Y) between the random variablés and Y having joint pdf

fxv(z,y) and marginal pdf'sfx (z) and fy (y), respectively, is defined as

fxv(z,y)
fx(x)fy(y)

The mutual information can also be expressed as a functitdreafifferential entropy:

I(X;Y)2 / Fav(z, y)long ]d:cdy. (2.14)

I(X;Y)=h(X)—-h(X]Y)=hY)—-hY|X)=1WX)+hY)—-hX,Y) (2.15)
Joint Typicality

Given a sequence of i.i.d. random variahés . . ., X, distributed according to the probability

density functionfx (), for a givene > 0 and for anyn thetypical setA(™ is defined as

n

A & {(:pl, ) €S |—1°g2[fX(x1’ Tl h(X)| < e}, (2.16)

whereS™ is the set of all possible lengthsequences. Let us now define trdumel/ ol(A)

of asetd € R” as:
Vol(A) = / dzy ... dzn. (2.17)
A

The following is true for the joint typical set™
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1. Pr{(zy,...,x,) € AW} > 1 — ¢ for n sufficiently large.
2. Vol(AM) < 2nh(X)+<) for all n.
3. Vol(A™) > (1 — €)2""X)=9) for n sufficiently large.

The above mentioned properties follow from the weak law agfdanumbers, and particularly

from the fact that:
—% logy | f(x1,...,2n)] = E[—logy(fx(z))] = h(X) in probability. (2.18)
Channel Capacity

A time-discrete communication channel with continuousuinjd and continuous output is
characterized by the conditional pdf x(y|z) that describes the statistical relationship be-
tween the input and the output of the channel. Thannel capacity’ is defined as the maxi-
mum of the mutual information between the input and the duspthe channel taken over all
input distributions, i.e.:

c 2 max I(X;Y). (2.19)

The channel capacity is the maximum rate of information, suezd in bits per channel use
(bpcu), that can be transferred from the input to the outptitedochannel with arbitrarily small

probability of error.

2.2.3 The Gaussian Channel

A Gaussian channe$s a communication channel for which the following holds:
Y =X+7, (2.20)

whereX andY are the input and the output of the channel, respectivelijewh~ N (0, N).
Most practical systems have a constraint on the averagerpgoavesmitted. This can be ac-
counted for in the Gaussian channel model by imposing thstc@int on the inpuf;” ; |z;|* <

nP, P being the maximum average input power. For this channel veel@ave that

1 22
arg max I(X;Y) = e 3P, (2.21)
Fx(@):Y " |zi2<nP V2rP
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that is, the mutual information between the input and th@uuof a Gaussian channel with
power constraint’ is maximized by using a Gaussian input alphabet with vagahc The
capacity of the Gaussian channel with power constraint eaddnived from Egn. (2.12) and
Eqgn. (2.15):

1 P
C = max I(X;Y) = =log (1 + —) bpcu (2.22)
fx(@: S Jwil2<nP ( ) 9 ©2 N

Channel Coding Theorem

Definition: an (M, n) channel code for the Gaussian channel with power constfagunsists

of:

1. Asetofindexedl,..., M} representing the information messages.

2. An encoding functiorr : {1,..., M} — X" that associates a codeward(w) to the

indexw, w € {1,..., M}, such that

n
> |zi> < nP.

i=1

3. A decoding function that associates the received segl€hto an indexu, i.e.:
g:Y"—=A{1,...,M}.

An information rateRR can be adopted over a Gaussian channel with an arbitrargyl pnob-

ability of error (i.e.,R is achievablé¢ provided that” > R. R can be achieved as follows:

e A (2" n) channel code according to a Gaussian distribution withavae P — ¢ is

generated.
e The code is revealed to both the transmitter and the receiver

e The transmitter selects the codewodfd(w) relative to the message indexto be trans-
mitted.

e The receiver selects the codeword that is jointly typicahvtine received sequendé’.
If more than a codeword is jointly typical witih™ or if there is no such codeword, an

error is declared.

Further details and proofs can be found in [24].
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2.3 DVB Standards for Satellite Communications
2.3.1 Forward link: Introduction to ETSI DVB-SH Standard

The DVB-SH standard provides broadcast services over achgatellite and terrestrial infras-
tructure operating at frequencies belovzBliz to a variety of portable, mobile and fixed ter-
minals. Target terminals have compact antennas with ldvdteectivity and include handheld,
defined as light-weight and battery-powered apparatus (eabile phones), vehicle-mounted,

nomadic (e.g. laptops, palmtops, etc.) and stationaryiteisn

The broadcast services provided by the DVB-SH include stiegservices such as televi-
sion, radio programs as well as download services. The DMB\%&tem coverage is obtained
by combining a Satellite Component (SC) and, where necgsaaZomplementary Ground
Component (CGC) to ensure service continuity in areas wiersatellite alone can not pro-
vide the required QoS. The SC ensures wide area coverage thkilCGC provides cellular-
type coverage. All types of environment (outdoor, indooham, suburban and rural) can be

served.

The CGC consists of terrestrial repeaters fed by a satéd3-S/S2) or terrestrial (fi-
bre, xDSL, etc.) broadcast distribution network. Threedkiof terrestrial repeaters (TR) are
envisaged: TR(a) are broadcast infrastructure transmithich complement reception in ar-
eas where satellite reception is difficult, particularlyurban areas; they may be collocated
with mobile cellular base stations or standalone. Locateatninsertion at that level is possi-
ble, relying on adequate radio frequency planning and/mefeam optimizations. TR(b) are
personal gap-fillers of limited coverage providing locakr@smission, on-frequency and/or
with frequency conversion; a typical application is indeowerage provision, locally repeat-
ing the satellite signal available outdoor. No local coht@sertion is foreseen. TR(c) are
mobile broadcast infrastructure transmitters creatingaving complementary infrastructure”
on board moving platforms (cars, trains, bus). Dependingareform configuration and radio

frequency planning, local content insertion may be posgib).

2.3.2 Return link: Introduction to ETSI DVB-RCS Standard

DVB-Return Channel Satellite (RCS) is a technical standaatl defines a complete air inter-

face specification for two-way satellite broadband very lbag@erture terminal (VSAT) sys-
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tems. Low cost VSAT equipment can provide dynamic, demassilyaed transmission ca-
pacity to residential and commercial/institutional useB/B-RCS provides users with the
equivalent of an ADSL or cable Internet connection, withthwét need for local terrestrial in-
frastructure. Depending on the satellite link budget ameosystem design parameters DVB-
RCS implementations can dynamically provide up to 20 Mbat/sach terminal on the forward

link, and up to 5 Mbit/s or more from each terminal on the netimk.

The core of DVB-RCS is a multi-frequency Time Division Mplie Access (MF-TDMA)
transmission scheme for the return link, in which a frame mnajude several carriers. The
demand-assignment scheme uses several capacity allooatichanisms that allow optimiza-
tion for different classes of applications, so that voiadew streaming, file transfers and web
browsing can all be handled efficiently. DVB-RCS supporigesal access schemes aiming at
increasing the efficiency with respect to traditional dediassigned satellite systems. These
access schemes are combined with a flexible transmissiem&ctihat includes state-of-the-art

turbo coding, several burst size options and efficient IRypsglation options [26].
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3.1 Introduction

In the last decade several proprietary solutions as welpas standards such as the DVB-SH
[25] have been developed to enable data broadcasting abitestio mobile users. Today there
exist lad mobile satellite (LMS) solutions already implertexl for maritime and aeronauti-
cal communications. Satellite broadcast and relaying lwépes give rise to the possibility
of creating mobile broadcast systems over wide geograpaieas, which opens large mar-
ket possibilities for both handheld and vehicular user teafs. Mobile broadcasting is of
paramount importance for services such as digital TV or M2ivhmunication, a new com-
munication paradigm which will bring about a tremendousease in the number of deployed

wireless terminals [27].

Coverage, intended as the possibility for all nodes to ctiyreeceive the data transmitted
by a central node (e.g., a satellite or a base station), isia isgue for networks with a large
number of terminals. As an example, in M2M networks relidieadcast transmission is of
primary importance for terminal software and firmware upd#@t which all terminals need
to correctly receive all the data or, for instance, naviatnaps update in vehicle-mounted
positioning systems. Protocols such as ARQ, although viéegtese in point-to-point com-
munication (see, e.g., [24, section 7.1.5]), may not beiegiplle in multicast contexts, as there
may be many retransmission requests by the terminals inpaadests are lost, which would
saturate the return channel and overwhelm the source [28)oferative approach may be ap-
plied in heterogeneous networks [27], in which terminaéseguipped with both a long range

and a short range communication interface.

A lot of work has been done on the use of cooperation in mutiand broadcast commu-
nications in both terrestrial [29][30] and satellite netk®[31][32][33]. Many of the proposed

solutions [28][34][8] are based on network coding [1], tkah achieve the Max-flow Min-
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cut capacity in ad-hoc networks. Cooperative content digsation from road side units to

vehicular networks based on rateless codes has also bekedsiu [35] and [36].

In the present chapter we consider the application of nétwoding for cooperative cov-

erage extension in satellite broadcast channels. Our noatnilbutions are the following:

1) We carry out an analytical study on the benefits and limfits cooperative approach
in providing missing coverage in single multicast network¥e consider a mathematically
tractable and yet practically interesting network modelvhich fading and shadowing in the
communication channels as well as the medium access meahaiithe ad-hoc network are
taken into account. By applying the Max-flow Min-cut theorem derive an analytical lower
bound on the coverage as a function of both the transmissitenat physical level and the
rate of innovative packets per unit-time at link level. Oasults show a tradeoff between
the coverage and the rate at which the information can betagen the network, and at the
same time quantify the gain deriving from cooperation, ggMnints on how to tune important

parameters such as the medium access probability.

2) We propose a practical scheme for cooperative coveragasrn in heterogeneous
satellite LMS systems. We adopt the Digital Video Broadogst Satellite services to Hand-
held (DVB-SH) [25] as a reference. The importance of coveragxtension in LMS systems
stems from the fact that only terminals with an adequate mblaguality are able to access
satellite services. Poor channel conditions frequenttpodue to the shadowing effect of sur-
rounding environment especially in case of low satelligyvation angles. In order to counteract
channel impairments, terrestrial repeaters, cajjap-fillers and the LL-FEC [25], are envis-
aged in DVB-SH. The gap-filler solution has two main shortoays: i) it is a fixed solution
which is not able to react quickly to changes in the propagatnvironment, which may cre-
ate new dead spots; ii) it is very costly in terms of investtnemanagement, and bandwidth
usage. A hybrid satellite-terrestrial networking apptolas several advantages with respect
to the fixed gap-filler solution as we will argue later. We fsan vehicular terminals and
adopt the IEEE 802.11p as reference standard for nodede-caammunication in the capillary
network. In the proposed scheme the space segment of DVBsSidtimodified. Network
coding is merged with the DVB-SH LL-FEC in the terrestriayjseent. The proposed ad-hoc
cooperative approach based on Network Coding aims at inmgyaoverage while reducing

the number of fixed gap-fillers. To the best of our knowledge,fdroposed approach was not
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applied before to enhance coverage in multicast sateliitestmission.

3) We compare the performance of the proposed scheme withnalytical results in or-
der to study the gap deriving from a practical implementatiBurthermore, we evaluate the
performance of the proposed system in a challenging prajeaganvironment, such as the ur-
ban LMS scenario with a low satellite elevation angle, tigloextensive simulations in which
state-of-the-art satellite channel models are used. Thelator interface between the physical
channel and the protocol stack at higher layers leverag&hgsical Layer Abstraction (PLA)
[37] [38]. More specifically, we take threceived bit mutual information rate (RBIRpproach,
which has been adopted in the standardization process tEEte 802.16 standard [39]. The
PLA allows to accurately predict the link level performarafea communication system in a
computationally simple way. Our simulations show how thepmsed scheme enhances the
coverage with respect to a system where simple relayinged aad can help to decrease the

system outage probability in areas with low gap-filler dgnsi

The rest of the chapter is organized as follows. In Secti@ntt®e system model is de-
scribed. In Section 3.3 the non cooperative case is studileite in Section 3.4 the proposed
cooperative scheme is presented, and analytical expnssko the coverage are derived. In
Section 3.5 we introduce the DVB-SH standard, which is usagéference standard in Section
3.6, where a practical scheme called Network-COded Cotiper@Overage (N-COCCO) is
described, which implements the cooperative approachiesian Section 3.4. In Section 3.8
we describe the adopted simulation approach and the simmuktup, while in Section 3.9 we

present the numerical results. Finally, Section 3.10 ¢ostine conclusions.

3.2 System Model

A network is considered in which a sourcg)( that may represent either a satellite or a base
station, has a set dk source messages;, ..., wy Of k bits each, to broadcast to a popu-
lation of terminal nodes, each of which has both long rangshent range communication
capabilities. No feedback is assumed from the terminalti¢osburce and no channel state
information channel state information (CSI) is assume#,athich implies a non-zero prob-

ability of packet loss.S protects each message using a channel code, in order tadedhe
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3.2. System Model

probability of packet loss on the channel. A second levelrotgxtion is also applied by at
packet level in order to compensate for packet losses. Tewdamy at packet level takes place
before the channel encodingy. > K coded packets are created $w@pplying a random linear
network code (RLNC) to thé source messages. We defiRe= K /N as the rate of the NC
encoder at5. Network coding operates in a finite field of sizéG F'(¢)), so that each message

is treated as a vector &f log,(¢) symbols. Source messages are linearly combined to produce

encoded packets. An encoded packét generated as follows:

K
X = Z OiW5,
=1
wherep;, i = 1,..., K are random coefficients drawn according to a uniform distitm in
GF(q). The coefficient®;, i = 1,..., K, are appended to each messadeefore its transmis-

sion. The set of appended coefficients represents the cabedi of the encoded messagm

GF(q) with respect to the basiswv; }, i = 1,..., K, and is calledylobal encoding vector

The encoding at the physical layer is applied to networkeded packets, each consisting

of of k bits. The transmitter encodes a packet using a Gaussiabaoklef size2"", with r = %
bits per channel use (bpcu), associating a codewgrdf » i.i.d. symbols drawn according to
a Gaussian distribution to eash),, m = 1..., N [24]. The time needed fof to transmit a

packet is calledransmission slot (TS)

Terminals cooperate in order to recover the packets thdbara the link from the trans-
mitter. We assume terminals with high mobility, which is t&se of, e.g., vehicular networks.
Thus, nodes have little time to set up connections with edlro For this, and in order to
exploit the broadcast nature of the wireless medium, nodesgromiscuous modéroad-
casting packets to all terminals within reach. Similarlyrethe broadcast mode of IEEE 802.11
standards, no request to send (RTS)/clear to send (CTS)amisahis assumed [40]. No CSI
is assumed at the transmitter in the terminal to terminalmamication, so that there is always
a non zero probability of packet loss. Like the source, althderminal uses two levels of

encoding, which are described in the following.

Let L be the number of packets correctly decoded at the physigallhy a terminal. The
terminal selects thé/ < L packets which constitute the largest set of linearly indeeat
packets with respect to the basis, i = 1,..., K. Without loss of generality we assume
that such set be, ..., x;/. Linear independence can be verified through the globaldéngo

vectors of the packets. ThE selected packets are re-encoded together using randoan line
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network coding (RLNC), and then re-encoded at the physay@rl RLNC encoding at the
terminals works as follows. Given the set of received packet. . ., x;/, the messagg =

YL o,.x, is generateds,,, m = 1, ..., L', being coefficients drawn at random according to

a uniform distribution inG F'(¢). Each time a new encoded message is created, it is appended
its global encoding vector. The overhead this incurs isigdgdé if messages are sufficiently
long [41]. The new global encoding vectgrcan be easily calculated by the transmitting node
as follows:

n=o¥,

whereo = [0, --- o/] is thelocal encoding vectgri.e., the vector of random coefficients
chosen by the transmitting node, whileis an ' x K matrix that has the global encoding
vector ofx,,, m = 1,..., L/, as rowm. We assume that the transmission of a message by a
terminal is completed within one TS. The physical layer eleg at a mobile node takes place

in the same way as at the source, and using the same avernagjaigsion rate.

3.2.1 Source-to-Node Channel Model

The channel from the source to a generic terminalV; (S-N channel) is affected by both
Rayleigh fading and log-normal shadowing. The power of thea received at the terminal is
modeled as the product of a unit-mean exponential randomblary and a log-normal random
variablel's which accounts for large scale fading. This model has begellaused to model
propagation in urban scenarios [42] and, with some modifinaf in LMS systems [43]. The
fading coefficienty takes into account the fast channel variations due to tmeinef motion
and is assumed to remain constant within a TS, while changiag i.i.d. fashion at the end
of each channel block. The shadowing coefficiEgtincludes the transmitted power gtand
accounts for the obstruction of buildings in the line of sighd changes much slowly with
respect toy. For mathematical tractability we assume thatremains constant fav channel
blocks, i.e., until all encoded packets relative to fesource messages have been transmitted
by S. We call the time needed to transmt messages generation period (GR)The fading
and shadowing processes of two different nodes are asswnsslindependent. We further
assume that shadowing and fading statistics are the sanal fondes, which is the case if

nodes are located at approximately the same distance§tom

A message is lost in the S-N channel if the instantaneousneha@apacity is lower than
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the transmission rate at the physical layeThus the packet loss probability in the S-N channel

for a generic node is:
Psn = Pr{log,(1+~ls) <71}, (3.1)

wherey ~ exp(1) while I'g = eio with X ~ A(u,02). Iy is constant within a GP, while
~ changes independently at the end of each channel bloclad-ike value of g, the packet
loss probabilityPs in the S-N link is:
Poy = 1—¢'To . (3.2)

In the rest of the chapter we will use the expressions “paldsst rate” and “probability of
packet loss” interchangeably. Due to shadowing,changes randomly and independently at
each generation period and, within a generation, from ome no the other. Thus the packet
loss ratePsyy is also a random variable that remains constant within argéna and changes

in an i.i.d. fashion across generations and terminals.

3.2.2 Node-to-Node Channel Model

We model the channels between the transmitting terminakact of the receiving terminals
(N-N channel) as independent block fading channels, he fading coefficient of each channel
changes in an i.i.d. fashion at the end of each channel bibo&.probability of packet loss in

the N-N channePyy is:

1-27

Pyy = Pr{logy(14+~Ty) <r}=1—eTn, (3.3)

wherel"y accounts for path loss and transmitted power, and is asstonethain constant for
a whole generation period and across terminals. In ordetorgdturate the terrestrial channel,

we assume that a node can transmit at most one packet witbi®n

3.3 Non-Cooperative Coverage

Let us consider a network with a sourSeand M terminals. We define theoverage((2) as

the probability that allM/ terminals correctly decode the whole set/éfsource messages.
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Chapter 3. Cooperative Coverage Extension in Land Mobitella Networks

Assuming thatK" is large enough, and using the results in [28], the prolgkitiat node/V;

can decode all th& source messages of a given generation in case of no coapeisati
Pr{Psy; <1— R} = Fpg,, (1 —R), (3.4)

Fp,, being the cumulative density function (cdf) 85y and R = K/N being the rate of the
NC encoder at. We recall that, due to the shadowing, the packet lossFateis a random
variable which changes in an i.i.d. fashion across gereratand terminals. Plugging Eqn.
(3.2) into Eqgn. (3.4) we find:

Pr{1—e%<1—3}. (3.5)
The coverage is the probability that each of the nodes decaltisource messages, that is:
QIPT{PSN1<1—R,...,PSNM<1—R}, (36)

where Psy; IS the packet loss rate in the S-N link of nodg, « = 1,..., M. Under the
assumption of i.i.d. channels we hafe,,. = Fp,,, Vi € {1,...,M}. Thus, (3.6) can be

written as:

Q= (Pr{Psy <1—R})Y = FM

Psn

(1—-R). (3.7)

Fp,, (y), which is derived in the Appendix of this chapter, is the ctiffg,y, and takes the

form:

1 1 (10l |g72=| —p
FPSN <y> = 5 o §erf ( {12(;,2?4)} ) (38)

fory € (0,1), whereerf(z) is theerror function defined as% J&e~"dt. Finally, plugging
Eqgn. (3.8) into Eqgn. (3.7), we find the coverage in the non eoafpve case:

1 101n {1’27'} — i "
_ (1)

for R € (0,1). Note that, fixingR and M, the expression in Eqn. (3.9) goesias the rate

at physical level goes to infinity. This confirms the intuition according to wiin the non-
cooperative case the coverage decreases as the transmasioncreases. As said previously,
this result holds for any value gfas long ag¥ is large enough. Thus, Eqn. (3.9) can also be
interpreted as the coverage in a networkldinodes in presence of fading and shadowing that

can be achieved for a rate cougle R) by a fountain code such as, e.g., a Raptor code.

32
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3.4 Cooperative Coverage

The wireless network is modeled as a directed hypergfdph (N, .A), N being a set of
nodes and4 a set of hyperarcs. A hyperarc is a pgir.J), wherei is theheadnode of the
hyperarc whileJ is the subset ol connected to the head through the hyperdrs also called
tail. A hyperarc(i, J) can be used to model a broadcast transmission from ntwlrodes in
J. Packet losses can also be taken into account. We want tg stedelationship between
the coverage and the rate at which the information is traresfeo mobile terminals, which
depends on both the rate at physical levahd the rate at which new messages are injected in
the network, which is the rate at packet level In [28] (Theorem 2) it is shown that, K is
large, random linear network coding achieves the netwopacidy in wireless multicast and
unicast connections, even in case of lossy links, if the remobinnovative packets transmitted
by the source per unit of time is lower than or equal to the flovoss the minimum flow cut

between the source and each of the sink nodes, i.e.:
R < min { Z Z zz‘JT} (3.10)
Qe el (@) T¢Q
wherez; ;1 is the average injection rate of packets in the arcs dejgirim ; to the tail subset

T C J, Q(S,t) is the set of all cuts betweesiandt, andI', () denotes the set of forward
hyperarcs of the cud, i.e.:

P (@) =A{0,J) e Al e Q J\Q #0}. (3.11)

In other words]", ()) denotes the set of arcs @ffor which the head node is on the same side
as the source, while at least one of the tail nodes of theirelbyperarc belongs to the other

side of the cut. The rate ;7 is defined as:

ziyr = lim m, (3.12)

T—00 T

where A;;7(7) is the counting process of the packets sent liyat arrive in7 C J in the
temporal intervall0, 7). The existence of an average rate is a necessary conditiciheo

applicability of the results in [28].

In the following we derivez; ;+ for the considered network setup as a function of both
physical layer and medium access control (MAC) layer patarsesuch as transmission rate,

transmission power and medium access probability.
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3.4.1 Multiple Access

Let us consider a network with/ nodes. We assume that all nodes have independent S-N and
N-N channels. We further assume that channel statisticharsame for all terminals, which
is the case if the distances from nodeto nodelN, change littlevi, j € {1,..., M}, i # j

and with respect to each node’s distance to the source.

In our setup the terminals are setgromiscuous modso that each node can receive the
broadcast transmissions of any other node [40]. The tetmstaare the wireless medium,
l.e., they transmit in the same frequency band. We assumea tterier sense multiple access
(CSMA)/collision avoidance (CA) protocol is adopted by tieeles and that all nodes hear each
other, so that the medium is shared among the terminalsgithh transmit but no collision

happens.

We now derive the communication ratg. We start by finding out the communication
rate z;; between a transmitting nod¥; and a receiving nodé&/;. By the symmetry of the
problem all links have the same average rate. Consider therigenode/N;. The average

transmission rate from nodg; to nodeN; is:

zij = pa-Pr{Noone elsetransmif§1 — Pyy)
= p, - [Pr{No one else tries to transrhit

+ Pr{N; wins contentiof] (1 — Pyx), (3.13)

wherep, is the probability that a node tries to contend for the chiramel is fixed for all nodes.

The first term in the sum of Eqgn. (3.13) is:
Pr {No one else tries to transmit= (1 — p, )™ 1. (3.14)

The second term in the sum of Eqn. (3.13) is the probabili&y tme or more other nodes try
to access the channel, bi¥t transmits first. To calculate this probability, we note thhat:
other nodes try to access the channel (for a totél f1 nodes trying to access the channel),

the probability for each of them to occupy the channel befbesothers id /(k + 1), which
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follows by the symmetry of the problem. Thus we can write:

. ) M-1 M =1 k 1 — . M—-1—k
Pr{N; wins contentioh = >_ < . )Pa( k:i)l

k=1

1 = M k+1 M—-1—k
~ Mp, 2 <k+1>p“+ (1=pa)

e O

= ]\jpa [1 - (1 - pa)M - Mpa(l - pa)M_l} : (3'15)

Plugging (3.14) and (3.15) into (3.13) we obtain:

_ 1_(1_pa)M

7 (1 — Pyn). (3.16)

Zi,j
Using the definition given in Eqn. (3.12) together with Eq3116), we finally find

= =P [ (pyT], 317

where|T| is the cardinality ofl’, and the tern‘{l — (PNN)‘Tq is the probability that at least
one of the|T'| nodes whose S-link belongs to the cut receives correctlgresinission from a
node that is in the other side of the cut. In other words, EGrL7) is the rate at which packet
are received by the sé&t considered as a single node, that is, the counting pradgsg)
increases of one unit when at least one of the terminalsraceives one packet, independently

from how many terminals receive it.

3.4.2 Coverage Analysis

In the following we derive the conditions that maximize tlowerage as a function of relevant
network parameters by applying the Max-flow Min-cut theor&ie recall that such maximum

coverage can be attained by using the random coding schesuglal in Section 3.2.

Let us consider Eqn. (3.10). For each of thenodes we must consider all the possible
cuts of the network such that the considered node and thiéiteadiee on different sides of the
cut. Let us fix a receiving nod®;. We recall that a cut is a set of edges that, if removed from a
graph, separates the source from the destination. Fig.i8% gn example of a network with

four nodes where the cdlsy, (i.e., the cut such thaV, andS are on the same side) is put into
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evidence. In the example, the destination nod®is= N;. The dashed black lines represent
the edges which are to be removed to get the cut. Note thaétlod sodes that receive frof
(only nodeN, in the figure) are isolated by the cut from the nodes with Begelut (nodesV;,

N, and N5 in Fig. 3.1). We define aB-edgeas an edge of the kind, N;), j # t. We further

define aT-edgeas one of the kind(N;, N;), j # t. First of all, note that in each possible cut

Og,
\
\

Figure 3.1: Graph model for a network with four terminals. There 2¢6~! = 8 possible cuts for each of the
M nodes. The set of nodes that receive fr§rifonly nodeN, in the figure) are isolated by the cut from the nodes

with satellite cut.

of N, the arc joining the node with the source is always present.ti@particular network
topology considered, the rest of the cuts consist in rengg¥or each of thel/ — 1 remaining
nodes, either the S-link or the T-link between the considierede andV,. The number of
possible cuts is thus equal 28’ ~!. Two distinct cuts differ in either the numbey of S-edges
which are included in the cut or the identity of the nodes fbick the S-edge is part of the cut.
For eachV; € N and for each cutsothat € {1,---, M —1} S-links are present, the average
message rat® at the source must be lower than or equal to the capacity auhe.e.:

1-— (1 _pa)M

JEQN,

[1— (Pyn)™],
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that can be rewritten as
a(n,) — [ Y; >0, (3.18)
JEQW«S
where@),,. is one of the cuts with, satellite links relative to the nod¥; and we defined:
)M

a(ng) =1 R+ (M—ns)l_(lT_pa

[1 = (Pnn)™].
The condition in Egn. (3.18) must hold for any numlgrof S-edges. This is equivalent to
imposing a new condition which is the intersection of all twaditions of the kind of Eqn.

(3.18), i.e.:

f [ II vi< a(ns)] : (3.19)
)

Qns ES(nS ,Nt jeQns

whereS(n,, N;) is the set of subsets df"\ N, with n, elements. The number of elements
in S(ng, Ny) is (Z‘Zl), as each of them is obtained by choosingelements from a set with
cardinality M — 1. As previously said, for a givelV; to decode all messages, the condition
on the flow must be satisfied for all cuts, which is equivalenttposing the condition (3.19)
for all n,. Finally, in order for all nodes to decode all source messalige condition on the
minimum flow cut must hol&'t € N. Imposing this, we obtain the expression for the coverage

that is reported in Eqn. (3.20) at the bottom of the page.

3.4.3 Lower Bound on Achievable Coverage

Although Eqgn. (3.20) might be used to evalu@teumerically, a closed-form expression would
give more insight into the impact of cooperation on the coeed setup. Finding a simple
closed form expression for Eqn. (3.20) is a challenging.taskis in the following we derive a

lower bound2; 5 on €. €2 can be lower bounded by substituting in Eqn. (3.20) the pdoks

QPr{ﬂ ﬂ ﬂ H Yj<1R+(Mns)1(1]wpa)M[1(PNN)ns]]}-

NieN nsef{l,...M—=1} Q,,€S(ns,N;) LIE€Qns

(3.20)

37



Chapter 3. Cooperative Coverage Extension in Land Mobitella Networks

rateY; for each cut with the largest packet loss rate among all thekS-in the network, i.e.:

QPr{m NN [Hmams)”

NeN nse{l,...M} Q,,.€S(ns,Ni) JEQns

v

v < a<n3>] }

j=1

vy < M}
NtGanE{l ..... M}

= { [Y(l) < W] }
{Ntej\fnse{l ..... M}
(

NtENnSE{l ..... M}

v

= PriYy < mlnM} \'/a(ns)}

nse{l,...,

— FM(p), (3.21)

whereY|;) is thei-th largest packet loss rate across all S-edges of the nietwer, Y;) > Y,
if 1 < j4,Vi,7 € N, and we defined

f = min i " a(ng).

nse{l,...,
The first inequality in Egn. (3.21) derives from the fact that
HY] < ﬁY(j), for S € S(ns, t),V ng, t, (3.22)
jes j=1
I.e., we substitute the product of random variables, chosen within a set\dfvariables, with
the product of the:, largest variables of the same set. The second inequalitgm E3.21)
follows from the fact that

ﬁ}/( < Y”S ,V ng, t.
j=1

By plugging Egn. (3.8) into Eqgn. (3.21) we finally find:

M

1 10ln |22~ — p
Qs = o3 [1 — erf ( mees] . (3.23)

202

Example: A Two-nodes Network In order to clarify the concepts just described, in the
following we consider the case of a network with only two ngdsuch as the one depicted
in Fig. 3.2. We start by deriving the communication ratesrdkie terrestrial edge. In each

slot nodeN; tries to access the channel with probability. In case only nodéV; tries to

access the channel, the transmission will be successfalprttbabilityl — P, where P
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Figure 3.2: Graph model for a network with two node;s, Qs n, andQ sy, are the three cuts of the network.
Qs is the cut in which the satellite and the nodes lie in diffésédes s, is the cut in which nodév; is on the

satellite side and) sy, is the cut in which nodéV, is on the satellite sidez;; is the average injection rate in the

edge(i, 7).

is the packet loss probability in the link between the twoewdIn case both nodes try to
access the channel in the same slot, the CSMA/CA mechanitemuaes which of the two
nodes transmits. By the symmetry of the problem, in case miflecion each of the two nodes
occupies the channel with probability2 and the transmission is successfully received by the
other node with probability — P;r. According to Egn. (3.15), the average rate on the edge

(N1, N) can be written as:

2

f12 = par (1= pa) (L= Por) + 221 = Pup)| = pur (1= 522) (1= Pun),

while
pal
291 = Pa2 (1 - 7) (1— Prr).

With reference to Fig. 3.2, the cuts in the network graph &egin which the satellite and the

nodes lie in different sides of the césy,, in which nodelV; is on the satellite side ar@g,,
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in which nodelV; is on the satellite side. The conditions on the flows acrosshiee cuts are:

Qs:1—Prsi-Prge > R
Qsny, : 1 — Prgo + pa2(1 — pa1)(1 — Prr) > R

Qsny : 1 — Prst + pa1(1 — pa2)(1 — Prr) > R. (3.24)

Hence the maximum achievable ra@éis:

R* =min {1 — Prs1 - Prs2, 1 — Prsa + Pa2(1 — pa1)(1 — Prr), 1 — Prs1 + pa1(1 — pa2)(1 — Prr)} .
(3.25)

Note that, in Egn. (3.25)P;s; and P 5, are i.i.d. random variables, and thus algbis a
random variable. As the pair, R) is fixed, there is a nonzero probability th@t> R*, i.e.,
the packet injection rate at the satellite is not suppomddch implies that either one or both

the terminals are not able to recover all source packets.efigitdon of coverage we have:
Q= Pr{R" > R}. (3.26)

Imposingp.: = p.2 = po We havez; » = 25;. According to the notation defined in previous

subsection, we deflml) = maX{PLgl, PLSQ}, YV(Q) = min{PLSl, PLSQ},

au):1—R+pﬂ<1—%f>u—th

1—(1—pg)?

~1-R
T

(1 — Prp),

and
a(2)=1—-R.

Finally, applying Eqn. (3.21) we derive the following lowsound on(2 for a network with2

nodes:

Q> Fy (min {a(l), a(2)}) . (3.27)

3.5 Cooperative Coverage Extension in DVB-SH

In this section we propose a practical scheme that implesribiet cooperative approach de-

scribed in the previous section in heterogeneous satedlieular networks.
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3.5.1 Space Segment
Satellite Channel

The considered setup is an LMS system with a GEO satellitedarid (or low S band) broad-
casting a DVB-SH-B (time-division multiplexing (TDM) wafe@m from satellite and orthog-
onal frequency-division multiplexing (OFDM) from the gépers) signal to a population of
mobile terminals. Propagation conditions change due mé&mihe shadowing effect of build-
ing and trees and are classified in urban, suburban and rTinal.main cause of channel im-
pairment in urban and suburban environments is the lortgi#ashadowing of the buildings
that causes an intermittent satellite connectivity, wimléhe rural propagation scenarios the
main source of impairment is tree shadowing. Signal reoapti LMS systems is limited by

three phenomena:

e Path loss at large scale,
e Shadowing at mid-scale,

e Multipath fading at small scale.

We adopt the Perez-Fontan land mobile satellite (LMS) cemodel [44], based on a three-
state Markov chain in which the possible states represeatdf sight reception, moderate
shadowing reception and deep shadowing reception. In ddble states the signal amplitude
is modeled as a Loo process (sum of a Log-normal and a Raytaigfom variables) with

different parameters. In Fig. 3.3 the channel amplitude ti aeconds simulation according

to the Perez-Fontan channel model in urban scenario is shown

Channel Impairment Countermeasures in DVB-SH

In this section we recall the channel impairment countesuess foreseen in the DVB-SH

standard.

Physical Layer The physical layer error protection scheme of the DVB-SiHd#ad is shown

in Fig. 3.4. The main blocks of the scheme are the duobinaiyoteode with different
rates/word lengths, the bit interleaver, which works aldsiel within a turbo codeword, and the

time interleaver, the depth of which which spans more thancmaeword and uses interleaving
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Figure 3.3: Channel realization in urban scenario for a satellite giemaangle40° and a node speed 6f)
kmph. Building obstruction can lead to long-lasting deep fadiageption conditions. An attenuation 2§ dB

in the received signal strength lasting abdd@ msec can be observed starting fram= 1.2 seconds.

|
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Turbo I . SIS I : IUs of Convolutional |! |Padding and
— — interleaver T YU e H— N g
encoder | . 1 126 bits interleaver |1 | modulation
.|and rate adaptation|t 1 I
oL [ | 1
Block interleaver Time interleaver

Figure 3.4: Physical layer error protection in DVB-SH-B. The block iriéaver works bit wise, while the time

interleaver works on blocks of 126 bits, called interlegvimits (IU).

blocks of126 bits each. This last element is particularly important torderact long blockage
periods, as it can span time intervals of up to abd@ueconds. The drawbacks in using a long
time interleaver are the large decoding delay and the mereguirements at mobile terminals,

which can be met only by high class nodes.

MPE-IFEC in DVB-SH The Multi Protocol Encapsulation (MPE)-Inter-burst Ford/dr-

ror Correction (IFEC) is a process section between the IPtladransport layers introduced
in DVB-SH in order to counteract the disturbances in reegpaind transmission. This can
be achieved by applying FEC over multigdatagram burstsi.e., groups of datagrams. The
long high-layer interleaver used in IFEC allows for sigrafit performance enhancements with

respect to FEC [25], as it can better counteract long lasivagiowing which is typical of the
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LMS channel.

The encoding is made over several datagram bursts. Let usderra datagram burst
entering the MPE-IFEC process. The burst is reshaped in exnwdt7 by C' bytes called
Application Data Sub-Table (ADST) illustrated in Fig. 3Zb5]. The columns of the ADST

C columns R
7
N
O
o
S
[
ol |3 )
o % @,
o o
= e )
o ) >
3 o N
— ~—
i |3 -
U|o | D Qo (S ©
o |3 |Q — (2N o) [o%
| E)" e B eeecee a 3 Q
3 = 3 1 a
s o N = o
% 3 = © <
- 8 % @
S (/)
—&| _—
©
—
Q o
O o D
Q 3 Qo
& o3
«Q w >
E «
3 o
=
N @
(/2]
v

Figure 3.5: ADST reshaping of datagram bursts.

are then distributed in a round robin fashion améhmatrices called Application Data Tables
(ADT). An ADT is aT by K matrix. The FEC, always systematic, is applied on the ADT
producing @’ by N, parity matrix, called IFEC Data Table (iFDT). An ADT is fillagh and the
encoding takes place evefyP bursts,/P being the Encoding Period, which determines the
number of datagram bursts over which the parity is calcdlaibe ADT and the iFDT together
form anencoding matrixIt takesB x E P bursts to fill up a single ADT. Once an ADT is full
(this happens t@& ADT at the same time) the iFDT is calculated. As soon asZhEDTs are
calculated anFEC burstis generated by taking groups of columns fréhdifferent iFDTSs.
An IFEC burst is made up of several IFEC sections. Each sedicomprised of a header,
a payload containing columns from the same iIFDT and a cyclic redundancy check (CRC
The k-th IFEC burst is merged with thg: — D)-th datagram burst (and eventual MPE-FEC

redundancy) to form ime-slice burstThe time slice burst is then multiplexed on MPEG2-TS
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frames and passed down to lower layers.

Depending on the FEC technique applied, different valueB Bf B and.S are adopted.
In case a Raptor code is usétP is generally greater thah, while B = S = 1. This is
because Raptor codes, unlike other FEC codes such as REsdeBacodes [45], are capable

of handling large source matrices (i.e., ADT), that can sgeeral datagram bursts.

Raptor Codes in DVB-SH The Raptor code adopted for the DVB-SH is the same as in the
3GPP standard, which has also been adopted in the DVB-Hah{@éB-H) standard [25]. Its

description can be found in [46]. A source block in [46] cepends to an ADT and a source

symbol is a column of the ADT. Thus a source block #asymbols ofT" bytes each. The
Raptor encoder is applied independently to each sourcé& @ach of which is identified by a
Source Block Number (SBN). The encoder produkesystematic symbols (the ADT matrix)
and NN, repair (parity) symbols. Systematic and repair symbols are calembding symbols
Each symbol is identified by an Encoding Symbol IdentifierljE8alues from 0 toK — 1
are assigned to the systematic symbols, while values foto N, + K — 1 identify repair
symbols. The encoding procedure consists of two parts dfif$t partZ intermediate symbols
are produced starting from thi€ source symbols, while in the second pArt N, encoding

symbols are generated starting from thantermediate symbols.

The intermediate symbols frotto K — 1 are systematic (i.e., are the source symbols).
The S intermediate symbols froy to K + .S — 1 are generated using an LDPC encoder while
the lastH symbols fromK + S to L are calledHalf Symbolsand are generated using a binary

reflected Gray encoder [25].

The encoding symbols are generated applying a Luby Tramsfbf) encoder to thd.
intermediate symbols. The LT encoder operates a bit-wisR ¥0ntermediate symbols cho-
sen according to a certain degree distribution. Each of tleeding symbols is transmitted
together with its ESI and a triplel, a, b) whered is the symbol degree ardandb are integers
from the setsl, ..., L” — 1 andO0, ..., L” — 1 respectively,l” — 1 being the smallest prime
integer greater than or equal fo At the end of the encoding proceds,systematic symbols
plus N, parity symbols are produced. The parity symbols are linearsnations of systematic
symbols inGF'(2). The encoding symbol triple together with the ESI and the@& allows

the decoder to determine which intermediate symbols (ansl Which source symbols) were
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combined to form each of the encoding symbols.

3.5.2 Ground Segment
Terminal Types

We consider high class terminals as defined in [47]. Highsctegninals are not energy con-
strained and have relatively good computation capatslaied memory [47]. This is the case
of vehicular terminals, which are powered by rechargeabtielies and can host computation
units of high speed, thanks to the relative low impact in ®eohcost, space and weight. We
assume that each terminal has both satellite and ad-hoorketg capabilities, which give rise

to the possibility of implementing a vehicular capillarytwerk.

Terrestrial Channel

A possible classification of the vehicle-to-vehicle (Vtod@mmunication channel is based on
roadside environments such as buildings, trees and bridgehis case the propagation sce-
narios are categorized as urban canyon, suburban streekpressway. Signal propagation in

VtoV systems has been studied in [48], [49] and [50].

In [51] a measurements campaign made onileGHz frequency is presented. The
measurements presented in the paper have been made usidgat®# Short Range Commu-
nication (DSRC)/IEEE 802.11p prototype radio. In the papedual slope model for the path
loss in urban VtoV scenarios is derived based on real measunts. We adopt the model of
[51] for the path loss together with the TU6 multi-tap chdmedel. An OFDM signal with
52 carriers {8 information carriers) and a rate/2 convolutional encoder are assumed. All

physical layer parameters are taken from the 802.11p standa

As usual practice in VtoV simulations, we assume a finite comication range which is

fixed for all vehicles and set 200 meters.

Furthermore, we take into account collisions as they ctutstan important throughput-

limiting and delay-increasing factors in ad-hoc wirelessvorks [52].
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3.6 Network-Coded Cooperation for DVB-SH

In the following we describe our proposed cooperative s&hémn coverage enhancement in
the forward link. We call such cooperation scheme Netwo@d€d Cooperative COverage
(N-COCCO). Let us consider a satellite broadcasting a D¥BESsignal with MPE-IFEC
protection to a population of vehicular terminals with b&YB-SH-B and IEEE 802.11p ra-
dio interfaces. During a time windo, t) the satellite transmité + N, IFEC symbols
obtained from an ADT. Terrestrial and satellite communara take place in orthogonal fre-
guency bands. Due to long-lasting shadowing caused by ytzgagation conditions, it can
happen that a user decodes a number of symbols equdl to K during the interval0, ¢).

In this case the user cannot decode the entire source data btoorder to enhance satellite
coverage each node re-encodes the received packets (eitkered directly from the satellite
or from other terminals) and broadcasts them to nodes witkitransmission range. In the

following sections we describe the encoding procedurerat taobile nodes.

3.6.1 Encoding at Land Mobile Nodes

Let us assume that a node is able to decode some of the ensyaimmpls directly from the
satellite. Each symbol carries an ESI and a trilez, b). As described in Section 3.5.1 the
node can use this information to find out which of the soureelsyls were combined together
to form that encoding symbol. We propose to apply a netwododimg scheme at land mobile
nodes using the source symbols of iFEC as source symbols n&tivork code. In other words,
nodes exchange linear combinations of encoding symbolsmedinite field, with the aim of

recovering all the source symbols.

3.6.2 Terrestrial Channel Usage

Each received encoding symbol is interpreted by a node asearlicombination of source
symbols with coefficient or 1 in GF(q). The node, then, applies the network encoding
procedure described in Section 3.2. The encoding vectdreofdceived encoding symbol can

be derived from symbol’s ESI and tripl€, a, b).

The probability to access the channel in each slot is detethlby the parameteooper-

ation leve] fixed for all nodes, which we indicate with 0 < ¢ < 2. If { < 1, in each slot,
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if a node stored a number of linearly independent packetsiwisilarger than the number of
transmitted packets in the current generation, it creategear combination of all the stored
packets as described in Section 3.4 and tries to accessahaawith probability. If { > 1
two cases must be considered. In case the number of transnsissade by the node is lower
than the number of linearly independent packets receivednode tries to access the channel
with probability p, = 1. If the node has a number of stored packets which is lower ¢inan
equal to the number of those transmitted, instead, it to@stess the channel with probability
Pa=¢C— 1.

When a node receives a packet from another node, it checkbertibe packet is linearly
independent with the stored packets and, if this is the dagenew packet is stored. If the

received packet is not linearly independent with the storee, it is discarded.

Another possible relaying choice is to have the nodes sirfglywarding the received
symbols without combining them. We call this schesm@mple relaying(SR) and use it as a

benchmark. SR is described more in detail in Section 3.8.

3.6.3 Implementation Aspects

According to the DVB-SH standard we consider a source syraizel of 1024 Bytes each.
Each source symbol is divided intq, subsymbols, each of which containihﬁf bytes. Each
of these subsymbols is multiplied by a randomly chosen aeffi in a field withg = %23
elements. The coefficient is the same for all subsymbolsinvithsymbol. In this way the
complexity of the network encoder/decoder can be kept aasoreble level [8]. A field size
of 2% or 216 (one or two bytes) may constitute a valid choice. The NC idiagias in [8], adding
the encoding vector at the end of each packet. Thus, folsgmbols generation, a header with
K x ¢ bits is appended to each symbol. The loss in spectral efigienthen(Kq)/8192.
Assuming coefficients of byte are used, the loss beconi€g1024. In order to keep the loss
at a reasonable value we should limit the size of the gemerafior instance, if generations of
K = 100 symbols are used, the loss is beld®i:. The adoption of small generation sizes has
the drawback that the code efficiency is reduced. For exanipgeknown that the efficiency
of the Raptor code increases with the source block. Thergoisegver, advantages in using
small blocks. Actually, if a short interleaver is used tdgetwith blocks of small size, the

data is readily available to the upper layer sooner than eénctise of large blocks, i.e., the
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delay decreases. In Section 3.9 we show the gap betweenyimpiadic results obtained in
Section 3.4 and the simulation results obtained in the saatg $ut with the 3GPP Raptor

code, having finite block-length.

3.7 Interaction of Physical Layer and Upper Layers

In order to evaluate numerically the performance of the psed methods at system level,
the simulator must be capable of taking into account the mblampairments of the physical
layer. In order to do this, physical layer simulations skidug run for each of the nodes, taking
into account the channel characteristics and the erroecton capabilities of the considered
PHY layer standard as done in [53]. Such approach is, howexeemely time consuming,
which makes it unfit for a system level simulation. A valideaitative is given by the physical
layer abstraction (PLA) [37] [38], which significantly deases the required computational
resources while being able to take into account importapsighl layer elements such as the

effect of coding and modulation, interleaver and intenfiese

3.7.1 Physical-Layer Abstraction

The use of PLA allows to take into account the effects of ptgldayer at system level in a
computationally efficient way. This is particularly useiinicase of time-selective channels, in
which the channel gain changes within the duration of a codeéwr he PLA has been widely
studied in the last decade achieving a growing accuracywoda range of transmission setups.
A method used in the past to obtain instantaneous link padaces is the average signal to
interference plus noise ratio (SINR) mapping, which cassis calculating the arithmetic (or
geometric) average SINR experienced by the channel synatb@scodeword and map such
average on the frame error rate (FER) curve in additive wlaassian noise (AWGN) for the
considered code and modulation. This technique shows iargean optimistic behavior of

the channel, as high SINR experienced in some parts of theward would distort the results.

In more recent types of PLA the instantaneous symbol SINRoves compressed in a
single SINR value, the effective SINRS{N R.;;). Such approach is callegffective SINR
mapping(ESM). Several ESM PHY abstraction methods have been peohiosthe literature

based on mean instantaneous capacity, exponentialiefegNR mapping and Mutual In-

48



3.8. Simulation Setup

formation Effective SINR Mapping (MIESM). A more detaile@stription as well as more
references for these methods can be found in [39]. Fh& R.;; in the ESM methods is
obtained as follows:

SINR.;; = & <% zn; @(S[NRi)) , (3.28)
where®(z) is an invertible function that depends on the specific ESModand: is the code-
word length. In MIESM such function can be related to the rauiaformation per received
coded bit. This approach is referred to as RBIR. The funcon) is provided by the so
calledmodulation-channel modéhrough a function obtained by normalizing the modulation-
constrained symbol mutual information (SI) vs SNR functi@nmceSIN R, is obtained, it
is used to determine the FER using curves for the considéradnel code in AWGN. Note
thatSIN R,y is referred to the coded symbol, which means that modulatidar and coding
rate must be taken into account before using it in the FEResurlf, for instancef, /N, FER
curves are used, th&/ N R,y must be multiplied by a factom, M, andr being the

modulation order and the coding rate, respectively.

3.7.2 Simulator Validation

We implemented the RBIR approach in our simulator and veddl& by comparing the FER
curve obtained with our simulator with the FER curve obtdifrem the physical layer sim-
ulation (which includes the whole transmission chain) i@ $ame scenario. An intermediate
tree shadowing (ITS) scenario with DVB-SH physical layes baen considered. The simula-
tion parameters are reported in Table 3.1. Fig. 3.6 showsdh®arison of the FER curves
obtained with the two methods for a rangefaf/ N,. We see how they almost coincide, which

validates our implementation of the RBIR approach.

3.8 Simulation Setup

We evaluated the performance of the proposed scheme byogavgla simulator that models
a satellite to land mobile broadcast transmission over BHBB. 150 nodes were randomly
placed on a Manhattan grid of one square kilometer Witintersecting roads. The distance

between two parallel roads 120 m. Each node moves at a speedofkm/h along one of the
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Table 3.1: Physical layer abstraction validation scenario.

Environment ITS

Carrier frequency 2.2GHz

Terminal speed 50km/h

Elevation angle 40°

Time Interleaver Depth 200 ms

Modulation QPSK

10 J ; i ]
i -8 Physical layer abstraction| |
-@-Encoding/decoding
107 :
14
L
LL
107 :
—4 i i i i
10 6 7 8 9 10 11
E /N
s 0

Figure 3.6: Validation of the simulator implementing RBIR physical éayabstraction.

roads, keeping a constant direction of motion during thele/Bomulation. The direction of
motion is chosen at random for each node. When a node redehberder of the map it enters
back into the map from the opposite side, as is common peattithis kind of simulations.
Nodes can communicate with each other and have network g@djpabilities. Communica-
tion can take place between two nodes only if they are witmadaus of300 m. A combination
of the path loss model derived in [51] and the TU6 multi-tapgargation model is used. The
coding and modulation considered are the ones of 802.11pelgaOFDM modulation and

rate1/2 convolutional code. The correctness of the reception itiated through PLA. One
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IFEC block of K = 150 IFEC symbols is transmitted at each trial. In the following will
use interchangeably the terms “IFEC block” and “generdti&@ach block containg( source
symbols 0f1024 bytes each. The total number of coded symbols transmittea $;ngle gen-
eration is| K/ R;rpc|, WhereR rpc is the rate of the Raptor encoder and is the smallest
integer larger than or equal ta We use the 3GPP Raptor encoder described in [46]. Each
IFEC symbol is encapsulated within an MPEG2 TS packet antiteethe channel encoder.
The channel encoder is the 3GPP2 turbo encoder specified]ingach source message of the
channel encoder has a fixed lengthl 288 bits, which means that about one and a half IFEC
symbols fit within one Turbo codeword. Once encoded with@Rat,,, the IFEC symbols are
first interleaved with the bit interleaver and successivalh the time interleaver, which pro-
vides time diversity to the signal. In the simulator we immpented two of the time interleavers
described in [47], namely thehort uniforminterleaver and théong uniforminterleaver. The
former has a depth on the order25f0 milliseconds while the latter has a depth on the order
of 10 seconds. After time interleaving, the bits are QPSK moedland transmitted with a
roll off factor equal t00.35. For each of the mobile nodes we generate a channel serigs usi
a generator implementing the three state Perez-Fontan LlidBnel model. The correctness
of the reception of each turbo codeword is evaluated usirdy & described in Section 3.7.1,
taking into account data rate, channel interleaver, chatote rate, and other relevant param-
eters. In the setup in which the gap-filler is present, an ORDddlulation with6048 carriers
and a guard interval I of 224 microseconds is used by the gap-filler. All parameters aomfo
to the DVB-SH-B standard. The propagation model from thefijbgy to each of the nodes is
a combination of the modified COSB1 Hata path loss model with the classical TU6 channel
model, as suggested in [25]. The signals from the sateltitethe gap-filler are combined at
the physical level by the receiver using maximal ratio camrig. The same channel code and
interleaver are used in both the satellite and the gap-fillee gap-filler is located at a distance
dgap_rin < GI - ¢ from the center of the map, where= 3 - 10° m/sec is the speed of light.

The link budget adopted is the one in [25], Table 11.28. Th&t3d.2 below summarizes
the main simulation parameters.

Depending on the sequence of correctly decoded codewtslecoded IFEC symbols
can be determined. Nodes exchange IFEC messages using [ERRC302.11p interfaces.
The transmission rate in the ground segment is set high énsaighat an IFEC symbol can

be transmitted before the next one is received on the gateHannel. The MAC mechanism
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Table 3.2: Simulation parameters.

Environment Urban
Satellite carrier frequency 2.2 GHz
Satellite SNR (LOS) 12 dB

Time interleaver depth 200ms-10s
Modulation QPSK
Roll-off factor 0.35
Bandwidth 5 MHz
LL-FEC symbol size 1024 bytes
Size of LL-FEC blok (K) 150 (~ 150 kB)
Rate Turbo Code 1/2

Rate Raptor Code 1/4

Gap filler distancedy,,, riu) 3 km
Gap-filler carrier frequency 2.12 GHz
EIRP gap filler 25 dBW
Number of gap-filler OFDM carriers 6048
Subcarrier spacing gap-filler 0.69754 kHz
Scenario surface 1 sg.km
Number of terminals 150
Terminal type Vehicular
Terminal speed 50km/h
V2V carrier frequency 5.9 GHz
V2V transmission power 20 dBm
Number of IEEE 802.11p OFDM carriers52
Subcarrier spacing IEEE 802.11p 0.15625 MHz
Conv. code rate IEEE 802.11p 1/2

in the terrestrial segment is CSMA as in 802.11p. Nodes dri; ggomiscuous modso that

each node can receive the transmissions of any other node.

We compare two different relay methods. One is the N-COCCO@ e described in
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Section 3.6, which is based on network coding. The otheystaeme is the simple relaying
(SR) scheme, also introduced in Section 3.6. Unlike in the ®IECO scheme, in SR nodes
do not combine IFEC symbols, they just transmit the oldesttnansmitted packet. In SR, if
all the received packets have already been transmitted, th¢ > 1, a node transmits (with

probability1l — {) a randomly chosen packet.

The amount of received data is measured at the interfacesbattihe IFEC and the upper
layers, as indicated in Fig. 3.7, considering the IFEC blasla fundamental data unit. The
reason for this choice is that data coming from the uppentagee reshaped in the ADST’s.
Thus, receiving one or more IFEC symbols, even if systemat&y not be useful, as they
are part of a larger bunch of data like, e.g., firmware or roag npdates, or may be parts of
incomplete IP datagrams. Thus when we refet¢ooded datave mean decoded IFEC blocks.
The decoding is possible if and only if a number of linearlgiependent IFEC coded symbols
equal to the number of IFEC source symbols is correctly vecki The decoding is possible
since each of the IFEC coded symbols, as well as each of theallkefs, embeds information
about which source symbols were combined to form it, and toasmon matrix manipulation

techniques can be used to retrieve the source symbols.

SRTP/UDP

DVB-SH physical layer

Figure 3.7: The amount of received data is measured at the interfacesbettiie IFEC and the upper layers.

3.9 Numerical Results

Fig. 3.8 shows the coveragk obtained by evaluating numerically Eqn. (3.20), plottgdiast
the rate at physical levelfor a fixed message rafe and different network sizes. The relative
lower bounds and the coverage curve in case of no cooperat@also shown. In the simu-
lation we setR = 2/3, p, = 0.2, 'y = 10 dB in the N-N channely = 3 ando = 1 in the
S-N channel. It is interesting to note how increasing the lemof nodes also increases the

achievable rate for a given(2. In other words, the higher the number of nodes, the higheer th
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probability that all the information broadcasted Byeaches the network, i.e., it has not been
lost. Once the information has reached the network, it caeffi@ently distributed among
the terminals thanks to the properties of random linear odtwoding. An important gain in
transmission rate can be observed, with an increase of @bbbpcu when passing from no
cooperation to cooperation in a network witlodes, and aboutbpcu in case of a network
with 4 nodes. The lower bound is fairly tight fad = 2 andM = 4. An important pointis that
this result is achieved without any feedback to the sour@ngrpacket request among nodes,
as the decision on whether to encode and transmit or notes taktonomously by each termi-
nal depending on the probability of media contentign In Fig. 3.8 the curves obtained for
the same setup but with a finite block-length Raptor code latesthown. The Raptor encoder
is the one indicated in Section 3.8. A block length/6f= 150 source symbols was chosen.
We see that, although an important gain in terms of physayadrl rate is achieved thanks to
cooperation and such gain increases with the number of nafmas in the asymptotic case, a
gap between theoretical and numerical results is preséig.igdue to the finite and relatively
small block length. Such gap can be reduced by applying N&ctyr in the space segment
[55]. However, such approach has the drawback that the éecoanplexity is higher also in
case no cooperation is used, which is not the case when aRagk® is adopted. Moreover, it
would imply a modification in the satellite segment, whiah,our proposed scheme, remains
unaltered. In Fig. 3.9 the coverage is plotted against thepéde probability of transmission
attemptp, for M = 4, 'y = 10dB, » = 1 bpcu andR = 2/3. It is interesting to note that
relatively small values agf,, (lower than0.15 for the asymptotic case) are sufficient to achieve
full coverage for values of and R which are of practical interest. We further observe that
the lower bound tightly approximates the simulated thecaeturve. In the figure we also
plotted the curve for the case of a practical cooperativermehusing the 3GPP Raptor code
with source block length = 150. As in Fig. 3.8, the loss with respect to the theoretical
curve is due to the finite block length. The coverage for the caoperative case in the setup

considered in Fig. 3.9 i8, coherently with Fig. 3.8.

In the rest of the section we compare the performance of tlee ghractical schemes de-
scribed in previous sections. One is the N-COCCO systenrithesidn Section 3.6, one is the
SR system described in Section 3.8 while the last system n&der is a non cooperative sys-
tem in which the nodes can receive only from the satellite cC@rfesider as performance metric

the average percentage of nodes that receive all the triedrdata. The metric is evaluated for
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Figure 3.8: Coverage plotted against rate at physical layein the cooperative case for different values\of
The lower bound and the non cooperative case are also shavine kimulation we se® = 2/3 messages/slot,

pe = 0.2,y = 10 dB in the N-N channelsy = 3 ando = 1 in the S-N channel.

different values of the cooperation levein the rangd0, 2]. Note that the system with satellite
only reception corresponds to a cooperative system gvith(0. Considering different values
of ¢ we can evaluate the performance gain of the cooperativeaugthith respect to the non
cooperative system as a function of the terrestrial chamiigdation. Fig. 3.10 shows the aver-
age percentage of nodes that receive all data plotted agaimsthe simulations we set the rate
at physical level td /2 while the rate of the Raptor encoder has been s&f1g;c = 1/4. The
short interleaver has been used. We also evaluated the fdasg interleaver with and without
gap-filler and with no IFEC protection (which corresponda ®aptor rate of2; -z = 1). We

did not consider the case of long interleaver with forwamdecorrection because, according
in the DVB-SH-B standard, the IFEC protection is meant to jpeliad only in combination
with the short interleaver. In case the long interleaversisdutogether with a gap filler (not
shown in the figure)00% of the nodes are covered. The N-COCCO scheme achieves the bes
performance among all others setups, with a gain of aB@itwith respect to the non coop-
erative scheme and a gain of ab@at, with respect to the SR scheme in case no gap-fillers

are user (w.o. gf). A notable fact that emerges from the péotisat full coverage is achieved
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Figure 3.9: Coverage plotted against the probability of media contentjgnin the cooperative case for a
network withM = 4 andI"y = 10 dB. The lower bound2; 5 curve and the curve of a practical scheme with
finite block length Raptor code are also shown. In the sinadave setR = 2/3 messages/slot, = 1 bpcu,

@ =3 ando = 1inthe S-N channel.

by the N-COCCO scheme with little use of the terrestrial ctehfior = 0.05 either in case
a gap filler is used or not. The performance of the scheme wes& approaches. This is
due to the fact that the terrestrial channel load increass{wdetermining an increase in the
number of collisions and thus diminishing the spectral ifficy of the capillary network. We
further notice that this is similar to what shown in Fig. 3r@that the maximum advantage of
the network-coded cooperative scheme is achieved for sralaiés (smaller thaf.15) of the
channel access probability. From Fig. 3.10 we also notice that the N-COCCO scheme with
short interleaver achieves a higher percentage of coverddswith respect to the non coop-
erative configuration with long interleaver. On the one h#nsd result suggests that a short
interleaver can be used instead of a long one, with a huge myesawging in the physical layer
architecture of the receiver. Of course this comes at theresg of larger memory resources
at higher levels (IFEC), which are likely to have, howeverpaerall cost which is lower than
the memory at lower levels. On the other hand, for a fair camepa we must take into ac-

count that the long interleaver scheme does not use IFE@giron, which implies a gain in
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Figure 3.10: Average percentage of nodes that decode all data plottédsagiae cooperation level for N-
COCCO, SR and the non cooperative scheme. The rate coupte = (1/2,1/4) has been set in the simulation
and the DVB-SH short interleaver has been considered. Theoaperative case with long interleaver dde= 1

is also shown for comparison.

terms of spectral efficiency df/R;rpc = 4, i.e., there is a tradeoff between complexity and

transmission rate.

The gain in terms of percentage of covered nodes of the catypeschemes with respect
to the non cooperative case derives from the use of the tealeshannel bandwidth. In order
to evaluate which between the N-COCCO scheme and SR scherseswsh resources more
efficiently, we plot the average number of retransmissiaexded to decode a message (IFEC
symbol) against in Fig. 3.11. From the figure we see how the N-COCCO needs aagee
less transmissions per decoded message with respect t&Rteeh®me in the whole range of
¢ considered. From Fig. 3.11 and Fig. 3.10 emerges that th®©R{O scheme achieves a
larger gain in terms of percentage of covered nodes withegtgp the SR scheme using the

resources of the terrestrial channel in a more efficient way.
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Figure 3.11: Average number of transmissions needed to decode one IRBEBwplotted against the cooper-
ation level for the N-COCCO and the SR schemes. The N-COC®@@nse makes a much more efficient use of

terrestrial channel resources.
3.10 Conclusions

We investigated the performance of a cooperative appraaploviding missing coverage for
heterogeneous LMS networks. We carried out an analytigdl/stonsidering a mathematically
tractable and yet practically interesting network modelyhich fading and shadowing effects
in the communication channels as well as the medium accesBanism of the cooperating
nodes have been taken into account. By applying the Max-flomddt theorem we derived
an analytical lower bound on the coverage as a function df that information rate at physical
layer and the rate of innovative packets injected in the agtyer unit-time. Our results give
a tradeoff between the coverage and the rate at which themiaton can be injected in the
network, and at the same time quantify the gain derived frahencooperation through the
short range interface. We showed that the diversity gaiwgnoith the number of terminals,
which indicates that important gains in terms of transmissate at the source source node

(e.g., a satellite or a base station) can be achieved throumberation.

Based on the considered theoretical model we proposed &gatacooperative scheme
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3.10. Conclusions

which leverages on network coding for enhancing coverageetarogeneous satellite vehic-
ular LMS systems over DVB-SH. Our numerical results, basegloysical layer abstraction,
showed that a cooperative relaying system based on netwdrikg can bring important bene-
fits in terms of both coverage and terminal complexity witkpect to a system in which nodes
receive from satellite only, as well as with respect to ayielg scheme in which network

coding is not used.

Appendix 3

Derivation of the cdf of the packet loss rate for the case of Rdeigh fading

with log-normal shadowing

The log-normal variablé's can be written asl's = ets, whereX ~ N (i, 0?). Fixing the

variableX the packet loss ratg is:
Y=1- 6(1‘2”'@_%.
The cdf ofY can be derived as follows:

Fy(y) = Pr{Y <y}
= Pr {1 — 6(1—?).@‘% < y}
= Prim(l—y)<(1-2) e}

= PT{X > 101In

1-2"
= 1= (10 | )

fory € (0,1).
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Chapter |

Streaming Transmitter over Block Fading

Channels with Delay Constraint

“We want informationjnformation,information!”

“Who are you?”

“The new numbep.”

“Who is number1?”

“You are numbei6.”

“I am not a number! | am a free man!”

“Ha ha ha ha ha ha!”
Patrick McGoohan
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Chapter 4. Streaming Transmitter over Block Fading Chawéh Delay Constraint

4.1 Introduction

In the previous chapter we took a cooperative approach teihielem of missing coverage
in satellite broadcast systems. We intentionally did notdifyathe space segment, in order to
enable compatibility with the DVB-SH standard. Howeveonira long term perspective it is
reasonable to assume that some modifications to existingatawill be possible in the future.
Thus it is important to understand the fundamental limitd smlook for the best encoding
scheme at both physical and packet level to be applied attk#ite (or gateway station) in the
broadcast scenario. This is particularly true in case aé@iskreaming transmission, due to the
delay constraint that characterizes this type of traffictaride difficulty to meet such constraint
in networks with many users and large delays. The preseiptehhas been developed along

this line taking an information theoretical approach tophablem.

We start by defining thetreaming transmittesetup. In a streaming transmitter data be-
comes available at the transmitter over time rather thangoavailable at the beginning of
transmission. Consider, for example, digital TV satelliteadcasting. The satellite receives
video packets from a gateway on Earth at a fixed data rate andohirward the received
packets to the users within a certain deadline. Hence, éinsitnission of the first packet starts
before the following packets arrive at the transmitter. \Mesider streaming transmission over
a block fading channel with CSI available only at the receivighis assumption results from
practical constraints when the receiver belongs to a laggellation of terminals receiving a
broadcast transmission, or when the transmission delagngisantly larger than the channel
coherence time [56]. Transmission rate can be adjustecetoithnnel state through adaptive
coding and modulation (ACM) driven by a feedback channelveieer, in real-time broadcast
systems with large delays and many receivers, such asiteagstbtems, this is not practical.
For instance, according to [57, Section 4.5.2.1] in reaktivideo transmission the ACM bit-
rate control-loop may drive the source bit-rate (e.g.,al@e bit rate video encoder), but this
may lead to a large delay (hundreds of milliseconds) in etkeguate variation commands. In

such cases the total control loop delay is too large to alEal/time compensation of fading.

The data that arrives at the transmitter over a channel liiaokbe modeled as an inde-
pendent message whose rate is fixed by the quality of the ggteatellite link and the video
encoding scheme used for recording the event. We assumghéhmainsmitter cannot modify

the contents of the packets to change the data rate. Thasvfrom the fact that the satellite
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Wi Wa W3 Wy  Deadline
\ 4 A4 A4
Ch. block 1 | Ch. block 2 . . . Ch. block M ;
n om (M —1)n Mn

0

Figure 4.1: The transmitter receives messageg of rater at the beginning of channel bloak All the M

messages need to be transmitted to the receiver by the ehamfiel block)/ .

transmitter is oblivious to the underlying video codingecte adopted by the source, and con-
siders the accumulated data over each channel block asla daig packet that can be either

transmitted or dropped.

We further impose a delay constraint on the transmissioh st the receiver buffers
the received messages fof channel blocks before displaying the content, which isdgbi
of multimedia streaming applications (see Fig. 4.1). Asrttessages arrive at the transmitter
gradually overM channel blocks, the last message sees only a single chaahgétion, while
the first message can be transmitted over the whole span ohannel blocks. For a finite
number)M of messages andl/ channel blocks, it is not possible to average out the effect o
fading in the absence of CSl at the transmitter, and thete/&y/a a non-zero outage probability
[58]. Hence, the performance measure we study is the thpuigthat is, the average decoded

data rate by the user.

Communication over fading channels has been extensivetijest [59]. The capacity of
a fading channel depends on the available information atbeuthannel behavior [60]. When
both the transmitter and the receiver have CSI, the capacigghieved though waterfilling
[61]. This is called the ergodic capacity as the capacityéaged over the fading distribution.
In the case of a fast fading channel without CSI at the trattenergodic capacity is achieved
with constant power transmission [59]. However, when thera delay requirement on the
transmission as in our model, and the delay constraint ig shanpared to the channel coher-
ence time, we have a slow fading channel. In a slow-fadingeék if only the receiver can
track the channel realization, outage becomes unavoida8]e An alternative performance
measure in this case is th@utage capacity [62]. In general it is hard to charactettizeout-
age capacity exactly; hence, many works have focused oeréith high SNR [63] or low SNR
[64] asymptotic regimes. Another approach, which is alsapéed in this chapter, is to study

the average transmission rate as in [65] and [66]. Outaggoswur even if the transmitter has
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access to CSI when the system is required to sustain a cotrstasmission rate at all chan-
nel states, called the delay-limited capacity [67], [68lieldo the constant rate of the arriving
messages at all channel blocks, our problem is similar taéhey-limited capacity concept.
However, here we neither assume CSI at the transmitter gaireesall arriving messages to be
transmitted. Our work also differs from the average ratenogation in [65] since the trans-
mitter in [65] can adapt the transmission rate based on thera characteristics and the delay
constraint, whereas in our model the message rate is fixeldebyriderlying application. The
only degree-of-freedom the transmitter has in our settrthe multiple channel blocks it can
use for transmitting the messages while being constraipéldocausal arrival of the messages

and the total delay constraint 6f channel blocks.

Streaming transmission has received significant atteméoently especially with the in-
creasing demand for multimedia streaming application$. [68ost of the work in this area
focus on practical code construction [70], [71], [72]. Theedsity-multiplexing tradeoff in a
streaming transmission system with a maximum delay cansti@ each message is studied
in [73]. Unlike in [73], we assume thdhe wholeset of messages has a common deadline;
hence, in our setting the degree-of-freedom availabledditst message is higher than the one

available to the last.

In this chapter we extend our work in [74] by presenting atiedy results and introducing
more effective transmission schemes. We first study joinbdimg (JE) which encodes all the
available messages into a single codeword at each chamuo#d BlVe also study time-sharing
(TS) and superposition (ST) schemes. The main contribsitofrihe present chapter can be

summarized as follows:

1. We introduce a channel model for streaming transmissi@n block fading channels
with a common decoding deadline to study real-time multimetreaming in networks

with large delays, such as digital satellite broadcastysgesns.

2. We study thgoint encoding (JEscheme that encodes all available messages into a single
channel codeword. We show that the JE scheme has a threstadior that depends

on the average channel quality.

3. We introduce an informed transmitter upper bound on théopeance assuming the

availability of perfect CSI at the transmitter.
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4. We propose thadaptive JE (aJEycheme and show that it performs very close to the
informed transmitter upper bound for a finite number of mgesaand approaches the

ergodic capacity as the number of channel blocks goes tatinfin

5. We propose generalized TS (gTSrheme in which each message is transmitted over a
window of B channel blocks through time-sharing. We show that optimgjzhe window

size B significantly improves the throughput in the high SNR regime

6. We show that the gTS and the ST schemes provide gradualpenrfice improvement
with increasing average SNR. This shows the advantage setpeactically simple
schemes when broadcasting to multiple users with a wideerah@NR values, or in

a point-to-point system with inaccurate CSI.

We support our analytical results with extensive numesgalulations. The rest of the chap-
ter is organized as follows. In Section 4.2 we describe tls¢esy model. In Section 4.3 we
describe the proposed transmission schemes in detail.cliio8et.4 we provide an informed
transmitter upper bound on the throughput, while Sectidnigidevoted to the numerical re-

sults. Finally, Section 4.6 contains the conclusions.

4.2 System Model

We consider streaming transmission over a block fadingmélaiThe channel is constant for
a block ofn channel uses and changes in an independent and identicstiijoated (i.i.d.)
manner from one block to the next. We assume that the traresraitcumulates the data that
arrives at a fixed rate during a channel block, and consitierai¢tcumulated data as a single
message to be transmitted during the following channellkslotVe consider streaming af
messages oveY/ channel blocks, such that messddebecomes available at the beginning
of channel block:, fort = 1,..., M (see Fig. 4.1). Each messagé has rater bits per
channel use (bpcu), i.d¥; is chosen randomly with uniform distribution from the 3&t =
{1,...,2"}, wheren is the number of channel uses per channel block. Followingal
assumption in the literature (see, e.g., [65]), we assuate:tthough still large (as to give rise

to the notion of reliable communication [75]), is much skothan the dynamics of the slow
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Figure 4.2: Equivalent channel model for the sequential transmissfall anessages ove¥/ channel blocks

to a single receiver.

fading process. The channel in blaocls given by
ylt] = hlt)x[i] + =[t], (4.1)

whereh[t] € C is the channel stat&t] € C" is the channel inpug[t] € C" is the i.i.d. unit-
variance Gaussian noise, apld| € C" is the channel output. The instantaneous channel gains
are known only at the receiver, while the transmitter only kimowledge of the statistics of the
processh[t]. We have a short-term average power constraint dgfe., E[x[t|x[t]!] < nP for
t=1,..., M, wherex|t]" represents the Hermitian transpose&f and £[z] is the mean value

of z. As we assume a unitary noise power, in the following we wsk unterchangeably the
quantitiesP and SNR. The short-term power constraint models the réstrion the maximum

power radiated by the transmitter which is present in maagtural systems

The channel from the transmitter to the receiver can be seem arthogonal multiple
access channel with a special message hierarchy [76], iahvthe encoder at each channel
block acts as a separate virtual transmitter (see Fig. #t®).receiver tries to decode as many
of the messages as possible, and the performance measheetisdughput. We denote the

A

instantaneous channel capacity over channel bidek C; = log,(1 + ¢[t|P), where¢|[t] is

a random variable distributed according to a generic pritibatdensity function (pdf)fs(¢).
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Note thatC; is also a random variable. We defi@e= E[log,(1+ ¢P)], where the expectation
is taken overfs(¢). C is the ergodic capacity of this channel when there is no dedagtraint

on the transmission.

4.3 Transmission Schemes

The most straightforward transmission scheme is to serfdraassage only within the channel
block following its arrival. This is called memoryless tsmission (MT). Due to the i.i.d.
nature of the channel, successful decoding probabilityorsstant over messages. Denoting

this probability byp = Pr {C, > r}, the probability that exactly» messages are decoded is
M
n(m) = <m>pm(1 —p)Mm (4.2)

The throughput of the MT schenta,r is found by evaluating- >, mn(m). The MT
scheme treats all messages equally. However, dependinfiecaverage channel conditions,
it might be more beneficial to allocate more resources to sofrthe messages in order to
increase the throughput. In the following, we will consitleree transmission schemes based
on the type of resource allocation used. We will find the tigtqaut for these schemes and

compare them with an upper bound that will be introduced «tiSe 4.4.

4.3.1 Joint Encoding (JE) Transmission

In thejoint encoding (JEscheme we generate a single multiple-index codebook fdr ezan-
nel block. For channel block we generate adimensional codebook of sizg x - - - X s;, 8; =
2" i € {1,...,t}, with Gaussian distribution, and index the codewords, a8/, ..., W)
wherel; e W ={1,...,2"}fori =1,...,t. The receiver uses joint typicality decoder and
tries to estimate as many messages as possible at the eratkf\lbl Such encoding scheme
has been studied in terms of the diversity-multiplexingéif (DMT) in [73] for transmission
over block fading channels with a per-message delay consttanlike in [73], here we study
the JE scheme for the case of common deadline consideriagghput as our performance
metric. With high probability, the decoder will be able tacdde the firsin messages correctly
if [76]:

(m—j—i—l)TSZCt, Vi=12,....m. (4.3)

t=j
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C 2 02

Ch

r 2r
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Figure 4.3: Total decoded rate regions illustrated on ttig, C) plane withA/ = 2 messages for MT (on the
left) and JE (on the right) schemes.

As a comparison, we illustrate the achievable rate regionddT and JE schemes for
M = 2in Fig. 4.3. In the case of MT, a total rate &f can be decoded successfully if bath
andC; are above'. We achieve a total rate ofif only C; or Cs is abover. On the other hand,

in the case of joint encoding, we tradeoff a part of the regibrater for rate2r.

Using the conditions in Eqn. (4.3) we define functigfiyr), form = 0,1,..., M, as

follows:

. L ifm—j+1)r <3 Chji=1,...,m,
g9"(r) =

0, otherwise

Then the probability of decoding exactly messages can be written as,

n(m) = Pr {gm(r) = landg™"'(r) = O} . (4.4)

After some manipulation, it is possible to prove that exaetl messagesy, = 0,1, ..., M,
can be decoded if:

Cm7i+1+"'+CmZiT, izl,...,m, (45)

Coni1+ - +Chy<ir, i=1,...,M —m. (4.6)

Thenn(m) can be calculated as in Eqn. (4.7) at the bottom of the nex¢,papere we
have defined:™ = max{0, 2}, andfc,..c, (c1, ..., cn) as the joint pdf ofCy, .. ., C,,, which

is equal to the product of the marginal pdf's due to indepande The probability in Eqn.
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(4.7) cannot be easily evaluated for a genéric However, we provide a much simpler way
to calculate the throughpat;z. This simplification is valid not only for i.i.d. but also for
conditionally i.i.d.channels. Random variablés’;,--- ,C),} are said to be conditionally

i.i.d. given a random variabl§ if the joint distribution is of the form

f017“‘7CAI7U(Cl7 SO} CM?“) = fC1\U(Cl|u) Xoere X fCM|U(CM|u)fU(U)> (48)

where

fci‘U(Ci‘u) = fcj‘U(Cj|u), VZ,j c {1, o M} (49)

Note that i.i.d. channels is a particular case of conditigna.d. channels wheré/ is a con-

stant.

Theorem 4.1The throughput for the JE scheme in the case of conditionatly channel
capacities is given by:

r

M
i S Pr{Ci+--+Cyp >mr}. (4.10)

m=1

TiE =

Proof: See Appendix.

In general it is still difficult to find an exact expression fgr;, but Theoremt.1 simplifies
the numerical analysis significantly. Moreover, it is pbsto show thar ;; approaches for

large M if C' > r. To prove this, we rewrite Eqn. (4.10) as:

r M
Tjgp=T1T— MmZZICLm, (411)
where we have defined
améPr{Cl+'.'+Cm<r}. (4.12)
m

It is sufficient to prove that, i€ > r, thenlimy;_,.. >, a,, = ¢, for somed < ¢ < co. We

start by noting thaltim,,, ., . a.,,, = 0, since, by the law of large numbers,7aggoes to infinity

n(m) :/ / s / feyo, (@1, xp)day - - - day,
r (2r—zm)t (mr—am—-—x2)T

(M=—m)r—xpm1——Tpr_1

r 2r—Tm41
X /0 /0 /0 me+1“‘C]\/[(xm+17"'7xM)dxm+1...de

4.7)
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Gt4Cn converges almost surely 8 > r. To prove the convergence of the series sum we

show that

lim  ZmHl (4.13)

We define

lmém<a_01+...+0m)’ m=1,2,..., M, (4.14)
m

where eachi,, is a random variable with zero mean and variamgewhich corresponds to the

variance of the channel. From the central limit theorem wewste:

Cr
i ety e ” ) (415)
m Pr {lm > 1/%}
C—r
— lim Q(L Vm+1) (4.16)

M0 ()

. (C—r Vo
< ml—lg-li—loo C—r 1(_C-r ? (417)
Uci\/m 2L6_2(‘70/\/H)
H(JCC/?/%) 2
o2 +m(C—r)? -2 [m_ﬂ_m}
= lim < — e * Lo o (4.18)
m=too fm(m +1)(C — r)?
_ (C=n)?
= e 20% < 1’ (419)
with 0 < A < 1. where inequality (4.17) follows from the bounds on the Qeflion:
* ‘ﬁ<Q( ) < L % forz >0 (4.20)
—(———€ 2 Xz e 2 X . .
(1+22)V2rm T2

Similarly, we prove that il < r, the average rate tends to zero asymptotically With
To see this, we consider the series in Eqn. (4.10) defibing- Pr{C; + --- + C,,, > mr}.
We want to prove that'}_, b,, converges to a constant, i.87~* >~*_. b,, converges to zero.
We first notice thatim,,, , . b,, = 0 by the law of large numbers. One can also show that
lim,;, 5100 blj—zl < 1; and hencey ;; goes to zero with\/. Overall we see that the average rate
of the JE scheme shows a threshold behavior, i.e., we have:

r, ifC>r
M—o0 —

0, ifC<r
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Adaptive Joint Encoding (aJE) TransmissionEqgn. (4.21) indicates a phase transition
such thaf; is zero even for larg@/ if » > C, and the transmission rate cannot be modified.
However, the transmitter may choose to transmit only aifract = % < 1 of the messages,
allocating the extra// — M’ channel blocks to thé/’ messages, effectively controlling the
transmission rate. In other words, th& messages are encoded and transmittéd’ichannel
blocks as described above, while each of the remaimingM’ blocks is divided intal/’ equal
parts, and the encoding process used for the fifstblocks is repeated, using independent
codewords, across the’ parts of each block. For instance if = 3 and M’ = 2, x;(W))
andx,(Wy, W,) are transmitted in the first and second channel blocks, césply. The third
channel block is divided intd/’" = 2 equal parts and the independent codewotg$1)
andxs, (W7, W3) are transmitted in the first and in the second half of the bloegpectively.
We call this variant of the JE schemdaptive JE (aJE¥cheme. The conditions for decoding
exactlym messagesn = 0, 1,..., M’, in aJE can be obtained from those given in Egn. (4.5)
and Eqn. (4.6) by replacing; with C; = C; + 77 ¥, Cj, i € {1,..., M'}. Note that
the random variable§'', i € {1,..., M'}, are conditionally i.i.d., i.e., they are i.i.d. once the

variableU = {7 ),/ C; is fixed. This implies that Theorern1 holds.

In the Appendix of this chapter we prove that, by choosirgppropriately, we can have
J&im Tosp = min{r, C}. (4.22)

Eqgn. (4.22) suggests that the average transmission ratbecadapted at the message level
while keeping a fixed rate at the physical layer. Rate adaptait packet level can be imple-
mented through rateless erasure codes. A rateless codearaver all the original packets as
long as the rate at packet level is below the probability afext decoding, which depends
on the average channel SNR and on the code rate at physieétleVhe average throughput

achieved by a rateless code wheh— o is
A}linooTRc =r-p(SNR,T). (4.23)

Unlike the aJE scheme, rateless codes perform the encotihg @hysical level and at the
packet level independently, while in aJE the two encodinac@sses are performed jointly,

which translates into a more efficient use of the channel.

In Fig. 4.4 we compare the asymptotic average throughput@ftE scheme and of a
rateless code in case of Rayleigh fading and for differehtesaofr. We can see how the aJE

scheme outperforms the RC for all considered valuesasfd in the whole SNR range.
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Figure 4.4: Average throughput of the aJE scheme and of a rateless cocesé of Rayleigh fading for

M — oo.

We will see in Section 4.4 that the maximum average througbponot be above the
average throughput of the aJE scheme given in Eqn. (4.28¢eh@s the number of messages
and the channel blocks go to infinity, the aJE scheme achteeesptimal performance. We
will show in Section 4.5 through numerical analysis thatribar optimality of the aJE scheme
is valid even for finiteM/. However, we also note the threshold behavior of the perdoca of
aJE; that is, when there are multiple users or inaccuradyechannel statistics information at
the transmitter, aJE performs very poorly for users whoseame received SNR is below the
target value. In the following we propose alternative traission schemes providing gradual

performance change with the SNR.

4.3.2 Time-Sharing (TS) Transmission

One of the resources that the encoder can allocate amoegetifimessages is the total number
of channel uses within each channel block. While the whott ihannel block has to be
dedicated to messag, (the only available message), the second channel blockecdividled
among the messagég; and/,, and so on so forth. Assume that the encoder divides the

channel block into ¢ portionsays, . . ., ay such thata; > 0 and>!_; iy = 1. In channel
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Figure 4.5: Average throughput for the gTS scheme plotted against thdaw sizeB for M = 10* messages

andr = 1 bpcu for two different average SNR values.

blockt, a;;n channel uses are allocated to mesdageA constant poweP is used throughout

the block. Then the total amount of received mutual inforara{MI) relative to messag@’;

is It & M 0,0, Lettinga;, = 1if t = 7 anday, = 0 otherwise, we obtain the MT scheme.
For simplicity, in thetime sharing (TSycheme we assume equal time allocation among

all the available messages; that is, fee 1, ..., M, we haven;;, = % fort =d,i+1,..., M,

anda;,; = 0fort =1,...,i. The messages that arrive earlier are allocated more EEsj@End

hence, are more likely to be decoded. We hg¢e> Ij’?"t for1 <i < j < M. Hence,

M
r Cr  Coss
AR ey ge
TS = 3 2 T{er

Cu
- > . .
m+1Jr +]\4_74} (4.24)

Generalized Time-Sharing (gTS) TransmissiorNote that, in TS transmission, message
W is transmitted oveM — i 4+ 1 channel blocks, which allocates significantly more resesirc
to the earlier messages. To balance the resource allodstareen the messages, we consider

transmitting each message over a limited window of chanloekis.

In generalized time-sharingansmission each message is encoded with equal time allo-
cation overB consecutive blocks as long as the total deadlind/ofhannel blocks is not met.
Messages fromil/; to W,,_p. 1 are encoded over a window &f blocks, while messagés;,

forie {M —-B+2,M—B+3,...,M} are encoded oveY/ — i + 1 blocks. In particular
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Figure 4.6: » = 1 bpcu,P = 5dB (C > r).

we focus on the effect of variablg on the average throughpei;s. In caseB < M, most of
the messages are transmitted oleslots together withB — 1 other messages. In this case the

MI accumulated for a generic messdgeis:

i+B—-1

> G (4.25)

1
It = B
By the law of large numbers, Eqn. (5.17) converges in prdibalio the average channel
capacityC' as B — oo. Thus, we expect that, when the transmission rate aboveC,
the gTS scheme shows poor performance for ldsg@nd hence, largé/), while almost all
messages are received successfully it ». We confirm this by analyzing the effect &f on
7 numerically in Fig. 4.5 for = 10* andr = 1 bpcu. ForP = 0 dB we haveC < r, which
leads to a decreasing,s with increasing window sizé3. On the other hand, faP = 2 dB,

we haveC' > r, and accordingly,rs approaches as B increases.

The same reasoning cannot be applied if the window size ifi@mitder of the number
of messages, as the number of initial messages which sreaahémnel with less thaB — 1
other messages and the number of final messages which skacbdahnel with more than
B — 1 messages are no longer negligible with respect/toIn Fig. 4.6, we plot ;s as a
function of B for relatively small number of messages aiid> r. As seen in the figure, for

a given)M an optimal value of3 can be chosen to maximizg,s. Optimal B increases with
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Figure 4.7:» = 1 bpcu,P = —3dB (C < r).

M whenr < C. We plotT,rs for C < r in Fig. 4.7. From the figure we see thag s
decreases monotonically with up to a minimum, after which it increases almost linearlye Th
initial decrease in the average throughput is due to theagumsy effect described above, which
is relevant forB < M. The following increase i, s is because the messages which are
transmitted earlier (i.el}); with : < B) get an increasing amount of resourcegsascreases,
and so the probability to be decoded increases. As a mattaectofor each finite, the average

MI accumulated for messagd€; grows indefinitely withB, i.e.:

i+B—1 Ct . i+B—1 1
S T oo 4.26
{ 2 min{t,B}} RS D D - B (4.29)

lim F

B—oo
Thus, for a fixed, letting B go to infinity leads to an infinite average MI, which transtateo
a higherr,rs. Note that this is valid only for relatively smalband largeB, i.e., only messages
transmitted earlier benefit from increasify while the rest of the messages are penalized. If
B is small compared td/, as in the plot of Fig4.5 for P = 0 dB, the fraction of messages
which benefit from the increasing (i.e., messageld/, ..., W with L < B) remains small
compared tal/. For this reasom,;s does not increase witB for the range of5 considered

in Fig. 4.5, while it does for the same range in Fig. 4.7.

Although the idea of encoding a message over a fraction cdtheable consecutive slots

(e.g.,B < M for messagéV; in gTS) can be applied to all the schemes considered in this
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chapter, the analysis becomes quite cumbersome. Hencesivietr our analysis to the TS

scheme as explained above.

4.3.3 Superposition Transmission (ST)

In superposition transmission (Sfhe superposition afcodewords, chosen fromndependent
Gaussian codebooks of si2&”, corresponding to the available messag#s,, ..., W,;} is
transmitted in channel bloakt € {1, ..., M}. The codewords are scaled such that the average
total transmit power in each block I3. In the first block, only information about messdde

is transmitted with average powé&y; = P; in the second block we divide the total power
among the two messages, allocatifg and P, for W; andW,, respectively. In general, over

channel block we allocate an average powgy; for W;, while Y°!_, P;; = P.

Let S be any subset of the set of messagds= {1, ..., M}. We defineC'(S) as follows:

A M ¢[t] ZsES Pst )
c(S) = | 1 . 4.27
(5) ; 082 < i L+ B[t] Zserns Pat (4.27)

This provides an upper bound on the total rate of messagesdhtiat can be decoded jointly
at the user considering the codewords corresponding tethaining messages as noise. The
receiver first checks if any of the messages can be decoded hlp considering the other
transmissions as noise. If a message can be decoded, tkespmrding signal is subtracted
and the process is repeated over the remaining signal. Ifessage can be decoded alone,
then the receiver considers joint decoding of message, ffali@ved by triplets, and so on so
forth. This algorithm gives us the maximum throughput. Heereit is challenging in general
to find a closed form expression for the average total rate ogtimize the power allocation.
Hence, we focus here on the special case of equal power tidlocevhere we divide the total
average poweP among all the available messages at each channel block. &rf@mance

of the ST scheme will be studied in Section 4.5 numericallgg aompared with the other

transmission schemes and the upper bound which will bedoted next.

4.4 Upper Bound

We provide an upper bound on the performance by assuminghéatansmitter is informed

about the exact channel realizations at the beginning dfémsmission. This allows the trans-
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mitter to optimally allocate the resources among messagaskimize the average throughput
7. Assume that’, ..., C), are known by the transmitter and the maximum number of mes-
sages that can be decodedniis< M. We can always have the first messages to be the
successfully decoded ones by reordering. When the chatatelis known at the transmitter,

the firstm messages can be decoded successfully if and only if [76],
iTSCm—i+1+Cm—i+2+"'+CM7 forizl,...,m.

We can equivalently write these conditions as

1 M
< i _ 1 4.28
T e [m —i+1 ;C] (4.28)
Then, for each channel realizatign[1], ..., h[M]}, the upper bound on the average through-

put is given bymﬁ*r, wherem™* is the greatesitn value that satisfies (4.28). This is an upper
bound for each specific channel realization obtained byhvogity allocating the resources. An
upper bound omr can be obtained by averaging this over the distribution efdannel real-

izations.

Another upper bound oncan be found from the ergodic capacity assuming all messages
are available at the encoder at the beginning and leftingo to infinity. Finally, the bound

7 < r follows naturally from the data arrival rate. Thass be bounded above hyin {r, U}.

Comparing the bounchin {r,@} and Eqgn. (4.22) we see that the aJE scheme achieves

the optimal average throughput in the limit of infinité.

4.5 Numerical Results

In this section we provide numerical results comparing tregppsed transmission schemes.
For the simulations we assume that the channel is Rayledjhdai.e., the channel stat€t)

is exponentially distributed with parametgri.e., f4(¢) = e~ for ¢ > 0, and zero otherwise.

In Fig. 4.8 the cumulative mass function (cmf) of the numbledecoded messages is
shown for the proposed transmission techniques fer1, M = 50 and P = 1.44 dB, which
corresponds to an outage probabilityzof= 0.5 for the MT scheme and an average channel
capacityC' ~ 1.07 > r. We see that MT outperforms ST and TS schemes, as its cmfédgya b

the other two. The gTS scheme improves significantly contpréhe ordinary TS scheme.

77



Chapter 4. Streaming Transmitter over Block Fading Chawéh Delay Constraint

1 \

-0-Joint encoding (JE)
-e-Time sharing (TS)

-+ Generalized TS (gTS)
--Memoryless (MT)
-+ Superposition (ST)
~+Upper bound

0.8

0.6

CMF

40 50

20 30
Number of decoded messages

Figure 4.8: P =1.44dB (C > ).

I O ERNIIIIIIIIIIIIIITIIEEY
0.8-
—~-Joint encoding (JE)
06 ~ |~-Time sharing (TS) i
L0 -v-Generalized TS (gTS)
s -—Memoryless (MT)
@) o —-Superposition (ST) i
: —+Upper bound
0.2 |

0 10 20 30 40 50
Number of decoded messages

Figure 4.9: P =0dB (C < 7).
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On the other hand, the comparison with the JE scheme depentie @erformance metric
we choose. For instance, JE has the lowest probability todkemore thamn messages, for

m < 15, while it has the highest probability fon > 22.

In Fig. 4.9 the cmf’s forP = 0 dB are shown. In this case the average capacity is
C ~ 0.86. Comparing Fig. 4.9 and Fig. 4.8, we see how the cmf of the BErse has different
behaviors depending on wheth@ris above or below. We see from Fig. 4.9 that for the JE
scheme there is a probability of abau8 not to decode any message, while in all the other
schemes such probability is zero. However, the JE schemehals the highest probability
to decode more thad3 messages. Furthermore, we note that the cmf of the gTS scheme
converges to the cmf of TS scheme at low SNR. This is becagsgh@wvn in Section 4.3.2,

whenC < r, the optimal window sizeé3 is equal ta), which is nothing but the TS scheme.

In Fig. 4.10 and Fig. 4.11 the average number of decoded messa plotted against
M for SNR values of—-3 dB and2 dB, respectively, and a message raterof 1 bpcu.
While JE outperforms the other schemesS&{ kR = 2 dB, it has the poorest performance
at SNR = —3 dB. This behavior is expected based on the threshold beha¥ithreocJE
scheme that we have outlined in Section 4.3.1. Note thatwemge capacity corresponding

to SNR = —3 dB and2 dB areC = 0.522 < r andC = 1.158 > r, respectively. Note that
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Figure 4.11: P =2dB (C > r).

whenC > r the average throughput of the JE scheme is close to the uppedklthough
the deadline constraint imposed by is quite tight. We observe that, in the low SNR regime,
i.e., whenC < r, all the proposed schemes other than JE perform very closactoother, and
significantly below the upper bound. The large gap to therméx transmitter upper bound is
mostly due to the looseness of this bound in the low SNR regikwe from the two figures

that none of the schemes dominates the others at all SNRsvalue

In Fig. 4.12 the average throughpus plotted against the transmission rati®r the case
of M = 100 and P = 20 dB. The aJE scheme outperforms all the other schemes, penigrmi
very close to the upper bound, illustrating the rate adaptatapability of the aJE scheme.
The numberV!’ of messages transmitted in the aJE scheme is chosen s%’tha().%?. In
the figure we also show the upper bound obtained from the &rgagacitymin(r, C). It can
be seen how it closely approximates the informed transmifgper bound for < 6. The JE
scheme performs better than the others up to a certain trssismrate, beyond which rapidly
becomes the worst one. This is due to the phase transiti@vimtexposed in Section 4.3.1in
the case of asymptotically large delay, and observed herfev a relatively small/. Among
the other schemes, MT achieves the highest average throtigithe region- < 6.8, while TS

has the worst performance. The opposite is true in the regisrt.8, where the curve of ST
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scheme is upper and lower bounded by the curves of the MT asdA&nes. We have repeated
the simulations with different parameters (i.e., changiand M) with similar results, that is,
MT, TS, and ST schemes meet approximately at the same peliotybvhich MT has the best
performance of the three while above the intersection TStiradest performance. At the
moment we have no analytical explanation for this obsesmatvhich would mean that there is
always a scheme outperforming ST. We next study the perfoceaf the considered schemes

as a function of the distance from the transmitter.

We scale the average received power at the receiver avith whered is the distance
from the transmitter to the receiver andis the path loss exponent. The results are shown
in Fig. 4.13 forP = 20 dB, M = 100, » = 1 bpcu and a path loss exponent= 3.
The dependence af on the distance is important, for instance, in the contextroadcast
transmission in cellular networks, in which case the raogiterminals may have different
distances from the transmitter. In such a scenario the rafigpe average channel SNR values
at the receivers becomes important, and the transmitteidlige a transmission scheme that
performs well over this range. For instance, in a system irchviall users have the same
average SNR, which is the case for a narrow-beam satelsteisywhere the SNR within the

beam footprint has variations of at most a féi’s on average [77], the transmission scheme
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Figure 4.13: Average throughput vs distance from the transmitter for= 1 bpcu,M = 100, P = 20 dB and
a=3.

should perform well around the average SNR of the beam. Aairsituation may occur in a
microcell, where the relatively small radius of the cell ifep a limited variation in the average
SNR. Instead, in the case of a macrocell, in which the rede8dR may vary significantly
from the proximity of the transmitter to the edge of the ctie transmitter should adopt a
scheme which performs well over a larger range of SNR valuase range up td = 4 the JE
scheme achieves the highest average throughput whilké foi6 the TS scheme outperforms
the others. The drop in the average throughput in the JE sehdmen passing from = 4

to d = 5 is similar to what we observe in Fig. 4.12 when the rate irs@edbeyond = 6
bpcu. In both cases the transition takes place as the trasgmirate surpasses the average
channel capacity. The aJE scheme, which selects the fnamtimessages to transmit based on
C, outperforms all other schemes and gets relatively clogseeonformed transmitter upper
bound and the ergodic capacity. It is interesting to obstraethe behavior of the JE and the
aJE schemes in case of finite delay constraint€ 100) closely follows the results shown for
the asymptotic case in Section 4.3.1. The aJE scheme atlepsdrage transmission rate at
message level to the average channel capacity. We recilirthiae aJE scheme, the transmitter
only has a statistical knowledge of the channel, and yet greti$y close to the performance

of a genie-aided transmitter even for a reasonably low nurobehannel blocks. We further

82



4.6. Conclusions

notice how the adaptive JE scheme closely approaches todieppacity, even though data
arrives gradually at the transmitter during the transmaigssinstead of being available at the
beginning, which is generally assumed for the achievghalitthe ergodic capacity [61]. We
should note that in Fig. 4.12 the average transmissionsaiptimized for each given distance
for the aJE scheme, while such optimization is not done ferather schemes. Thus, in case
two (or more) terminals have different distances from tl@gmitter, the optimization can no
longer be performed and a tradeoff between the throughpthe dwo nodes would be needed.
The performance can be improved by considering a combmatidhe aJE scheme with the
TS or ST schemes. The plots in Fig. 4.12 show how TS, MT and $€&mes are more
robust compared to the JE scheme, as their average thraisgigereases smoothly with the
distance, unlike the JE scheme, which has a sudden droppiidiiles robustness in the case
of multiple receivers with different average SNRs or whamnthannel statistics information at

the transmitter is not accurate.

4.6 Conclusions

We have considered a transmitter streaming data to a re@igea block fading channel, such
that the transmitter is provided with an independent mesaag fixed rate at the beginning of
each channel block. We have used the average throughput psrformance metric. We have
proposed several new transmission schemes based on joodiag, time-division and super-
position encoding. A general upper bound on the averagedgimut has also been introduced

assuming the availability of CSI at the transmitter.

We have shown analytically that the joint encoding (JE) saléas a threshold behavior.
It performs well when the target rate is below the averag@wclcapacityC, while its perfor-
mance drops sharply when the target rate surpaSs&e adapt to an average channel capacity
that is below the fixed message rat¢he adaptive joint encoding (aJE) scheme transmits only
some of the messages. We have proved analytically that Ehecdakme is asymptotically op-
timal, achieving the ergodic capacity as the number of cebhlocks goes to infinity, even
though data arrives gradually over time at a fixed rate, ratien being available initially.
We have also shown numerically that, even for a finite numbenessages, the aJE scheme

outperforms other schemes in all the considered settimjpariorms close to the upper bound.
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The schemes based on the joint encoding of the messagesd 3@ Encreate am/-block
long concatenated code, such that either all or none of tresages can be decoded. This is
useful when the underlying application has a minimum rag@irement that needs to be satis-
fied overM channel blocks, or when the average SNRs of the users varyadiraited range
of SNR values. Independent encoding made in time sharisgebachemes (TS, gTS, MT),
instead, makes each message less strictly dependent oedbdinlg of the others, allowing
some of them to be decoded also at low average SNR but, onttbelwnd, implying the pos-
sibility not to decode some of them in when the average SNiRjls The ST scheme, based on
message superposition, collocates itself between JE- 8AoaSed schemes, as messages are
encoded independently, but the probability of correctlgating each one of them is affected

by the decoding of the others.

We conclude that the aJE scheme is advantageous in systémessimgle receiver or with
multiple receivers having similar average SNR values, ap#rformance of the user with the
highest average SNR is limited by the user with the lowestaaygeeSNR. On contrast, the gTS
and ST schemes can be attractive when broadcasting to reulsprs with a wide range of
SNR values, or in a point-to-point system with inaccurate, @S their average throughputs

decrease gradually with decreasing SNR.

Appendix 4

Proof of Theorem 4.1
Let B, denote the event “the firdt messages can be decoded at the end of channel blpck
while B; denotes the complementary event. The evgnholds if and only if

Cr—iv1 + Cr—jyo + -+ Cp > i (4.29)

is satisfied for ali = 1, ..., k. Let £}, ; denote the event “thgth inequality needed to decode

the firstk messages ik channel blocks is satisfied”, that is:
By E{Chjr1+ -+ Cp = jr}, (4.30)
forj =1,...,k, while £ ; denotes the complementary event.

Note that in the JE schemerif messages are decoded these are theifirsiessages. Let

ng denote the number of decoded messages at the end of chancleMbl Then the average
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throughput is

TJE:T[PT{nd21}+PT{nd22}+

oo+ Pr{ng > M — 1} + Pr{ng > M}]. (4.31)

Thek-th term in the sum of Eqn. (4.31) is the probability of decapht leastk (i.e. £ or more)

messages. Each term in Eqn. (4.31) can be expressed as tloé sumterms as:
Pr{ng > k} = Pr{By,nqs > k} + Pr{By,nq > k} (4.32)

The first term in Eqn. (4.32) is the probability of “decodihgnessages at the end of channel
block £ and decoding at least messages at the end &f channel blocks”. IfB; holds, the

event “decode at leagtmessages at the end of channel bla¢kis satisfied; hence, we have:
Pr{Bk,nd Z ]{]} = PT{Bk} = P’T’{Ekl, ey Ek,k} (433)

As for the second term in Eqn. (4.32), it is the probabilitydetoding at least messages but

not & at the end of channel blodk It can be further decomposed into the sum of two terms:
Pr{Bg,ng > k} = Pr{B{, Buy1,na > k} + Pr{B{, B, ,na > k}. (4.34)

The eventn, > k holds if the conditionB,.,; is satisfied (i.e., it + 1 messages are decoded
at the end of block + 1, then more thait messages are decoded at the end of channel block

M); hence, we have:
Pr{By, Bxs1,nq > k} = Pr{B}, Bri1}.
Plugging these into Eqn. (4.32), we obtain
Pr{ng > k} = Pr{By} + Pr{Bj,, Bys1} + Pr{B;, Bi.,1,na > k}. (4.35)

We can continue in a similar fashion, so that, the event ‘@dtlemessages are decoded” can be
written as the union of the disjoint events (hessages are decodedislots”) | (“k messages
are not decoded ik slots butk + 1 messages are decodedkin 1 slots”)U - - - U (“no message
can be decoded before slbf but M/ messages are decoded in slét). Hence, by the law of
total probability, we have:

M
Pring >k} => Pr{B{,Bf.,,...,BS

J=Db
j=k

B;}. (4.36)

85



Chapter 4. Streaming Transmitter over Block Fading Chawéh Delay Constraint

Note that each term of the sum in Eqn. (4.36) says nothingtabbat happens to messages
beyond thej-th, which can either be decoded or not. Plugging Eqn. (4rB&qgn. (4.31) we
find:

E[m| = Pr{B;,Bj..,..., B

j—1

B;}

NE
M=

b
Il

M=
M=~ 5

Il
—

1j=k

= Pr{B{,Bi,.,.... B, Bj}. (4.37)

k=1

J

We can rewrite each of these events as the intersection nfswéthe kindE, ; and £ ;.

Each term of the sum in Eqn. (4.37) can be written as:

Pr{B{,Bi.,,..., B

J=Db

B]} = PT{Ek,th?BkJrlu'-- B B_]}

9 -1

+PT{EI§,17 8127 Bli-i—b DR Bc’

j—1

B;}. (4.38)

As the eventty | implies the evenB3y, this can be removed from the second term on the right
hand side of Eqn. (4.38). Note that, in general, the evegiyt i € {1,---,k} implies the
eventB;. In order to remove the evert; from the first term as well, we write it as the sum of

probabilities of two disjoint events: one intersectingtwi, » and the other withz} ,. Then

we get:
Pr{By, By, Bj_1,Bj} = Pr{E1, Ey2, By, ..., Bj |, B;}
+ Pr{Ey., By, By, ..., Bj 1, B}
+ PT{Eg’l,Bg_’_l,...,Bjc‘_l,Bj}. (4.39)

Now Bj; can be removed from the second term of the sum thanks to teerpre oft; ,. Each
of the terms in the right hand side of Egn. (4.39) can be furttxétten as the sum of the
probabilities of two disjoint events, and so on so forth. Pphacess is iterated until all thgg,
d < j events are eliminated and we are left with the intersectadressents only of the type

E,,andE¢ , forsomep,q € {k,k+1,..., M} andB;. The iteration is done as follows:

p,q’

For each term of the summation, we take ffeevent with the lowest index. If ang;
event is present, theB; can be eliminated. If not, we write the term as the sum of the tw
probabilities corresponding to the events which are trexseaictions of thé; event withE), 4,1
andEy,, , respectively, wheréis the highest index among the events in which ; is already

present. The iteration process stops whenj.
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At the end of the process all the probabilities involvingreee3;, . . ., B;_; will be re-

moved and replaced by sequences of the kind:
{Ek,la Ek;,27 CII) E]i,ika Ek—l—l,ik-i—l) CII) Eli+1,ik+17 ey Ej—l,ij_g—i—l) ch‘_Lij_la B]}7 (440)

wherei;_; € {j — 1 —k,...,j — 1} is the index corresponding to the last inequality required
to decodgj — 1 messages, which is not satisfied. Note that exactlyidginesvent for each;

is present after the iteration.

For B; to hold, all the eventd’; ;, ..., £, ; must hold. It is easy to show that, after the
iterative process used to remove thgs, the eventt; ;. ., ensures that all the events required
for B; with indices lower than or equal tg_; automatically hold. Thus, we can add the events
{Eji;_1+1,- - -, Ej;} to guarantee thaB; holds, and remove it from the list. It is important to
notice that the ternk; ; is always present. At this point we are left with the sum otyadailities
of events, which we calb-events each of which is the intersection of events of the fadtiy

andEf ;. Thus, ankE-eventS] has the following form:

Jj A c c
Sk; — {Ek,la Ek,Qa ey Ek7ik,7 Ek-l—l,ik,-i—la ey Ek+17ik,+17

(&
T 7Ej_17ij—2+17 Ejfl,z’j,la

Eji 41,5 Ejjt. (4.41)

By construction, the number df-events for the generic terphof the sum in Egn. (4.37) is
equal to the number of possible dispositiong ef k £¢’s overj — 1 positions. As the number
of events of typd-° is different for theE/-events of different terms in Eqn. (4.37), theevents
relative to two different terms of Eqn. (4.37) are differelife defineS; as the set of alF-
events which contain the eveft ;. The elements of; correspond to all the possible ways in
which j messages can be decoded at the end of block nunGdre cardinality ofS; is equal

to:

L (1) -
Sj| = =21 4.42
P Y VT ] (442
Now we want to prove that

S° Pr{S]} = Pr{E;;}. (4.43)
SiGSj
Note that each¥; corresponds to a different event if the indexs different, even for the

same index; thus, the law of total probability can not be directly apglio prove Eqn. (4.43).
However, we will prove in the following preposition th&t{ £y, ;} = Pr{Ej, .}, Vki1, ks.
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Proposition 1:Let us consider a set of random variablgs- - - , C; that are conditionally

L.i.d. givenU. Given any two ordering vectois= iy, is,- - - ,i; andl = Iy, [y, - - - , [;, we have

PT{Ch%T,...7CZ'1+"'—|—Cij2']'7’}

=Pr{C, 2r,....Ch+ -+ Cy 2 jr}. (4.44)
Proof: The left hand side of Eqn. (4.44) can be rewritten as:

Pr{Cy, zr,....,Cy+-- +C’ Z jr}

+oo -07'P - 7.
_ / du /@ des, . .. /9 7 dey fouleilu) fulu), (4.45)
oo L ;
whereC; = C;,,...,C;, andc; = ¢, ..., ¢, while gl and@,” are the lower and upper

extremes of the integration intervali?” is either equal to-oco or to hr — ¢;, — Cip_y
Vh € {1,...,j}, depending on whether there is<aor a > in the h-th inequality within
brackets in Eqn. (4.45), respectively, whil# is either equal tér —c;, —- -+ —¢;, , Or to+o0
depending on whether there iscaor a > in the h-th inequality of Eqn. (4.45), respectively.

By using Egn. (4.8) and Eqn. (4.9) we can write:

. +o00 67" i
P’T’{Cil 2 T?"'7Ci1 ++Cz] 2]7’} = / dufU(u) elow dCil Glojw dciiji\U
—c0 .
J
400 07" -9;”7
= /_Oo dufU(u) elow dCll NN glow dClj fCl\U
J

:PT{Cll 2r,’Cl1+.,+Cl7 2]7‘}’

(4.46)

where we definedc,u = fo, (e lu) -- - feu, w(ci; lu) and feo v 2 fewlenlu) x - x
for, w(ey;|w) The proposition above guarantees that, although thesesesemot partition the

whole probability space af; ;, their probabilities add up to that &f;

J]’
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" Pr{S]} = Pr{E;;} = Pr{Ci +---+C; > jr}. (4.47)
k=1

Finally, plugging Eqn. (4.47) into Eqgn. (4.37) we can write:

Z Z Pr{By, Bg,y,- - Bj_1, Bj} (4.48)

=S Pr{C -+ O > i (4.49)



4.6. Conclusions

Achievability of ergodic capacity with aJE

In the following we prove that the average throughput of the acheme&, ;» approaches:r

for large M if C' > ar. Similarly to the JE scheme, it is sufficient to prove that;if> ar,

Mo

z\}linoo Z a, (4.50)
for some) < ¢ < oo, wherea?, & Pr {M < r} We can rewritey;, as:
Cla—
at = Pril, > jo-r (4.51)

where

- Ci+--+C (1—a) 1 M .
Cla— e > imma+1 C

N a M(l-a)

(4.52)

L,

1 1—
Oc m + Mcuoé
is a random variable with zero mean and unit variance. Franetl of large numbers applied

to Eqn. (4.51), we havBm,,_, . a;,, = 0. First we show that

lim (“—m) —, (4.53)

m—-+00 m

for somel < ¢ < 400 where we have defined:

C
dm = Pril, > fo - : (4.54)
(% moz2)
and
U o — Ci1+--4+Cm _ (1 a ZMQ‘F(;?T
l;né / m e 1 —a) “~j=Ma+l (455)
e ket

such that], is a random variable with zero mean and unit variance. We have

Pr {zm . /—}
hm Oc (E—’_JV;QC;)

AN
m—l>r—If—loo (dm) - m—r—+00 —_
pril, > —Clor

(4.56)

IA
\‘H

(4.57)
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where inequality (4.57) follows from the fact that < A/ and@Q(z) is monotonically decreas-
ing in z. Then we show that
Mo

lim > dy, =", (4.58)
m=1

M—o0

forsomed < ¢’ < +o0. To prove the convergence of the series sum we shovithat ., , dg” =

N, for some0 < ) < 1. From the central limit theorem we can write:

P'r lm+1 > Cla—r
1 l—a
. o . Uc\/(m+1+(m+1)a2)
lim = lim
m——00 m m——+00 6
Pril, > _ Cla—r
ooy (i)
Q CJa—r

< ngrrl (Cla—r)V2r 2 (459)
_ Cla—r e,
oer/ (F+ %) 2(% 1, 1-a )
14| —CGra=r
1 l—a Y .
o) (b ) ¢ @] e
(!—7"2 o
. <c/2% ) (aLzH)
<h (4.60)

where inequality (4.59) follows from Eqn. (4.20).

From Eqn. (4.60) it follows thaim;_,.. 7,;z = r if C > ar. Similarly, it can be easily

shown thaﬂim]w_mo Tosg =0 if C < ar.
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Chapter 5

Throughput and Delay Analysis in Video

Streaming over Block-Fading Channels

“Bottomless wonders spring from simple rules, which areeagpd without end.”

Benoit Mandelbrot
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5.1 Introduction

In Chapter4 we studied the problem of real time video streaming over lbfacling chan-

nel with a global delay constraint. In the present chapterfages on non-real time video
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streaming with a per-message delay constraint. Consideredess terminal (e.g., a mobile
terminal with a satellite connection or a smartphosiegaminga video file from a wireless
server. In a streaming application, the user starts wajctiia video before the entire video
file is downloaded; hence, the video packets need to be extaithe order of display, adding
individual delay constraints for different video packessogpposed to traditional video down-
loading. The goal is to transmit as many video frames as plessiithin the corresponding
deadlines. However, in a video application, in additionhe &verage throughput, the quality
of user experience (QoE) depends also on the delay betweedett video frames at the re-
ceiver, i.e., thanter-decoding delay Therefore, in this chapter we consider both the average
throughput and the inter-decoding delay in a video stregrapplication over a wireless fading

channel.

Delay constraints are common in multimedia communicatemend-to-end delay is an
important aspect of QOE. As described in the previous chapthe delay constraint is short
compared to the channel coherence time and the CSI is aleadaly at the receiver, outages
become unavoidable [68]. In such a scenario, throughputitaige capacity can be the appro-
priate performance metrics. There is an extensive liteeadn delay limited transmission over

wireless fading channels (see [59] and references therein)

When we focus exclusively on channel coding, the transmiti@ adapt to the average
channel statistics through rate splitting and superpmsitiansmission as in the broadcast ap-
proach of [65]. It is shown in [78] and [79] that in a video tsamission application, such
a superposition approach improves the end-to-end videlitysaynificantly. However, this
kind of fine adaptation is not viable in practical multimed@mmunication systems in which
the encoding rate is fixed by a higher layer applicatiomoreover, in most current systems
the design is strictly layered and the channel encoder isiobs to the video coding scheme
used by the application layer; and hence, rate adaptatiootigossible at the code level. The
encoder receives video packets already encoded at a fixedarat cannot split the packets or
change the encoding rate. On the other hand the encoder casecto drop some of the video

packets, and achieve rate adaptation at the packet leves akpense of inter-decoding delay.

In the Moving Picture Experts Group (MPEG) standard, vidgnals are encoded into

group of pictures (GOP), each consisting of an I- frame andinaber of P- and B-frames [80].

1Some streaming protocols, such as HTTP Live Streamingwatide adaption among a limited number of

available rates.
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Hence, each GOP can be decoded and displayed independéet pfetvious and following
GOP’s. Focusing on a block fading channel model, we assuat@tivhole GOP (or an integer
number of GOP’s) forms one video packet, and the video coditgyis such that one video
packet needs to be transmitted within each channel blaekchannel coherence time is equal
to the time between two consecutive GOP’s. In the streandegario, this imposes a different
decoding deadline for each video packet, i.e., first packetls to be received after the first
channel block, second packet after the second block, and so forth. Modeling the decoder
at each block as a distinct virtual receiver, this channellma seen as a physically degraded
fading broadcast channel with as many virtual users as thauof channel blocks. The loss
of a video packet implies a blockage in the display processiwlasts until the next packet
is received. Hence, both the average throughput and thenmiaxiinter-decoding delay are
considered to quantify the QoE. Both metrics have previobsen considered as measures of
QoE [81].

We propose four different transmission schemes based andiraring. We exclusively
focus on time-sharing transmission mostly because of idicgbility in practical systems,
as it leads to lower complexity decoding schemes with rdsfmedor example, successive
interference cancelation, which is required in the casepégosition transmission. Moreover,
the throughput and delay analysis is not completely undedséven for this relatively simpler
transmission scheme. In particular, we will considemoryless transmission (MT8qual
time-sharing (eTS)pre-buffering (PB)andwindowed time-sharing (wTSchemes. We also
consider an informed transmitter bound on the achievabtithput and delay performances
assuming perfect CSI at the transmitter. We compare theealie schemes and the informed
transmitter bound in terms of both throughput and maximueridecoding delay. Our results
provide fundamental performance bounds as well as an infsigthe design of practical video

streaming systems over wireless fading channels.

While there is an extensive literature on the higher layedyasis of video streaming ap-
plications [82], research on the physical layer aspectsreéming focus mostly on code con-
struction [70], [71], [72]. The diversity-multiplexingdde-off for a data streaming system is
studied in [73]. The channel model we study in this chapter loa seen as the dual of the
streaming transmitter model we have studied in the prewibapter and in [74], in which the
data packets, rather than being available at the trangnmteglvance, arrive at the transmitter

gradually over time.
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5.2 System Model

We consider a video streaming system over a block fadingrelarThe channel is constant
for a block ofn channel uses and changes in an i.i.d. manner from one bldtle toext. We
assume that the file to be streamed to the receiver considtsintlependent packets denoted
by Wi, ..., Wy, all available at the transmitter. The receiver wants taodecthese packets
gradually as the transmitter continues the transmissioa.a¥ume that the packiéf, needs

to be decoded by the end of channel block= 1, ..., M, otherwise it becomes useless. The
data packets all have the same size; and it is assumed tihgpaeket is generated at ratbits
per channel use (bpcu) which is fixed by the application layer 1V, is chosen randomly with

uniform distribution from the sety, = {1,...,2""}. The channel in blockis given by
ylt] = hlt]x[t] + =[],

wherehlt] is the channel state[t] is the lengthn channel input vectorz[t] is a vector of
i.i.d. zero mean unit-variance Gaussian noise, gnfdis the lengthr channel output vector at
the receiver. Instantaneous channel gains are known otihe aéceiver. We have a short-term
average power constraint &%, i.e.,E[x[t]x[t]'] < nPfort = 1,..., M, wherex[t]" represents
the Hermitian transpose afft].

The channel from the source to the receiver can be seen asigg@hydegraded broadcast
channel, in which the decoder at each channel block acts aialveceiver trying to decode
the packet corresponding to its channel block. See Fig. d.ari illustration of this channel

model. We denote the instantaneous channel capacity oaanehblock: by C;:
Cy £ logy(1 + ¢[t]P), (5.1)

whereg|t] = |h[t]|* is a random variable distributed according to a probahil@gsity function
(pdf) fo(0).

We define the average throughputas the average rate at the endiéfchannel blocks:

TE % Z m - n(m), (5.2)

wheren(m) is the probability of decoding exactly. messages out aof/. In addition to the
average throughput, we also study the maximum number ofecoise channel blocks in

which no message is decoded, denoted)y*. SinceD™** is also a random variable whose
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hl1]  z[1]
1 1 eceiver
X[ ]' 'ﬁ\ Y[ ] > |Zhannel ——)Wl
W block 1
- hl2] 22|
5| 5 Py T L
- *é’ \/ block 2
L] 2 ‘
- ©
<\ - ‘
- i) z2M]
5| Receiver A
iy bl {EE ]

Figure 5.1: Equivalent channel model for streaming a video file compaged packets oven/ blocks of the

fading channel to a single receiver.

TS nax

realization depends on the channel state, we considavéirage maximum delay ~~ as our
performance measure. We have:
- M M
D™ &3 d- Pr{D™ =d} =Y Pr{D™* > d}. (5.3)
d=1 d=1
The second equality in Eqn. (5.3) derives from the definibbmean value. We show this
for the case with\/ = 3, the extension to any value of is straightforward. By definition of

mean value we have:

—=mazr A
D =

d- Pr{D™ = d}

]

.
Il

1
1- Pr{D™* =1} + 2. Pr{D™ = 2} 4+ 3. Pr{D™* = 3}

— (Pr{D™® = 1} + Pr{D™* = 2} + Pr{D™® = 3})
+ (Pr{D™® = 2} + Pr{D™* = 3})
+ Pr{Dm® = 3}

= i Pr{D™=* > d}. (5.4)
d=1
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5.3 Informed Transmitter Bound

We first provide an upper bound on the achievable averageghput and a lower bound on
the average maximum delay by assuming that the transnstiefdrmed about the exact chan-
nel realization over all/ channel blocks from the very beginning. This allows thegnaitter

to optimally allocate the available resources among thesages. In particular, knowing the
channels priori the transmitter can choose the optimal suls§gtof messages to be transmit-
ted. Note that power allocation is not possible due to stesrty power constraint. In order to
find the set of messages,, that minimizes the average maximum delay, we first need to find
the maximum number of decodable messages given the chasalieltion. It follows from

the physically degraded broadcast channel model depint&ayi 5.1 that the total number
of messages that can be decoded up to channel bjabénoted asl,(t), t = 1,...,M, is

bounded as:

W,(t) < min {t, V w}”J } , (5.5)

wherel™(t) = >!_, C;, is the total mutual information (MI) accumulated until chahblock
t, while |z | is the largest integer smaller than or equatt@t each channel block we check
whether we can decode pack&t on top of the packets that have already been decoded. Note
that there is no gain in decoding a packet in advance of itediag deadline. Let? € {0,1}
denote whethel, is decoded or not, i.evd = 1 if W, is decoded and¢ = 0 if not. We have
Uy(t) =v{+---+ v, and

o = 1if It +1) > (Pa(t) + 1), (5.6)

0 otherwise

This recursion return¥,; = [v¢- - - v4,], an M-length binary vector, or equivalently, the trans-
mission scheme that maximizes the throughput, but may leadsuboptimal result in terms
of maximum delay. From a delay perspective it may be a beltigice not to transmit some of
the packets even if enough mutual information is accumdlbgetheir deadlines, and instead
transmitting packets that are further in time. This is egl@nt to shift rightwards some of the
ones inV, so as to minimize the number of consecutive zeroes in therddote that this pro-
cess leaves the throughput unchanged. Let us considerliwifg example. Assume that,

with reference to Fig. 5.2, the iterative process descrlie&qgn. (5.6) returns the sequence
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Figure 5.2: I'*** plotted against and corresponding vectdf,.
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Figure 5.3: I'** plotted againstand corresponding vectdf, in case of delay-optimal message

choice.

V, = [11001]. This allocation strategy achieves a throughput 6f and a maximum delay of

2. However, a better choice for the transmitter is to transn@ssagél; instead of message

W5, as shown in Fig. 5.3. This gives the new allocation straléfy= [10101], which has the

same throughput 8€, but a maximum delay of.

In order to minimize the maximum delay, the transmitter choose to drop a message

even if it could be decoded with high probability. Insteagkaurces could be allocated to a
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message with a higher index, which, if decoded, would leaa ltaver maximum delay. Note
that the maximum delay is optimized without decreasing thexage throughput. The algo-

rithmM n_Del _Max_Rat e which optimizes botlf andD™** can be obtained as follows.

Definition 5.1V, (D), D < M, is the binary string of length/ with the lowest maximum

D

delay, i.e., maximum distance between consecutive zettafable with{M )

J zeros that
has the smallest decimal representatigp,(D) can be constructed by taking a sequencg/of
bits all equal td), and, starting from thé + 1-th most significant bit, substitutingtawith a

1, everyD bits.

Definition 5.2We define¥?(n) = Y7, vd and ¥ (n) = S, v?(D), wherev? and
v®(D) are thei-th bits starting from the most significant bit 8, and'V;,(D), respectively.
In other words,¥¥(n) and U (n) are the cumulative sum of the elementsupfand v (D),

respectively, up to the-th most significant bit.

Algorithm 1 M n_Del _Max_Rate(r, M, Nq(M), V)
D7 = min {D | ¥4(n) > U (n),¥n € {1,...,M}}
1 index =0
0_tndex =0
& =1[0,...,0]

& =10,...,0]
for k =1toMdo
if vl®(Dmer) — yd == 1then
0_index = 0_index + 1
&0[0_index] = &[0_index] + 1
end if
if v!®(Dmer) —pd == —1then
1_index = 1_index + 1
&1 index] = & [1_index] + 1
end if
end for
for j = 1 to length§y) do
Valéoljl] = 1
Valéa[length(€o) — 4] = 0
end for
Sopt = Va
return Sgp¢
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Theorem 5.IThe minimum achievable maximum delay in a given realizateoW7**,

such thattd(n) > \Ifl[b)%gz (n),Vn € {1,..., M}, and3m : ¥¢(m) < \If%%z_l(m).

Proof We start by showing that
Uh(n) > W (n),vn € {1,..., M} = D" > D*.

wib, (n) is the total number of’s present among the leftmostbits of the tentative sequence
Vi (D*). ThusWi(n) > W, (n),Vn € {1,..., M} implies thatV, has at least as marys
asV;,(D*) on the left ofn,Vn € {1,..., M}. ThusV, can be always turned inft¥;,(D*)

by shifting some of thes to the right. IfU?¢()M) > W, (M), instead,V, can be turned into
V,,(D*) up to a certaim* and fromn* + 1 to M it can be padded with ones, thus achieving a
maximum delay that is no greater tharf. Now we show that ifim : ¥¢(m) < ¥, ,(m),
thenD7e® > D* — 1. Ui(m) < U, (m) implies that there are ledss in positionsl — m

of V, than there are in the same positions\f(D* — 1). Thus it is not possible to have the
delay ofV,; as low asV;(D*) in the firstm positions as thé’s can only be shifted rightwards;

thus the maximum delay in the first part'éf; is larger thanD* — 1.

Using Theoremb.1 the M n_Del _Max_Rat e algorithm (Algorithm 1) has been ob-
tained. The algorithm takes as inputts\/, Ny(M) andV,. N,(M) andV, can be obtained
using the recursion in Eqn. 5.6. The output of the algorithrthe set of messag&s,, that

constitutes the optimal choice in terms of both throughpdtmaximum delay.

5.4 Transmission Schemes

In this section we introduce four different transmissiohesnes based on time-sharing. Each
channel block is divided among the messages for which thélideshas not yet expired. Thus,
while the first channel block is divided among all the messaige . . ., W), the second chan-
nel block is divided among messagés, . .., W,,, as the deadline of messagg expires at
the end of the first block. In general the encoder divides Hanoel blockt into M — ¢ + 1
portionsay, . . ., s, Such thaty,,, > 0 and>"¥_, a,,, = 1. In channel block, a,,,,n channel
uses are allocated for the transmission of mes$tge We assume that Gaussian codebooks

are used in each portion for each message, and the corresgarmdielengths are sufficient
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to achieve the instantaneous capacity. Then the total anodusceived mutual information

relative to messag#’,,, is:

I 23" 0,0, Gy (5.7)

t=1
The proposed schemes differ in the way the channel useslacatald among the messages

for which the deadline has not yet expired. Different timeadtions lead to different average

throughput and average maximum delay performances.

5.4.1 Memoryless Transmission (MT)

In memoryless transmission (M&xch message is transmitted only within the channel block
just before its expiration, that is, messdgjeis transmitted over channel blo¢ckEquivalently

we havea,,; = 1, if t = m, anda,,; = 0, otherwise. In MT, messagé’; can be decoded

if and only if C; > r. Due to the i.i.d. nature of the channel state over blockes sticcessful
decoding probability = Pr{C; > r} is constant over messages. The probability that exactly

m messages are decoded is given by:

M
n(m) = ( )pm(l —p)Mm (5.8)
m
The average number of decoded messages for the MT scheiye is Mp.

Next we derive the exact expression for the average maxinalaydor MT, denoted by
D). Consider Eqn. (5.3). The terdr{D™** > d} in the sum is the probability that a
sequence of\/ Bernoulli random variables with paramefercontains at least consecutive
zeros. This probability can be evaluated by modeling the bemof consecutive zeros as a
Markov chain, and finding the probability of reaching the lf@lasorbing state af consecutive

zeros. This probability is given in the following theorem:

Theorem 5.2:Let zq,--- ,x), be a sequence of i.i.d. Bernoulli random variables with
parametep = E{z; = 1}. The probability of having at least consecutive zeros in the

sequence is given by:

4 (M—ri—1\ [ 1\"
Pr{DZd}:ak0+Zadi< i ) ( ) s (59)
i=1 Ty — 1 Pdi
whered € {0,..., M}, k < dis the number of distinct zeros of the polynomiakin
k
qa(z) =1—p> Z(1—-p/, (5.10)
j=1
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wai, © € {1,...,k} are the zeros of the polynomial in Eqn. (5.10) with multijtlic-;, while

aqi, i € {1,...,d}, are constants with values:

o (2 ea)" (1 - p))f
ag; = Zlirézi (1= 2)2() , (5.11)

and

Proof: See AppendiX.

Finally, by plugging (5.9) into (5.3) we find:

Dy = sz: [amo+§jami( ! )M}. (5.12)

m=1 i=1 mi

5.4.2 Equal Time-Sharing Transmission (eTS)

In the equal time-sharing (eTS) transmission scheme eaahnet block is equally divided
among all the messages whose deadline has not expired getsthor,m = 1,..., M, we
havea,, = s72 fort =1,...,m, anda,,, = 0, fort =m +1,..., M.

In eTS, messages whose deadlines are later in time are telibozore resources; and
hence, are more likely to be decoded. We hve < I;.Ot for1 < i < j < M. Hence, the

probability of decoding exactly: messages is:

n(m) £ Prily’ >r > I}, (5.13)
form =0,1,..., M, where we defind” = 0 andI}7 , = co. As the decoded messages in

eTS are always the last ones, we can express the average unaxietay of eTSD ;¢ as a

function of its average throughpttrs as follows:

D5 & 32 (M —m) - niom)
= Z_OM n(m) — Z_Om n(m)
_ (1 _ TfS). (5.14)
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5.4.3 Pre-Buffering Transmission (PB)

In most practical streaming systems the receiver first actabes video frames in the play-
out buffer and then starts displaying them at a constantdreate after a sufficient amount

of frames has been received, in order to compensate for tlag figer of arriving packets
[83]. We call this type of streaming transmission with buffg in advancere-buffering (PB)
transmission, in which only the lag# messages are transmitted. The receiver accumulates

information relative to the lagB messages during the firdf — B + 1 channel blocks.

The initial buffering phase introduces a start-up delayof B channel blocks. On the
other hand, if a sufficiently large buffering period is chosall the transmitted messages can

be received correctly, achieving an average throughpriof

Transmitted messages are encoded with equal time allocaver the first\/ — B + 1
blocks. Due to the delay constraint, mess&jg 5. is transmitted up to channel block
M — B + 1. Hence, in blockM — B + 2 the lastB — 1 messages are transmitted with equal
time allocation. The process continues up until channetkld, in which only messag@é/,,

T~max

is transmitted. In the following we cafi(B) and D" (B) the average throughput and the
average maximum delay achieved by the scheme using a Imgffeeriod ofB channel blocks,

respectively. The numbées,,; of messages to be transmitted is chosen so that

B, = argmin {Emm(B)}. (5.15)
Be{l,..,M}

In the following we show that thé&,,, of (5.15) also maximizes the average throughput. The

average throughput when transmitting only the lashessages is given by:

B
Tpp(B) = ﬁ > Pr{decode at least: messages
m=1

B
_ % S pr{ng . >} (5.16)
m=1
where the mutual information accumulated by the receivemiessagéV,,,, form = M — B+

1,..., M, is given by:
M—B+1 m Ct

1
I = = C — 5.17
™ B ; AEpS M—t+1 .17)

t=M—B+2
From Eqgn. (5.16) we have:

B
Trp(B) = % [B — Y Pr{r . <)

[B - sz Pr{D™ > M —m+ 1}] . (5.18)
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The average maximum delay when only the [Bshessages are transmitted is:

max

Dyp(B)=M —B+ X5, Pr{D™* > M — B+d}. (5.19)

From (5.18) and (5.19) we find

ﬁmax(B)
TB)=r(1l-
= (1- 252
and finally
arg min {E?ZI(B)} = argmax {Tpp(B)}. (5.20)
Be{l,-,M} Be{l,- ,M}

This proves that the average throughput and the maximuny dala be optimized simulta-
neously. Although it is not straightforward to come up with analytical expression for the
optimal B value of the PB scheme for the general case, in the followiegrem we derive

the optimal fraction of messages,: = Bom

such that almost all of the transmitted messages
can be decoded with probability that approachessymptotically as\/ goes to infinity if a
fractiona’ < a,,; of the messages is transmitted, while at most a fractionlsnthbna,,,; of

the messages can be decoded if> a,.

Theorem 5.3An average throughput ofo can be achieved in the limit of infinité/ by

transmittingM « + o(M) messages as long as

1

O[<Oéopt:7«—7
Z i1

while if o > «,,;, an average throughput smaller than,, is achieved.

Proof Assume the lasB messages i.ely,, — B + 1,..., Wy, are transmitted, with
B = Ma+ o(M), a < 1. MessagéV,,_p.1, for which the deadline expires first, is the one

that gets the least amount of mutual information, that is:

1 M—-B+1

bina=g 3 Ce (5.21)

The probability of decoding a fractiam = % of the messages is then:

1 M—-B+1
Pri{ly_pa>r} = { Z Cy > 'r}
M B+1 . B .
— > —_
ML s O
_ {S o> B 6} (5.22)
= M-B Z -5 , )
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whereSy_p £ Y1 P+ -C is the sample mean of the instantaneous channel capacity ove

the firstAM — B channel blocks. By the low of large numbers follows that:

lim Pr{ S

M—o0

e - U‘ > 5} — 0,5 >0, (5.23)

M(l—a

Using equations (5.22) and (5.23) we find:

1, if lim s 0o Li?“ <C
Prily_pa >1} = s (5.24)
0, if lim]w_mo ﬁ?“ > C.

We can write:

Ma + o(M)

W= B T M = Mat o)
- 2 (5.25)
1—a
Finally, using Eqgn. (5.25) in Eqn. (5.24) we find:

L ifa< ﬁ

Pr {[M,BJrl Z T} = ¢ (526)
H 1
0, if a> g

Eqgn. (5.26) implies that if a fraction of messagésarger tharn,,, is transmitted, then the av-
erage throughput is less than’. We now prove that, if' > a,,, then the average throughput
is lower thanra,,, i.e., there is no advantage in transmitting a fraction ofsages larger than
Qopt- ASSumeM o/ +o(M) messages are transmitted, with= a.,,: +x1+x2 < 1, x1 > 0 and

x2 > 0. We want to prove that not even a fractiofi = «a,,; + x1 < o' of the messages can be

decoded. The mutual information accumulated for messagdaul/ [1 — (o/’ + %)} is:

M[1—(o/+280 )] +1

Cy &
Lyt (ricany) = > o + >
M1 (o +257 )] =1 M (0/+ %) t=M[1—(a/+220)] 42 M=t
(o2 0OD) o' 4200
_ M[1—( iM )]+ C, N M iM ) Cy
> o(M o(M)
t=1 M( "+ M)) 15:1\4[17(0/#’%’))]+2]w(a”+ (M )
M[1- (o +282)]+1 C
t
_ - , (5.27)
=1 M (0/’ + %)

where the inequality follows from the fact that < «'. At this point it is sufficient to note

that the last term of Eqgn. (5.27) is the mutual informatioausaulated for the first message in
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case a fractiom” of the messages is transmitted. Thus, using the result dirtgart of the
theorem, we conclude that a fraction of the messagesan not be decoded even if a larger

fraction is transmitted.

In Section 5.5, we provide a numerical optimization of the $aeme, and compare it
with the other proposed transmission strategies and therdyund. As we will see from the
numerical results, this buffering approach can improveatherage throughput significantly as
it provides rate adaptation at the packet level by elimimgagome of the packets, and thus

increasing the correct decoding probability of the renrajrpackets.

5.4.4 Windowed Time Sharing (WTS)

We have seen in the PB scheme that transmitting only a subsia snessages can improve
the system throughput by allowing rate adaptation at thé&egidevel. However, in the PB
scheme only the lag® packets are transmitted leading to a minimum delaylof B channel
blocks. In the next scheme, called the windowed time-sggmTS) scheme, only a fraction
[M/B] of the messages is transmitted, where is the smallest integer larger than or equal
to z; however, unlike in PB, the transmitted messages are hlisérd among the whole set of
available messages, that is, one packet from each congeéupackets is transmitted over
B consecutive channel blocks. So, for instance3 i 3, the first message to be transmitted
is W3, which is repeated in channel blocks2 and 3, followed by messagé&/s, which is

transmitted in the next three channel blocks, and so on.

B is optimized according to two different criteria, namelyeege throughput maximiza-
tion and delay minimization, which lead to the two variaght®ughput-wTS (T-wT@nddelay-
WTS (D-wTS)respectively. In wTS a message is decoded with the pratyapjl given below:

min{kB,M}
pg = Pr{lip Zr}:Pr{ Z C Zr}, (5.28)

t=kB—W+1

F~max

fork e {1,..., [%W}. A lower bound onD ;¢ can be found by substitutinkjgj for M in
Egn. (5.12)pg for p in equations (5.10) and (5.11) and multiplying Eqn. (5.12hw3. An
upper bound can be found in a similar way by usﬁ%] instead of{%J. Similarly, an upper

and a lower bound on, ;s are given by[%w . pg and {%J - pg, respectively.
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Figure 5.4: Throughput plotted against the number of messages transmitted #0R = —5 dB andr = 1
bpcu.

5.5 Numerical Results

In this section we compare the average throughput and thageenaximum delay of the
proposed schemes numerically. Fig. 5.4 and Fig. 5.5 shovatbeage throughput and the
average maximum delay for the proposed schemes, resggdiveater = 1 andSNR = —5
dB. Both variants of the wTS scheme perform close to the infartremmsmitter lower bound in
terms of maximum delay, while the PB scheme is the one witlhitjeest average throughput,
followed by T-wTS and D-wTS. The eTS scheme shows quite pedopnance in both delay
and number of decoded messages. From the plots it emerg@sliBan its two variants T-wTS
and D-wTS, can help reduce the delay while achieving a velgtigood average throughput
in the low SNR regime. Fig. 5.6 and Fig. 5.7 show the averagautfhput and the average
maximum delay, respectively, for the proposed schemesterr= 1 andSNR = 5 dB. Also
for this SNR the two variants of the wTS scheme perform closthé informed transmitter
lower bound in terms of maximum delay. The highest averagautihput is achieved by the
T-wTS scheme together with the MT scheme, followed by the[P®;TS and eTS schemes.
From Fig. 5.6 and Fig. 5.7 we see that, when the SNR is highMhescheme, together

with the T-wTS scheme, achieves the best performancesnmstef both delay and average
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Figure 5.5: Average maximum delap™“* plotted against the number of transmitted messages meskage

SNR = —5dB andr = 1 bpcu.

throughput. This suggests that a simple memoryless appisaufficient when the channel
SNR is sufficiently high, while at low SNR more complex encafiechniques can help to

significantly improve the performance.

The D-wTS scheme shows a sudden decrease in the averagghthubuwvhich, with refer-
ence to Fig. 5.4, also corresponds to a decrease in the dltdpeaurve at points corresponding
toM =7, M = 20 andM = 48. This is due to the optimization of the window size We
recall that in D-wTS the window size represents the numberhaihnel blocks dedicated to
a message and is optimized so as to achieve the minimum aeragmum delay. While a
large B leads to a high decoding probability, it implies a small nemaif transmitted messages,
which bounds from below the minimum delay & As a matter of fact, only2] messages
are transmitted in the wTS scheme, which implies that theimmax delay, in a given realiza-
tion, is a multiple of B. If, for instance,B = 2 andm = 3 consecutive messages are lost,
the corresponding delay t& - B = 6. Formally, given a window sizé&* there is a certain
probability p; of not decoding a message. For any fixede {0,..., M}, using Eqn. (5.9)
it can be easily shown that the probability of losing at leastonsecutive messages increases
with M. Thus a valueB* which is optimal for a certainl/, may not be the optimal for a

larger number of messages, as the probability that moreadharonsecutive messages get lost
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increases withV/. The optimal choice may be to increaBe so that the probability of losing

consecutive messages is decreased. This is confirmed b .Bigwhere the optimal window
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Figure 5.8: Optimal window size for the T-wTS scheme plot against thaltotimber of mes-

sagesM for SNR =5 dB.

size, obtained numerically, is plotted against the totahber of messages. An increase in
B implies a decrease in the slope of the average number of ddaneéssages, as a smaller
fraction of messages is transmitted, as shown in the pldis. TFWTS scheme, in whicB is
optimized so as to achieve the maximum average throughipordyssa good tradeoff between
average throughput, which, unlike D-wTS, is almost indejegrt from number of messages,

and average maximum delay, performing close to the D-wT8raeh

5.6 Conclusions

We have studied the problem of video streaming over slowtadhannels with per-packet de-
lay constraints. We have proposed four different transiomsschemes based on time-sharing.
We have carried out theoretical as well as numerical arafgsithe average throughput and
maximum delay performances. We have also derived boundstbritie average throughput

and maximum delay by introducing an informed transmittéresee, in which the transmitter
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is assumed to know the channel states in advance. We havehsgdghe wTS scheme can
provide a good trade-off between the average throughputrenchaximum delay by deciding
on the proportion of transmitted video packets. In practige corresponds to reducing the
coding rate of the video at the packet level. We also provatliththe PB scheme almost all
transmitted messages can be decoded with probability test tpl asM goes to infinity if a
fraction of the messages smaller than a threshold valuende@mgon the transmission rate and

the average channel capacity are transmitted.

Appendix 5

Proof of Theorem 5.2

The probability of having a run of at leastd € {0, ..., M}, consecutive zeros in the sequence
Is equivalent to finding the probability of stafefter M steps in the Markov chain depicted in

Fig. 5.9. The statd is an absorbing state, i.e., once the process reachesdbatistemains

Figure 5.9: Markov chain for the calculation of the average maximum ylelanemoryless transmission.

there with probabilityl. Let p, be ad-length probability mass function, whegg(:), i =
0,...,d, denotes the probability of being in statat stept. The vectorp, of state occupancy

at stept for the Markov chain in Fig. 5.9 can be obtained as:

pt = pi-1H = poH' (5.29)
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wherepy = [10 --- 0] andH is the(D + 1) x (D + 1) transition matrix of the chain which

can be obtained from Fig. 5.9:

l=p p 00 --- 00
l1=p 0 p 0O -+ 00
H= : : : : . (5.30)
1—p 000 --- 0 p
0O 000 --- 01

The probability of being in staté after M stepsp,,(d) can be found from Eqgn. (5.29). Since
po=1[10 --- 0] we have:

pa(d) = HY(1,d +1). (5.31)

In order to evaluatdd™ (1, D + 1), we apply theZ-transformto Eqn. (5.29), taking into
account that the recursive formula is defined only for 1. The Z-transformP(z) of a

discrete vectorial functiop; is defined as:
+o00
P.=> pi. (5.32)
t=0
To account for the fact that > 1 in Eqn. (5.29) we can write:
+o0 +oo
Y pit =) piz' —po=P. —p(0), (5.33)
t=1 t=0

and

+o0o +oo
Z pH = 2 Z pi Hz't
t=1

t=1

+oo
= z Z p.HZ
t=0

= P, H. (5.34)
Plugging Egn. (5.33) and Eqgn. (5.34) into Eqgn. (5.29) we find:
P.=p(0)(I-zH)", (5.35)

wherel is the(D + 1) x (D + 1) identity matrix. By comparing Eqgn. (5.35) with Eqgn. (5.29),
we see thafl — zH) " is the Z-transform of the matrix of functions in the discretgiablet

H'. The Z-transforn€, of a matrix of functions in the discrete varialll€, is defined as:

+oo
C.=> Cy' (5.36)
t=0
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Note that in the sum of Eqn. (5.36) the tetfris a scalar function of andt which is multiplied

to each of the elements of mati®. We now look for(I — zH) ™', which is the inverse of:

l1—2(1=p) —zp 0 0 --- 0 O
—2(1—1p) 1 —2zp 0 --- 0 O
(I-zH)= : : : : . (5.37)
—z(1 —p) 0 0O 0 -+ 1 —zp
0 0 0O 0 -~ 0 1-=2

Once(I — zH) ' is known, it is sufficient to inversely transform it and g&t. We find the
inverse of matrix (5.37) for a generitusing Gauss-Jordan elimination. As we only need the

elementd™ (1,d + 1), we only report here the first row ¢f — zH) "

(1 =) Q- o G- Gt )
e (1= 2)qa(2) ’
(5.38)

(I— zH)[;i

where
d . .
qa(z) =1—pY 2/ (1—p) " (5.39)
j=1

The probability of being in staté at step) is the inverse Z-transform of elemdnt d + 1] of

matrix (I — zH) ™', i.e.:

pu(d+1)=2"1 {%} (5.40)

whereZ~1{P,} is the inverse Z-transform &%, defined as:
1
Z-1 Z:—f 1y = 41
{P.} o) 7772 dz = py, (5.41)

~ being a counterclockwise-oriented circle around the orgfithe complex plane. An easier
way to solve Eqn. (5.40) is to decompose the Z-transformgusantial fraction decomposition,

i.e., rewriting it as:

d
k 1
P(1,D+1) = aqo+ > aa, (1 2 , (5.42)
i=2 T gy
whereay;, © € {1,...,k}, are thek < d distinct zeros of the polynomial ifx
k; N N
qa(z) =1—p> 2 (1—p)J, (5.43)
j=1
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with multiplicity r;, while a,,; i € {2,...,m} are constants assuming values:
_ ; T 1 — d
tas = lim = 0a)" =PI (5.44)
TN (1 2)a()
and
d
g0 = (5.45)

qa(1)
Once in the form of Eqn. (5.42p; p+1(2) can be inversely transformed using the linearity of

the inverse Z-transform and the fact that:

-1 1 ) d—r;—1 1\
? {<1_a2,i) }:< Ti_l )(O{dﬂ') ' (546)

Eqn. (5.46) follows from the fact that:

2G)] = 20+

d=0 \%
= L (5.47)
I '
for |z| < a. Finally, using Eqn. (5.47) and Eqn. (5.42), we find:
k M—r;—1\ [ 1\"
PT{D Z d} = Q4,0 + Z ad,i< i ) < ) . (548)
i=2 i— 1 Qg
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6.1 Introduction

The throughput of Slotted ALOHA (SA) systems is limited by teollisions that take place
when more than one node accesses the channel in the sameldimerkis limitation is
particularly problematic in satellite networks with raml@ccess, where the long round-trip
time (RTT) greatly limits feedback from the receiver, foaexple to perform load control or to
request a retransmission. Techniques like Diversity 8tb&L OHA (DSA) [84], in which each
packet is transmitted more than once, have been proposedento increase the probability
of successful detection. The spectral efficiency of SA systean be increased by exploiting
the collided signals. In [85] a novel scheme called netwaskisted diversity multiple access
(NDMA), inspired by signal separation principles borrowieaim signal processing, has been
presented. In NDMA the collisions are recovered througltsssive retransmissions, assum-
ing feedback from the receiver. The receiving terminalmtets the signals observed over
consecutive transmission slots as a matrix, which is psszes the analog domain so that the
single bursts can be recovered if the matrix is full rank. bnt@ntion Resolution Diversity
Slotted ALOHA (CRDSA) [86] the transmissions are organizeftames, each constituted by
a fixed number of transmission slots and no feedback is agbtnor@ the receiver. The col-
lided signals are exploited using an iterative interfeeec@ncelation (IIC) process. In CRDSA
each packet is transmitted more than once and uncolliddcsmare subtracted from the slots
in which their replicas are present. In [87] a packet-leeehard error correction (FEC) code
has been applied to CRDSA, while in [88] a convergence arsdysl optimization of CRDSA

has been proposed.

Another technique that allows to extract information frooiliding signals is physical
layer network coding (PHY NC). PHY NC was originally propds® increase spectral ef-
ficiency in two-way relay communication [16] by having théasedecoding the collision of
two signals under the hypothesis of symbol, frequency ard@kynchronism. Several stud-

ies have been reported in the literature about synchroorzesues, gain analysis and ad-hoc
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modulation techniques for PHY NC in the case of two collidangnals [17], [18], [19]. In [89]

a cooperative relaying protocol that leverages on PHY NCI#ddhas been proposed, while
in [20] PHY NC has been applied in the satellite context farywige node communication.
In [21] and [22] it has been proposed to apply PHY NC to deteenthe identity of transmit-
ting nodes in case of acknowledgement (ACK) collision in ticakt networks by using energy
detection and ad-hoc coding schemes, under the hypothegisase synchronous signal su-
perposition at the receiver. In [23] an overview of the stdtéhe art on PHY NC has been
presented from an information theoretical point of view[98] PHY NC has been applied for
collision resolution in ALOHA systems with feedback fronetreceiver, under the assumption

of frequency synchronous transmitters.

In this chapter we present a new scheme named Network-Casgedsily Protocol (NCDP),
that leverages on PHY NC over an extended Galois field (EGF)eftovering collisions in
symbol-synchronous SA systems. Once the PHY NC is applieétode the collided bursts,
the receiver uses common matrix manipulation techniquesfavite fields to recover the orig-
inal messages, which results in a high-throughput scherne pfoposed scheme and analysis

differ from previous works on collision resolutions at bagstem level and physical level:

System level:

1. Unlike in [85] and [90], we assume that transmissions agartzed in frames. We con-
sider two different setups. In the first setup the nodes doausive any feedback from
the receiver. The absence of feedback leadsltest-effortscheme, in which there is no
guarantee for a message to be received. On the other endydbieca of feedback from
the receiver notably simplifies the system architecturedewieases the total amount of
energy spent per received packet. In the second setup thainsaler, instead, feedback
is allowed from the receiver. In particular, we consider &@scheme, in which a node
receives an ACK or a negative acknowledgement (NACK) from riceiver in case a
message is or is not correctly received, respectively. Asags for which a NACK has
been received is retransmitted in a different frame. Th&amnsmission process goes on

until the message is acknowledged.

2. We evaluate jointly the spectral efficiency (average nemmdd messages successfully

received per slot) and the energy consumption (average r@nodienergy needed for

117



Chapter 6. Network-Coded Diversity Protocol for Collisi@ecovery in Slotted ALOHA
Networks

a message to be correctly received) of the proposed schetneoampare it with other

collision resolution schemes previously proposed in ttegdiure.
Physical level:

1. We use an EGF, i.eGF(2") with n > 2, instead ofGF'(2), which is generally used
in PHY NC. This allows to efficiently exploit the diversity tiie system, leading to an
increased spectral efficiency and, depending on the systad) to an increased energy

efficiency.

2. We take into account frequency and phase offsets at themigters when applying PHY
NC for an arbitrary number of colliding signals. Up to our krledge, the issue of
frequency offsets in PHY NC has been previously addressdfonthe case of two

colliding signals. See, e.g., [91], [92] and referenceseime

3. We show the feasibility of channel estimation for PHY NCitlre presence of more
than two colliding signals, unlike previous works whereyovo colliding signals were

considered (see, e.g., [93]).

4. We study the effect of non perfect symbol synchronism erdécoder FER for an arbi-
trary number of colliding signals and propose four diffénerethods to compensate for

such effect.

The rest of the chapter is organized as follows. In Secti@wge present the system
model. Section 6.3 describes how the channel decoding pd&es in case of a generic number
of colliding signals with independent frequency and phdfsets. In Section 6.4 the proposed
scheme is described, while a theoretical analysis of itlopaance in terms of both spectral
and energy efficiency is performed in Section 6.5. Sectiérdéals with issues such as chan-
nel estimation and error detection, which are fundamemtahfpractical implementation of
the proposed scheme. Section 6.7 is dedicated to the effectdopossible countermeasures
to imperfect symbol synchronization on the decoder perémoe in case of multiple collid-
ing signals. In Section 6.8 we present the numerical reswhide Section 6.9 contains the

conclusions.
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6.2 System Model

Let us consider the return link (i.e., the link from a usenteral to the satellite/base station)
of a multiple access system withf transmitting terminals7y, ....., Ty, and one receiveR.
Packet arrivals at each transmitter are modeled as a Pomscass with rateA%, which is
independent from one transmitter to the other. Each pagket [u;(1), ....,u;(K)] consists
of K binary symbols of information;(§) € {0,1}, for{ = 1,..., K. We assume that, upon
receiving a message, each termifialises the same linear channel code of fixed rate &

to protect its message, obtaining the codeword; = [x;(1), ..., x;(N)], wherezx;(l) € {0,1}
forl = 1,...,N. For ease of exposition a BPSK modulation is consideredh Eadeword
x; is BPSK modulated (using the mappiig— —1, 1 — +1), thus obtaining the transmitted

signal

N
sit) = Y_bi(D)g(t — ITy), (6.1)
=1
whereT is the symbol periody; () is the BPSK mapping of; (1) andg(t) is the square root

raised cosine (SRRC) pulse. The signdt) is calledburst

In the following we will refer to a time division multiple aess (TDMA) scheme. How-
ever, the techniques proposed in the following can be alptieapto other access schemes,
such as multi-frequency-TDMA (MF-TDMA), in which a frame shanclude several carriers
[26], or code division multiple access (CDMA), where NCD te used to recover collisions
in each of the code sub-channels. It should be noted thatrdgoped technique still relies
on single carrier transmission of each user terminal. Froenuser terminal perspective no
significant change is required. Transmissions are orgdniz&éames. Each frame is divided
into S time slots. The numbe¥ of time slots in a frame is fixed, i.e., it does not change from
one frame to the other. The duration of each slot is equal buta burst symbols. When
more than one terminal transmits its burst in the same slatlesion occurs at the receiver.
A collision involving & transmitters is said to have size We assume symbol-synchronous
transmissions, i.e., in case of a collision, the signalsiftbe transmitters add up with symbol
synchronism at the receivét. The received signal before matched filtering and sampling a

R in case of a collision of sizé (assuming, without loss of generality, the fiksterminals
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collide), is:
y(t) = hy(t)s1(t) + ... + he(t)sk(t) + w(t), (6.2)

wheres;(t) is the burst transmitted by usérw(t) is a complex AWGN process whilk; ()

takes into account the channel from termintd the receiverh;(t) can be expressed as:
hi(t) = Aged Cravitten, (6.3)

whereA; = |h;(t)| is a log-normally distributed random variable modeling thannel ampli-
tude of transmittei, while Av; andp; are the frequency and phase offsets with respect to the
local oscillator inR, respectively. We assume that the amplitujeand the frequency offset
Av; remain constant within one frame whilg is a random variable uniformly distributed in
[—7, +] that changes independently from one slot to the other duleetplhase noise at the
transmitting terminals [86]. Assuming that the frequenffget is small compared to the sym-
bol ratel/T; (i.e., AvT; < 1), the sample taken at timg after matched filtering signaf(t)

IS:
T(tl) = hl(tl)ql(tl) + + hk(tl)Qk(tl) + n(tl), (64)

whereq(t) = s(t) ® g(—t), ® being the convolution operator, whit€t;)’s are i.i.d. zero mean
complex Gaussian random variables with variangen each component. Note that, even in
case a BPSK modulation is used, as we are assuming, both-piage (I) and quadrature (Q)
components of the received signal are considered by theveec€&his is because the phases of
the users have random relative offsets and thus both compmoarry information relative to
the useful signal. The frequency and phase relative offeetst be taken into account by the
decoder, as they cannot be eliminated by the demodulatocongder this more in detail in
Section 6.3.

We assume that the receiver has knowledge of the nodes ¢éhtaaasmitting, as well as the
full channel state information at each time slot. As we aresatering a random access scheme,
the knowledge about node identities cannot be availaplgori at the receiver. Instead, it must
be determined byr, directly from the received signal, even in case a collisioocurs. This can
be achieved by having the transmitting nodes add an ortradgmaamble in each transmitted
burst, designed such that the probability that two nodeshsesame preamble is negligible
[86]. We discuss the issue of node identification and chaesgmation more in detail in

Section 6.6.
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6.3 Multi-User Physical Layer Network Coding

In this section we describe the way the received signal isgaged by the receivét in case

of a collision.

When a collision of sizé& occurs, i.e.k bursts collide in the same slot, the receiver tries
to decode the bit-wise XOR of thietransmitted messages. This can be done by feeding the
channel decoder (e.g., a turbo decoder or an LDPC decodtr}iva log-likelihood ratio log-
likelihood ratio (LLR) for the received signal. The calcibm of the LLR'’s for a collision of
generic size: in case of BPSK modulation was presented in [90]. In the Yailhg we include
the effect of frequency offset in the calculation of the LERVhich was not taken into account

in [90] (see [17] and [19] for an extension to higher order miatons).

Starting from the samplegt;) the receiverk wants to decode the codewaxd = x; @
Xs D ... DXy, Wwhered denotes the bit-wise XOR. In order to do this we must feed doader

of R with the vectol.® = {L%(1), ..., L¥(N)} of LLR’s for x,. We have:

@ 2y Prlz (1) = 1|r(t;)]
L=(l) =1 {Pr [z,(1) = 0O[r tz)]}
[ Prile) = 1
= B =0} 65)

The last equality follows from the symmetry of the XOR operadrovided that:;({)’s are i.i.d.
with Prlz;(1) = 1] = Prlz;(l) = 0] = 5. Eqn. (6.5) reduces to the calculation of the ratio
of the likelihood functions of(¢;) for the cases;(/) = 1 andz,(l) = 0. We indicate these
functions a, (r(t;)) andpo(r(t;)) respectively. Functiong(r(¢;)) andp;(r(¢;)) are Gaussian

mixtures:

ko UGt pep-aecm

pl(’f’(tl 27TN0 ZZ Z: 2Nq , (66)

=1

T

h(¢;) being a column vector containing the channel coefficientthef transmitters at time
t,; (that change at each sample due to frequency offsets), whi& — 1,m) is a column
vector containing one (the m-th) of tr(gi’i 1) possible permutations ovérsymbols (without
repetitions) of an odd numbei(— 1) of symbols with value 4-1". As for the case withx, = 0

we have:

9—k B (zkz) |r(tl)7de(2i,m)Th(tl) 2

e 2Ng , (6.7)
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whered®(2i, m) is a column vector containing one (the m-th) of (tfg) possible permutations
over k symbols (without repetitions) of an even numbgi) (of symbols with value 4+1”.
Finally using equations(6.6) and (6.7) in Egn. (6.5) we fine tollowing expression for the
LLR:

=y ( k ) |r(tl)—d°(2i—1,m)Th(tl)|2
Yici Xmeil e 2No
k1) (k) | —ac@im)Th()|?

Dt wa;l € No

L) = In (6.8)

If the decoding process is successflpbtains the message = u; @ ... ® u;. In Section

6.6 the FER curves for different collision sizes obtainedgshese LLR values are shown.

6.4 Network Coded Diversity Protocol

In this section we present our network-coded diversitygrok (NCDP) which aims at increas-
ing the throughput and reducing packet losses in Slotted AA@ultiple access systems. In
the first part of the section we describe the NCDP at the tratesrside, while in the second

part the receiver side is considered.

6.4.1 NCDP: Transmitter Side

We callactive terminalghe nodes that have packets to transmit in a given frame. fBasbage

is transmitted more than once within a frame, i.e., sevealicas of the same message are
transmitted. We will give details about the number of regditransmitted within a frame in the
next section. Assume that nodéas a message; to deliver toR during framef, i.e., node

T; is an active terminal. Before each transmission, noges-encodesi; as depicted in Fig.
6.1. The pre-encoding process works as followsis divided intoL = % blocks ofn bits
each. At each slot a different coefficient,j € {1,..., S}, is drawn randomly according to a
uniform distribution inG F'(2"). If o;; = 0, terminalT; does not transmit in slgt Each of the

L blocksu},r € {1, ..., L}, isinterpreted as an element@¥’(2") and multiplied by, ;. We
call uj; the messaga; after the multiplication byv;;. u}; is then channel encoded, generating
the codewordk;; = C(u;;). After channel coding, a headgris added tag;;. Such header is
chosen within a set of orthogonal codewords (e.g., WalstiaHeard). The same headgris

used for all transmissions of nodewithin frame f. Once the header is attached); is BPSK
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Figure 6.1: NCDP pre-encoding, channel coding and modulation scherhe atansmitter side. The message
to be transmitted is divided into sub-blocksobits each. Each sub-block is multiplied by a coefficieft €
GF(2"), j € {1,...,S}. Coefficientsa,; are chosen at random in each time slot. After the multighicatthe

message is channel-encoded, a header is attached and thatioodtakes place.

modulated and transmitted.

The choice of the coefficients and of the header is done aswsll NodeT; draws a
random number!. 1 is used to feed a pseudo-random number generat@fif2"), which is
the same for all terminals and is known/at The firstS outputs of the generator are used as
coefficients. The header is uniquely determined:bye., there is a one-to-one correspondence
between the set of values that can be assumeddnd the set of available orthogonal headers.
The orthogonality of the preambles allows the receiver tovkahich of the active terminals
in frame f is transmitting in each time slot. Moreover, as the headefgally determineg:
and thus the set of coefficients used by each n&ds,able to know which coefficient is used
by each transmitter in each slot. As we we will see in Secti@n26 this is of fundamental
importance for the decoding process. As said before, thefdetaders is a set of orthogonal
words, such as those usually adopted in CDMA. The fundarhéiftarence with respect to a
CDMA system is that in such a system the orthogonality of thaes is used to orthogonalize
the channels and expand the spectrum, while in NCDP the gotiadity of the preamble is

used only for determining the identity of the transmittirage, which is obtained without any

111 can be, for instance, a function of the node’s id.
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spectral expansion, as the symbol raté’; is equal to the chip rate (i.e., the rate at which the

modulated symbols are transmitted over the channel) [86].

6.4.2 NCDP: Receiver Side

The decoding scheme at the receiver side is illustrated avitexample in Fig. 6.2 and Fig.

6.3. Inthe example, a frame with = 4 slots andV'* = 3 active terminals is considered. In

1 Received
eceive
I = N = | W, e
I I I I I

hi1s11 + h31831

<l E
—
o
—_
\)

Decoder

/ /
Uqq D U3 =— 11U + (x31U3 = b1

Linear equation in GF(2")

Figure 6.2: In each slot the receiver uses the orthogonal preamblegé¢ondi@e which nodes are transmitting.
With the same preamble the channel from each of the traresith the slot toR is estimated. The channel
hij,j € {1,...,S} changes at each slot due to phase noise, according to theatimaoadel described in Section
6.2. Once the channels have been estimated, the decodesadpl PHY NC to calculate the bitwise XOR of the
transmitted messages. The bitwise XOR corresponds to ar lewuation inG F'(2™) with coefficientsa;; which
are known to the receiver through the header. In the figurg lounists with non-zero coefficients are shown. In
order to simplify the notation, in the figure we indicated teetoru;; = [aiju}, cee aijuﬂ, representing the

network coded packet, asg;u;.

each slot the receiver uses the orthogonal preamble of aashtb determine which node is
transmitting and which coefficient has been used for thagtbéys described in Section 6.4.1,
the coefficients used by a node in each burst are univocalrmiéned by the preamble. The
preamble can be determined/atusing a bank of correlators which calculates in parallel the
correlation of the received signal with each element in thieo$ available preambles. The

preamble is also used by to estimate the channel for each of the transmitters. Thaldet
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Figure 6.3: The receiver tries to channel-decode all the occupied,stuis obtaining a system of equations in
GF(2™). Atthis point, if the matrixA is full rank, R can obtain all the original messagesAlfis rank deficient,

R can decode the “clean” bursts (i.e., the bursts that didxpeeence collision), then subtract them from the slots
where their replicas are. The procedure goes on until threre@more clean bursts. In the figuferepresents
the transpose operator. In the figure only bursts with non-zeefficients are shown. In order to simplify the
notation, in the figure we indicated the vectdy = [a;;uj, ..., a;;uf], representing the network coded packet,

asa;;u;.

about the channel estimation are given in Section 6.6.1e@mechannel has been estimated,
the receiver applies PHY NC decoding to calculate the b&w{®R of the transmitted mes-
sages, as detailed in Section 6.3. According to what isctat8ection 2.1.1 and Section 6.4.1,
the bitwise XOR is interpreted as a sun(#'(2"). Thus the slots that have been correctly de-
coded are interpreted as a system of linear equatiofgif2") with coefficientsx;;, which are
known to the receiver through the headers (see Fig. 6.2higpoint, if the coefficient matrix
A has full rank,R can recover all the original messages using common matripukation
techniques irGF'(2") (see Fig. 6.3). IfA is not full rank, not all the transmitted packets can
be recovered. However, a part of them can still be retrieadguGaussian elimination. The
decoding process in case of rank deficient coefficient métranalyzed in Section 6.5. Note
that, while in [85] the coefficient matriA (calledmixing matri® is a complex matrix whose
elements are the terminals channel gains, in N@QDB a matrix in an EGF. In NCDP each slot

is processed only once in the complex domain (PHY NC decogdmgile all matrix manipu-
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lations are done iG/F'(2"). In [85], instead, the matriA is processed entirely in the complex
domain. Operating iz F'(2") has an important advantage in terms of complexity, as all the
processing can be done in the digital domain, and avoids naahetability problems that may
derive from using a complex matrix. If, on the one hand, usirgpmplex coefficient matrix
leads to a high probability of having full rank (which, hovegyalso depends on the precision
of the quantization in the sampling process), on the othed haNCDP a relatively small field
size (e.g.(GF(2%)) already achieves almost the same performance in termsafghput as in

the case of a complex matrix, as we show analytically in $adi5.

6.5 Throughput Analysis

During each frame users buffer packets to be transmittederfdllowing frame. Each node
transmits its packet more than once within a frame, randarhbosing a new coefficient in
GF(2") in an independent fashion at each transmission. As deslrile previous section,
the coefficients can be generated using a pseudo-randomenwgeherator fed with a seed
which is univocally determined by the chosen orthogonahprgle. Using the preamble the
receiver can build up a coefficient matexfor each frame, with\; ; = o5, a;; € {1,...,2"—

1}, such as the one represented in Table 6.1. Columns reptesersiots while rows represent

Table 6.1: Example of access pattern for three nodes transmitting iarad withS = 4 slots. a;; € GF(2")
is the coefficient used by nodeén slot j. Each coefficient can assume ongyof 2" possible values, including

value0, which corresponds to the case in which the terminal doegaagmit.

Slotl Slot2 Slot3 Slot4

Ty (0551 [O5)) Q13 Q4
15 (631 Q29 Qo3 Q24
T3 a3 39 Q33 34

the active terminals, i.e., the terminals that transmitaspnt frame. If;; = 0, terminali does
not transmit in sloy. During time slotj, R receives the sum of the bursts withy # 0. From
the received signalR tries to obtain the bit-wise XOR of the encoded messagesssided

in Section 6.2. The XOR is interpreted By as a linear equation i&'F'(2"), the coefficients
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of which are derived through the orthogonal preamble asritestin Section 6.4. IfV*

is the number of active terminals in a frame and assumingathdhe received signals are
decoded correctly, a linear system of equation&/ii(2") is obtained withS equations and
N variables. Each variable corresponds to a different sauessage. IA has rank equal to
N**, then all the messages can be obtainedibyA necessary condition foA to be full rank
is N** < S, i.e., the number of active terminals in a frame must be |awan the number of
slots in a frame. Assuming Poisson arrivals with aggregaansity(z, the probability of such

eventis:

Pr{Ntng}: iw

n=0

, (6.9)

n!

which includes also the case in which there are no activetaisxduring a frame. For instance,
in case ofS = 100 slots andG = 0.8 the probability expressed by Egn. (6.9) is on the order
of 0.99. Even if N'* < S, however, it can still happen that is not full rank, i.e., not all the
messages can be recovered. The probabilityAhiatfull rank for a givenNV®® < S depends on

the MAC policy, and particularly on the probability distuition used to choose the coefficients.

One possibility is to use a uniform distribution for the daménts (i.e., each coefficient
can assume any value {9, ..., 2" — 1} with probability2="). In this case the numbeof
transmitted replicas is a random variable, and the proitabilat A is full rank is [94]:

Nig—1 1
P(S, Niw) = ;Eo (1 _ W) (6.10)

Using equations (6.9) and (6.10) we find the expression ntirmalized throughput:

1 S (GS)me_GS
1 S m,—GS m—1 1
e Z (GH)"e | H <1_ (S—k))
Sz (m—=1)! k=0 2"
B l S—1 (GS)m+1€_GS ﬁ < 1 )
S = (m)! o 2n(S—k)
S—1 m,—GS m
(GS)"e 1

I
o

m k=0

From Egn. (6.11) we can see thhtgrows withn, which means that the system throughput

increases with the size of the considered finite field. Theufinput achievable in case of an
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asymptotic large field size is:
S—1 —GS m 1
Jim @ = Jin |63 LS ] (1 Wsmﬂ
m=0 k=0
— GS m,—GS
Z ‘ (6.12)

Thus, the normalized throughpaittends to the probability of having less th8nransmitters in
a frame as — oco. Note that this is the same performance that would be acthiey@a scheme
that uses coefficient matrix in the complex domain, as in.[8bfther in this section we show
that almost the same performance can be achieved by NCDg a§imite and relatively small

field size.

The MAC scheme we just analyzed presents one main drawbdekns of energy effi-
ciency. As a matter of fact, given the frame lengtta node transmits each message on average
E[d] = S x ptimes,p = (1 — 27") being the probability to choose a non-zero coefficient, i.e.
the average number of transmissions grows linearly withn order to decrease the energy
consumption, the probability of choosing the zero coeffitimay be increased. However, a
reduction in the transmission probabilgynay affect the system throughput. In order to under-
stand the relationship between the probabjlignd the throughpub, we refer to some results
in random matrix theory. The problem can be formulated devd: consider aiv®* x S ran-
dom matrixA overGF'(2") with i.i.d. entries, each of which assumes valugith probability
1 — p while with probabilityp it assumes values ifil, ..., 2" — 1}. We are interested in the
relationship betweep and the probability tha is full rank. In [95] the authors show that,
in order to achieve a ranK** — O(1) with high probability, then, fofV** large,p cannot be
lower than the threshold probabiliﬂ}%. At high loads (i.e.(G ~ 1), on averageV'* ~ S,

which means that, setting= 2%

consumption) for each node Igd] = In(5), i.e., it grows logarithmically with the number of
slots in a frame. On the other sidemust be kept large enough, as this increases the decoding
probability (see Eqn. 6.12). With reference to the examplesiered earlier in this section
the average number of transmissions corresponding to thenmin requiredp for S = 100

Is equal to about.6. We evaluated numerically the effect a reductiorpdfas on® for the

case ofS = 100 andq = 28. We considered three cases. In the first one the transmission
probability in each slot has been sefpte= 1 — 27" = 0.9961, which corresponds to the case

studied in the first part of this section and for which the tiyloput is given by Eqn.6(11). In
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0.9 5 p=0.9961 analytic : 7

0.8- -6-analytic asymptotic
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Figure 6.4: Normalized throughput plotted against the normalizedrefidoad for different values of the
transmission probability. We setS = 100 slots while the coefficients were chosenGd’(2%). The asymptotic

analytical curve (Egn. 6.12) is also plotted.

the second case we gejust above the threshold, i.e.= 0.0625 > %) = 0.0461, while in
the last case has been set exactly equal to the threshold probability. G=fgshows the results
together with the numerical validation of Eqn6.1(1). It is interesting to note how passing
from p = 0.9961 to p = 0.0628, with a reduction in transmission probability (or, equevaly,

in average energy per received message) of abduts, leaves the throughput unchanged,
while a further decrease g@fof just anotherl.5% leads to al0% reduction in the maximum
throughput with respect to the case- 0.9961. The asymptotic analytical curve described by
Eqgn. 6.12 is also plotted in Fig. 6.4. Such curve represéetshroughput of a system where
coefficients are chosen in a finite field with asymptoticalgk field size. It also represents the
throughput of a system derived from the NDMA scheme propas¢85], i.e., the coefficient
matrix is complex and is processed in the complex domairartee seen that the performance
in terms of throughput is almost the same for NDMA and for NOWith p = 0.0625, i.e.,
NCDP does not lose significantly with respect to NDMA, whidéas in complexity by doing

all the processing in a finite field instead of the complex doma

To further lower the energy consumption and control the nremalb repetitions? (which,
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being a Bernoullirandom variable, can theoretically assualues as large &§, an alternative

is to fix the number of transmitted replicagriori. Although this solution may decrease the
probability of decoding all the transmitted messages (bsedhe resulting\ matrix would
be a subset of all possible matrix of the same size), it mélybstipossible to recover part of
them by using Gaussian elimination. In order to increasatimsber of available sequences of
coefficients and to avoid the problems deriving from an evaninsuccessful decoding of some
of the slots, the system can be designed so that, for a givamle, a different coefficient is
used for the burst transmitted in a given slot. In this waysiaguence of coefficients associated
to the preamble changes depending on the transmission Jibtstotal number of different
sequences associated to a given preamble is, thus, eqbhalnamber of possible dispositions
of the d repetitions over thé& slots of the frame, that |<§) Note that the use of a preamble
is not a peculiarity of NCDP, as usually practical system&enase of a preamble to perform

channel estimation.

6.6 Implementation Aspects

In this section we address several aspects related to agalantplementation of the NCDP
scheme. In particular we consider the issue of node ideatiibic and channel estimation, the

complexity and the detection of errors in case of unsucaédstoding.

6.6.1 Node Identification and Channel Estimation

For each frame the receivét needs to know which of the active terminals is transmittimg i
each slot and must have CSI for each of the users. Both needsddressed including an
orthogonal preamble, such as the spreading codes used inACBiMhe beginning of each
transmitter’s burst. As described in Section 6.4, duringvargframe each of the active termi-
nals randomly chooses an orthogonal preamble and appendbhé message to be transmitted
after the channel encoding. This leads to some additiomaptexity due to the need to store
the whole preambles set. However, the low price and size ofiones makes such additional
complexity not an issue. More observations on this as weilrasomputational complexity

analysis can be found in [86] and [96], respectively.

The use of an orthogonal preamble was proposed in [86] foestienation of the phase
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in collided bursts. In [86] frequency offset and channel biuge are derived from the clean
bursts (i.e., bursts that did not experience collision) asslmed to remain constant over the
whole frame. Unlike in [86], the method we propose does ngtarly on clean bursts. Thus
the frequency offset and the amplitude of each transmittestine estimated using the collided
bursts. Although the performances of the estimator ardyliteedegrade with respect to the
clean burst case, especially in case of high order collssitime estimation can leverage in
the information of all the collided bursts, which improvée testimation. For instance, if a
packet is transmitted twice during a given frame and expegs collisions of siz& in the
first transmission and 4 in the second, the two estimationdeacombined to obtain a better

estimation of amplitude and frequency offset, which arestamt during the whole frame.

In order to prove the feasibility of channel estimation irclsiconditions we show the
results we obtained using the Estimate Maximize (EM) atbari We adopt the approach de-
scribed in [97], where the EM algorithm is used to estimatapeters from superimposed
signals. In [97] two examples are presented related to pathidelay and direction of arrival
estimation. We apply the same approach to estimate ameéifydhases and frequency offsets
from the baseband samples of the received signal in caseotifsaan of sizek. The algorithm
is divided into anZ’ step, in which each signal is estimated, and\aistep, in which the mean
square error between the estimation made atfttstep of current iteration and the signal re-
constructed using parameters calculated in previoudibergs minimized with respect to the
parameters to estimate. Formally, once initialized thaipaters with randomly chosen values,

at each iteration we have the following two steps:

Estimation stepfor: = 1,..., k calculate

k
Agn) (t) _ b ( )A(n ](271'Au( Tt-l—go(")) Z A(n ](27rAul( Tst-i—go( )) ’ (613)
B (6.14)

Maximization stepfori =1, ..., k calculate
NPpre - , ) 9
min Z bi(t)ﬁgn)(t) — Al CravTstte)| = (6.15)
A/ AV/ S0/ t:1

(6.16)
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wherep;(t) is the preamble of burstafter the matched filter)’, A’ andy’ are tentative values
for the parameters to be estimat@d;© is the preamble length;(¢) € {£1} is the t-th symbol
in the preamble of the i-th node afif is the sampling period, taken equal to the symbol rate.

Bi,i=1,...,k, are free parameters that we arbitrarily sete- 0.8, fori =1,... k.

-5 transmitters ]
-6-1 transmitter ) ]
—MCRLB 1 transmitter]]

Frequency estimation MSE

10

5 10 15

Figure 6.5: MSE of the frequency offset estimatioEmE/ — Av|?]). E, is the average energy per symbol

for each node. The modified Cramer-Rao lower bound (MCRLB)He case of one transmitter is also shown for

comparison.

We evaluated numerically the performance of the EM estimassuming that phase
offsets are uniformly distributed if-7, +], frequency offsets are uniformly distributed in
[0, Av™**] with Av™* equal to1% of the symbol rate on the channel/{;), and amplitudes
are log-normally distributed, having a mean value and adstahdeviation of the associated
normal variable equal t6 and0.27, respectively. Figures 6.5, 6.6 and 6.7 show the mean
squared error (MSE) of the estimation error for frequenbygge and amplitude, respectively.
Amplitude error is normalized to the actual amplitude vallgle phase error is normalized to

7. In the simulations we used as preambles Walsh-Hadamambwdtength 128 symbols.

The EM algorithm was run twice starting from randomly chosetial values of the pa-
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Figure 6.6: MSE of the phase offset estimation normalizedrtoE[|¢ — o|?]/72). E, is the average energy

per symbol for each node.

rameters and taking as result the values of the parametatrdetid to the minimum of the
sum across the signals of the error calculated in the lasgfe sthis was done in order to
reduce the probability to choose a “bad” local maximum, Wwhsca problem that affects all the
“hill-climbing” algorithms. For each run of the EM algoriti6 iterations were made.

In Fig. 6.8 the FER curves for different collision sizes oiéa using the LLR values
calculated in Section 6.3 are shown. The plots are obtaisieg @ tail-biting duo-binary turbo
code with ratel /2 and codeword length equal to 192 symbols. The same offsg¢saised for

the channel estimation were chosen. The FER curves for 8eafaestimated channels using

the EM algorithm are also shown.

6.6.2 Complexity Analysis

From Eqgn. (6.8) it is clear that the computational compiexit a MU PHY NC decoder

is higher than that for a typical channel decoder and thawgas the collision size grows.
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Figure 6.7: MSE of the amplitude estimation normalized to the actual liaoge of the channel {[|A —

A|?/A2)). E, is the average energy per symbol for each node.

Although complexity is not a main issue if the receiver isatsd at a satellite ground station,
it may be interesting to evaluate the complexity of the decaad order to properly dimension
the receiver and evaluate the applicability of MU PHY NC irstgyns with low-complexity
receivers. More specifically, we are interested in the auithl complexity of a MU PHY NC
decoder with respect to a standard one. By complexity we nteamumber of elementary
operations (real-valued addition and multiplication)dhedto decode a codeword. As the only
difference between a normal channel decoder and a MU PHY NGd#e is the calculation of
the LLR’s, we focus on this. In particular, we look for the kog law of the complexity per
received symbol as a function of the collision sizeWith reference to the numerator of Eqgn.
(6.8), we start by considering the argument of the expoakfunction. Fixing a sample (i.e.,
fixing [) the termd®(2i—1, m)"h(¢,) is the scalar product of a real-valukdlimensional vector
by a complex-valued-dimensional vector. This requires a total2df elementary operations
for element-wise multiplications plus 2(k-1) operationsthe complex additions, for a total of

4k — 2 operations. Adding(t;) up to the complex numbel®(2i — 1, m)*h(t;) requires 2 more
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Figure 6.8: FER curves for the XOR of transmitted messages for diffenentbers of transmitters?, is the
energy per information bit for each node. A tail-biting doimary turbo code with raté/2 and codeword length
192 symbols is used by each node. Phase offsets are unifornthfbdied in [—, +], frequency offsets are
uniformly distributed in[0, Av™*] with Av™** equal to1% of the symbol rate on the channel. Amplitudes
are constant and equal to 1. The FER curves for the case ofatet channels using the EM algorithm are also

shown.

operations, while the modulus squared needs 3 more opesatine more operation is needed
to divide the real number calculated up to now2dy,,. We are now left with the evaluation of an
exponential function in a real point. Let us indicate wih,, the number of operations needed
to do this. Note thalV,,, does not depend dn Thus, atotal 0Rk+2(k—1)+2+3+1+ Ny, =

4k + 4+ N.,, operations are needed to calculate each of the terms in thasthe numerator

of Eqn. (6.8). The analysis of the denominator is exactlysdrae and leads to the same result.
At this point we need to know the number of elements in the sutheanumerator and at the
denominator. As the sum at the numerator is done over alifdegsermutations of any odd
number of+1's in a string ofk symbols, it can be easily seen that the number of terms in the
sum is always equal ~!. The same is true for the denominator. Thus, consideriniy that

numerator and the denominator, the per-symbol complegityife calculation of the LLR in
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Eqn. (6.8) can be written as:

2(4k +4 4+ Neyp)2H 1 4+1

= (4k + 44 Negp)2F +1, (6.17)

where the %41” comes from the real-valued division of the numerator by demominator.
From Eqn. (6.17) we see that the complexity scale$ka$ for largek. The complexity scal-

ing law is plotted in Fig 6.9. From Fig. 6.9 we see how the carpy rapidly grows (faster

10%
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Figure 6.9: Scaling law ¢k2*) of MU PHY NC LLR’s calculation complexity plotted againstet collision

size.

than exponential) with the collision size. From this, arahirconstraints that may come from
the physical level (e.g.: maximum input power at receiviéost end, see [90] for further ex-
amples), it is likely that, in a real system, the maximum diadie collision size would be
bounded. Such constraint must be accounted for at highelslethen designing the multiple
access system in which MU PHY NC is applied. The maximum dalledcollision size would
depend on parameters such as the receiver front-end dymange, the computational capa-
bilities of the receiver and eventual processing delay twaims, which may change from one

system to the other. Further analysis on this aspect is deafcope of this chapter.
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6.6.3 Error Detection

An important issue in slotted ALOHA is the capability of theceiver to determine whether
the received bursts are correctly decoded or not. This tecpéarly important in NCDP, where
the error made in the decoding of a collision can lead to the & a whole frame. A common
practice in packet networks is the use of a cyclic redundatgck (CRC), that allows to
detect a wrong decoding with a certain probability. Some GRi{e based on a field which
is appended to the message before channel coding, cRé€tifield As the CRC operations
are done inG'F'(2) and by the linearity of the channel encoder, the CRC field énrnttessage
obtained by decoding a collision of sizdés a good CRC fou,, which is the bitwise XOR of
the messages encoded in theollided signals. This allows to detect decoding errorghimi
the limits of the CRC capabilities, also in collided bursisie implementation aspect of what

type of CRC should be used is out of scope of this paragraph.

6.7 Performance of Multi User Physical Layer Network Cod-

ing with Imperfect Symbol Synchronization

In Section 6.2 we assumed that signals from different receiadd up with symbol synchro-
nism at the receiver in case of a collision. In Fig. 6.10 am&xa is shown of received signal
and sampling instants in the case of three nodes transgmwtiih no timing offsets. The trans-
mitted signals, which are also shown, modulate the setsrobeils [-1 1 -1], [-1 1 1] and [ -1
-1 -1]. The situation depicted in the figure is an illustratone, as in a real system both | and
Q signal components are present, signals may have diffareplitudes, phase and frequency
offsets for each of the bursts and the signal is immersedaimrial noise. In a real system there
is likely to be a certain symbol misalignment, which growgéx as the resources dedicated to
the synchronization phase diminish (see, e.g., [98] areteates therein for examples of syn-
chronization algorithms). Being able to cope with non peirymbol synchronism can bring
important advantages, such as less stringent constrairggyoal alignment, with consequent
savings in terms of network resources needed for the syni@ation. In this section we study
the effect of non perfect symbol synchronization and pregmsssible countermeasures. Let
us consider a slotted multiple access withhodes transmitting in the same slot. We assume

that each transmitter has its own phase and frequency @ffS§e further assume that each
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Figure 6.10: Received signal after the matched filter in case of threédio| bursts with no timing offsets, i.e.,
AT, = AT, = AT; = 0. The transmitted signals after the matched filter in caselliton-free reception are
also shown. The transmitted symbols are: [-1 1 -1], [-1 1 H gk -1 -1] for transmitter 1, 2 and 3, respectively.
For sake of clarity, frequency and phase offsets as well asral amplitudes were not included in the plot
and the signals were considered as real. The samples, shitlwgrey circles in the figure, are taken at instants
corresponding to the optimal sampling instants for eacheétgnals as if they were received without experiencing

collision.

burst falls completely within the boundaries of a time si@,, no burst can fall between two
consecutive time slots. With reference to the burst thatdimsves atR, we call7’ the time at
which the peak of the first symbol is seen by the receiver. heotvords,I” is the time instant
at which R sees the peak of the first symbol among all bursts and symiaolsmitted within a
given slot. We define theelative delay(RD) AT; of nodei as the temporal distance between
the peak value of the first pulse of buisand7”. In other words, the burst which arrives first
at the receiver is used as reference, i.e., has RD eqaMé assume SRRC pulses with roll
off factor « are used. We further assume that all RD’s belong to the iat@yA7™**], with

0 < AT™ < T,/2.

In case of a collision ok bursts, the received signal before the matched filter is:

k
y(t) =D silt) +w(t), (6.18)
=1
where
N .
si(t) = A > bi()g(t — 1T, — AT;)el Cravitten) (6.19)

=1
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N being the number of symbols in the burgtf) is the square root raised cosine pulse and
w(t) represents an AWGN process. The samples taken after thbedditter at times, are:

k

r(t) = y(t) ® g(—1) li=e,= D qi(ts) +n(ty), (6.20)
i=1
where,
N .
() = A D bi(Dp(ty — 1Ty — AT;)ed @ravitited, (6.21)

=1
p(t) being the raised cosine pulse an(;) is the noise process after filtering and sampling.
Note that in (6.21) the exponential term is treated as a aonsiThis approximation is done
under the assumption thatv 7, < 1, i.e., the exponential term is almost constant over many

symbol cycles.

The sampled signal is then sent to the channel decoder.dt ™ear at this point which is
the optimal sampling time for the received signal, as themgdtsampling time for each of the
bursts taken singularly may be different. Moreover, sangpthe signal just once may not be
the optimal choice. Actually, as we will show in next sectitre performance of the decoder

IS quite poor in case a single sample per symbol is taken.

In the following we propose four different methods to mitigahe impairment due to
imperfect symbol synchronization. We assume tRdtas knowledge of the relative delays of
all the transmitters, which can be derived through the gtinal preambles. We further assume
that R has perfect CSI for each of the transmitters. Without losgewterality and for ease of

exposition, from now on we will refer to the sampling time the first symbol.

6.7.1 Single Sample

Mean Delay The first method we consider is tiMean Delay(MD) method, which we use
as our benchmark. In MD the received signal is sampled just per symbol. The sampling

time is chosen to be the mean of the relative delay, i.e.:
1
™D — - > AT, (6.22)

The sample(T™?) is then used to calculate the LLR’s as in Egn. (6.8). The isyenbol

interference (ISI) is not taken into account.
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6.7.2 Multiple Samples

In the following we describe four different methods that ksamples per symbat, being the
collision size.

We start by describing two methods in which the symbol is dathp times in corre-
spondence of the RD’s. Due to the non perfect synchronizatwhen the signal is sampled in
AT; the sample obtained is the sum of the first symbol of each ofislees, weighted by the
relative channel coefficient, plus a term of ISI due to sigralj € {1,...,k},j # ¢, which
are sampled at non ISI-free instants. As the LLR calculatieads the channels of each of
the users, the ISI should be taken into account. HowevelShes a function of many (the-

oretically all) symbols, and can not be taken into accoumicty. In Fig. 6.11 the received

1
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- --signal transmitter 3
-3 —received signal (after MF)
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Figure 6.11: Received signal after the matched filter in case of threddidl bursts with timing offsets
ATy =0,AT, =T,/6 andATs = T, /4. The transmitted signals after the matched filter in the oasellision-

free reception are also shown. The transmitted symbolgdrd: -1], [-1 1 1] and [-1 -1 -1] for transmitter 1, 2
and 3, respectively. The samples, shown with grey circlékarfigure, are taken at instants corresponding to the
optimal sampling instants for each of the signals as if theyeweceived without experiencing collision. Unlike

in the case of perfect symbol alignment, here more than anelsgper symbol is taken.

signal after the matched filter is shown in the case of thrdelowy bursts with timing offsets
AT; = 0,ATy, = T,/6 andAT; = T,/4. The transmitted signals after the matched filter in
the case of collision-free reception are also shown. Thebsysrtransmitted by each terminal
are the same as in Fig. 6.10. The samples, shown with grde<iirc the figure, are taken in

correspondence of the RD’s, which coincide with the optisaahpling instants for each of the
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signals as if they were received without experiencing sil.

Mean LLR In Mean LLR(MLLR) the received signal is samplgdtimes in the instants
corresponding ta\7;, ¢« = 1,..., k. For each of the samples the LLR’s are calculated as in

(6.8). Then the average of tlheLLR’s is passed to the decoder.

Mean Sample Asin MLLR, also inMean Sample (MS)(¢) is sampled: times in correspon-
dence of the relative delays. The difference between thertethods is that in MS the samples

are averaged out to obtain the mean sample:

F(t) = % S H(AT,). (6.23)

Finally,7(¢) is used in Egn. (6.8) instead oft).

Uniform Sampling In the Uniform Sampling (USinethod the signal is samplédtimes as

in previous methods, but the sampling times do not corre$porthe RD’s. The sampling
times are chosen uniformly ij9, A7™], i.e., in case ok transmitters the samples are taken
at intervals ofAT™** /(k — 1). Then, as in MS, the samples are averaged out and used in
the calculation of the LLRs. This method has the advantagerdteiver does not need the
knowledge of the RD’s in order to perform the decoding andstm@pling itself is simplified

as it is done uniformly in each symbol.

Equivalent Channel The received signal is samplédtimes in the instants corresponding
to AT;,7 = 1,...,k. In the methodEquivalent Channel (EChe amplitude variation of the
channel of each user due to imperfect timing is taken intoactfor the current symbol. Note
that the ISl is not taken into account, only the variation inpéitude of present symbol due
to imperfect timing is accounted for. Assuming that the nese signal is sampled at time

t = AT;, then the channel coefficient of bursthat is used in the LLR is:
hea(t) = Age? CranTaTived (AT, — AT,), (6.24)

p(t) being the raised cosine pulse. After the sampling itsamples per symbol are averaged
together and used in the LLR instead-¢f). This sampling procedure is equivalent (apart from

the ISI) to filtering the received signal using a filter whishmatched not to the single pulse,
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but to the pulse resulting from the delayed sumibfpulses. In Fig. 6.12 the frame error rate
is shown for the case &ftransmitters with delays uniformly distributed|ii 75 /4]. Constant
channel amplitudes were considered, while phases anddinegwffsets are i.i.d. random vari-
ablesin0, 27r] and[0, Av,,..] respectively, wherév,,,,. is equal tol /(1007%). The results for
the5 different methods are shown together with the FER for the cgdeal symbol synchro-
nism. The methods that use more than one sample per symii@irpesignificantly better than
MD, which uses only one sample per symbol. Among the methaded on oversampling,
MS and EC perform slightly better than the other two. The FE&Ilonethods present a lower
slope with respect to the ideal case. The loss is abeli at FER = 102 for the methods
that use oversampling. Among the considered methods, thamdShe EC achieve slightly
better performances than the others in terms of FER. Botheshtuse the information about
the relative delays of the colliding signals. The MLLR mettadso uses information about the
relative delays, but is not able to use it properly, perforgnioughly as the US method, which

only uses information about the minimum and the maximum efdélays.

6.8 Numerical Results

Our performance metrics are the normalized througlipdéfined as:
d=G(1-1T), (6.25)

whereY € [0, 1] is the average packet loss rate (i.e., the ratio of the numilest packets to
the total number of packets that arrive at the transmittarg) the average energy consumption
per received message defined as the average number of transmissions needed fessage

to be correctly received by®. We consider two benchmarks. The first one is the CRDSA
scheme, which has been proposed in [86]. In CRDSA a nodentiggsvo or more copies of

a burst (twin bursts) in different slots randomly choseriita frame. Each of the twin bursts
contains information about the position of the other twimdtsi in the frame. If one of the
twin bursts does not experience a collision (i.e., lsan) and can be correctly decoded, the
position of the other twin bursts is known. These bursts nraypay not experience a collision
with other bursts. If a collision occurs, these are removedugh interference cancelation
using the decoded bursts. In order to do tRimmemorizes the whole frame, decodes the clean

bursts, reconstructs the modulated signals and, onceftt ef each user's channel has been
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Figure 6.12: FER for decoding a collision of sizewith independent frequency and phase offsets across the
transmitters and delays uniformly distributed[in7s/4]. A roll-off factor of &« = 0.35 was used. Perfect CSI

is assumed. A tail-biting duo-binary turbo code with rage and codeword length504 symbols is used by
each node. The results for thalifferent methods are shown together with the FER for the chsdeal symbol
synchronism. Oversampling significantly improves the FER wespect to the case of a single sample. The two
methods that exploit knowledge of relative delays, i.e., &8 EC, perform slightly better than the others. The
FER of all methods present a lower slope w.r.t. the ideal,dasing about dB at FER = 10~2 for the methods

that use more than one sample.

included in the reconstruction, they are subtracted froendbts in which their replicas are
located. The IIC process is iterated for a numbg&f" of times, at each time decoding the

bursts that appear to be “clean” after the previous IIC tiena

The second benchmark we consider is a SA system. In a SA systemburst is trans-
mitted only once. Burst are received correctly if only oné&réssmitted in each slot. If more
than one node transmits, a collision is declared. The caflect is not considered in any of

the schemes.

We consider two different simulation setups. In the first tmeenodes do not receive any
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feedback from the receiver, while in the second sétugives some feedback to the active ter-
minals. For this last case we consider an ARQ scheme, in wihiobde receives an ACK or
a NACK from the receiver in case a message is or is not coyreeteived, respectively. The
amount of feedback is limited to one ACK/NACK message perenaxald per frame. An alter-
native to the NACK is to having the transmitters using a ceufdr each transmitted packet,
indicating the time elapsed since it has been transmittélde timer exceeds a threshold value
(which depends on the system’s RTT), the message is dedtatediost. A node that receives
a NACK (or whose timer exceeds the threshold vale) enteescilog stateBacklogged nodes
retransmit the message for which they received the NACK otteer frame, uniformly chosen
at random among the next frames. We callB the maximum backlog timelhe process goes
on until the message is acknowledged [99]. In both setupssaenae a very large population
of users. Furthermore, we assume that the average SNR i€haylgh so that the FER at the

receiver is negligible.

In the first setup, in which no feedback is provided by the ikerethe average amount
of energy spent by a node for each message which is correctiyved does not change with
the system load-, and is equal to the average number of times a message isedpathin a
frame. In Fig. 6.13 the normalized throughputs plotted against the normalized traffic load
G. The normalized traffic load is the average rate at whichméwe messaggs.e., messages
which are being transmitted for the first time) are injectethie network, and is independent
from the number of times a message is repeated within a stothd figure the throughput
curves of NCDP and CRDSA schemesdo« 2 andd = 3 replicas are shown. The throughput
curve for NCDP in case of a constant retransmission proipabil= 0.0453 is also shown.
Note that this probability is above the threshold value wentio@ed in Section 6.5, as for
S = 150 we haveog(S)/S = 0.0334. The scheme witlh = 0.0453 outperforms all the others
in terms of throughput, achieving a peak value of more than The precoding coefficients
of NCDP are drown uniformly iz £'(2®) in all but one case. The normalized throughput for
NCDP withd = 3 andGF'(2) is also plotted in order to show the gain deriving from using a
extended field. It can be seen from the figure that there is mowg#h respect to CRDSA if
a field of size2 is used, while the gain is significant (abaduit) if a field of size2? is used.
Furthermore, is interesting to note how increasing the remalb transmissions per message
(and so the energy consumption) leads to an increase in #diletpeoughput of the system.

However, ® increases aboui.2 when passing frond = 2 to d = 3 repetitions, while the

144



6.8. Numerical Results

1

0.9- -0-NCDP d=2 ! i
- NCDP d=3

0.8  |NCDP E[d]=6.795 (p=0.0453) ]
+ NCDP d=3 GF(2)

0.7 -=-CRDSA d=2 .
-5~ CRDSA d=3

0.6 |+%-Slotted ALOHA 7

0.5

0.4

0.3

0.2

0.1

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 6.13: Normalized throughpub vs normalized traffic load. The normalized traffic load is the average
rate at which new messages are injected in the network, andépendent from the number of times a message
is repeated within a slot. In the simulation the frame size len set t& = 150 slots. The field size for the
coefficients of NCDP has been set2bin all but one case (indicated in the legend) for whigh'(2) has been

used. No feedback has been assumed from the receiver.

increase in the peak throughput is only abows when passing frond = 2 repetitions per

message to an averagelofd] = 6.795 in case of a fixed transmission probability.

In the second setup, in which retransmissions are allowedwaluate jointly the spectral
efficiency (average number of messages successfully extgigr slot) and the energy con-
sumption (average number of transmissions needed for sage$s be correctly received) of
the schemes under study. In Fig. 6.®4is plotted against: for a frame sizeS = 150 slots
and a maximum backlog timB = 50 frames. The precoding coefficients of NCDP are drawn
uniformly in GF(28). The figure shows how increases linearly witli' up to a threshold load
value. Such threshold increases with the (average) nunibepetitions and corresponds to the
maximum network load for which the throughput in the setughaut feedback (Fig. 6.13) has
a linear behavior, i.e., there are no losses in the systems.ifticates that, if the load is such
that a non negligible fraction of the messages are not decatthe first attempt, the retrans-
missions saturate the channel, blocking both the iteratwveelation process of CRDSA and

the Gaussian elimination decoding in NCDP. Note that thessdwt happen in the SA system,
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coherently to what shown in [99] for the case of large backioge. Thed curve of NCDP
bounds from above that of CRDSA. The reason for this lieséwhy the decoding process is
carried out by the receiver in NCDR . first tries to decode the whole frame, which is feasible
if the coefficient matrixA has rankNV®. If the whole frame can not be decoded, thieéapplies
Gaussian elimination oA, in order to recover as many messages as possible. It carsibe ea
verified that Gaussian elimination in NCDP is the equivalana finite field, of the IIC process

of CRDSA, which is applied in the analog domain. In order tmpare jointly the spectral and
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Figure 6.14: Normalized throughpu® vs normalized traffic load: in a system with retransmission. In the
simulation the frame size was set$o= 150 slots while the maximum backlog time was setBo= 50 frames.
The field size for the coefficients of NCDP has been séfto

the energy efficiency of the different schemes, we plot theesufor the normalized through-
put vs the average energy consumption per received mesgsagdech is shown in Fig. 6.15.
The increase in the number of repetitions corresponds toaease in throughput but also to a
higher energy consumption for a given transmitter in a givame. However, as shown in Fig.
6.15, this does not necessarily imply a loss in energy effaieFrom the figure it can be seen

that that there is no scheme that consistently outperfdmmethers in terms of both energy and
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Figure 6.15: Normalized throughput vs average energy consumption peoddel message f@ = 150 and
B = 50 frames. The field size for the coefficients of NCDP has beetogt

spectral efficiency for any desired throughput. Deterngnrhich scheme is best depends on
the maximum throughput we want to achieve. SA achieves aehitjitoughput with a lower
energy consumption with respect to the other schemes iretfien® < 0.35, while in the
region® > 0.35 both NCDP and CRDSA achieve a higher throughput with lowergycon-
sumption with respect to SA. NCDP and CRDSA behave almogtersame way in the case
of 2 repetitions, achieving a maximum throughputdf for an average energy consumption of
2. In the case o8 repetitions NCDP achieves a maximupof 0.7, higher than CRDSA, for
which the peak value 8.6, for n = 3. In the NCDP scheme with a retransmission probability
of p = 0.0453 a peak throughput di.8 is achieved in correspondence of an average energy
consumption of; = 6.795. For comparison, we also show the throughput-energy cuwe f
NCDP in case of = 0.9961, i.e., the precoding coefficients are chosen uniformlgifi(2®).
The highp leads to a high throughput, but also to a high energy consomptith a minimum

of n = 149.415. Moreover, we note that the gain with respect to the scherttepni= 0.0453
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is negligible (about%), especially when compared to the energy saving of ab@iitof this

last one.

6.9 Conclusions

We have proposed a new collision recovery scheme for symsyathronous slotted ALOHA
systems based on PHY layer NC over extended Galois fieldsextbaded Galois fields allows
to efficiently exploit the diversity of the system, leadirgan increased spectral efficiency
and, depending on the system load, to an increased energgmtfy. We have compared the
proposed scheme with two benchmarks in two different setpse is a best-effort setup,
in which the nodes do not receive any feedback from the recewhile the other is a setup
in which feedback is allowed from the receiver and an ARQ ma@m is assumed. In the
second setup we have evaluated jointly the spectral eftigiand the energy consumption of
the proposed scheme. Once the PHY layer NC is applied to éetwmdcollided bursts, the
receiver applies common matrix manipulation techniquesr dwite fields, which results in
a high-throughput scheme. We showed that NCDP achieveshaihspectral efficiency with
respect to the considered benchmarks, while there is natgdesscheme that outperforms
the others in terms of both energy and spectral efficiencythmi best scheme depends on
the maximum achievable throughput. Rather than being @mnaltive to existing collision
resolution methods based on interference cancelation, NE€ih complement such schemes
in specific setups such as symbol synchronous systems witin@s having similar channel
gains.

Furthermore, we carried out an analysis of several phyfayak issues related to multi-
user PHY NC. We extended the analysis on and proposed cowgdsures against the effects
of physical layer impairments on the FER when applying PHY fdCa generic number of
colliding signals. In particular, we took into account fuemcy and phase offsets at the trans-
mitters which, up to our knowledge, have been previouslyeskkd only for the case of two
colliding signals. Finally, we showed the feasibility ofasinel estimation for PHY NC in
the presence of more than two colliding signals and studieceffect of non perfect symbol
synchronism on the decoder FER, proposing four differerthods to compensate for such

effect. Up to our knowledge, this kind of analysis has beeriedhout only for the case of two
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colliding signals and mainly in the context of two-way re@ymmunication.
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Chapter

Summary of Contributions and Future Work

“[...] e Atene hat sos sette sapientes
Cleobulo e Solone sos pius mannos
Chilone, Periandru cun Talete

Biante cun Pittaccu e faghen sette”

Antonio Pazzola

In the present dissertation we considered several commtimncissues related to the for-
ward and the reverse link of satellite networks, we propasethtermeasures to channel im-
pairments and analyzed their performance either anallytisami-analytically or numerically.
The proposed solutions were mainly inspired by the primcgflnetwork coding, according to
which encoding at packet level is allowed in the network. Té@hniques we proposed stem

from a theoretical analysis of the problems and a succeasi@ptation to practical scenarios.

In the following we provide a summary of the main contribagdor each of the chapters.

In Chapter 3 we addressed the problem of missing coverage in urban emagot for
heterogeneous LMS networks, adopting a cooperative apipro&le carried out an analytical
study considering a mathematically tractable and yet albt interesting network model, in
which fading and shadowing effects in the communicatiomalets as well as the medium
access mechanism of the cooperating nodes have been ta&eacaount. By applying the
Max-flow Min-cut theorem we derived an analytical lower bdwn the achievable coverage

as a function of both the information rate at physical lay®t the rate of innovative packets
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injected in the network per unit-time. Our results give aéweif between the coverage and the
rate at which the information can be injected in the netwark] at the same time quantify the
gain derived from node cooperation through the short rantgeface. We showed that the di-
versity gain grows with the number of terminals, which iredes that important improvements

in terms of transmission rate at the satellite can be actigweugh cooperation.

Starting from the considered theoretical model, a pralcticaperative scheme based on
network coding has been proposed for enhancing coverageténdgeneous satellite vehicu-
lar LMS systems over DVB-SH. Our numerical results, basegloysical layer abstraction,
showed that the proposed cooperative system can bring tenidrenefits in terms of coverage

with respect to a relaying scheme in which network codingtsused.

In Chapter 4 andChapter 5 we considered the problem of video streaming over satel-
lite. Two different streaming typologies were considemeginely real-time and non-real-time
streaming, having different delay constraint. In the fiegtup we consider a transmitter stream-
ing data to a receiver over a block fading channel, such beatransmitter is provided with an
independent message at a fixed rate at the beginning of eachealblock. We have used the
average throughput as our performance metric. We have pedpseveral new transmission
schemes based on joint encoding, time-division and supéip@o encoding. A general upper
bound on the average throughput has also been introducechizgsthe availability of CSI at

the transmitter.

We have proved analytically that the aJE scheme is asyroptiytoptimal as the number
of channel blocks goes to infinity, even though data arrivadiggally over time at a fixed rate,
rather than being available initially as usually assumadilie achievability of the ergodic
capacity. We have also shown numerically that, even for gefimimber of messages, the aJE
scheme outperforms other schemes in all the consideradgsetind performs close to the

upper bound.

The schemes based on the joint encoding of the messagesd d8Encreate am/-block
long concatenated code, such that either all or none of tlesages can be decoded. This is
useful when the underlying application has a minimum ragirement that needs to be satis-
fied overM channel blocks, or when the average SNRs of the users varyadimited range

of SNR values. Independent encoding made in time sharisgebachemes (TS, gTS, MT),
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instead, makes each message less strictly dependent oedbding of the others, allowing
some of them to be decoded also at low average SNR but, onhtbelwnd, implying the pos-
sibility not to decode some of them in when the average SNRR)ls Ahe ST scheme, based on
message superposition, collocates itself between JE- 8Adafed schemes, as messages are
encoded independently, but the probability of correctlgattng each one of them is affected

by the decoding of the others.

The aJE scheme has proved to be advantageous in systemssaitiie@receiver or with
multiple receivers having similar average SNR values, ap#rformance of the user with the
highest average SNR is limited by the user with the lowestage2SNR. On contrast, the gTS
and ST schemes can be attractive when broadcasting to teulsers with a wide range of
SNR values, or in a point-to-point system with inaccurate, @S their average throughputs

decrease gradually with decreasing SNR.

The setup studied in Chapter 5 models the problem of nortirealvideo streaming over
slow fading channels with per-packet delay constraintshées proposed four different trans-
mission schemes based on time-sharing. We have carried thebeetical as well as a nu-
merical analysis of the average throughput and the maximelayf the proposed schemes.
We have also derived bounds on both the throughput and maxidalay by introducing an
informed transmitter scheme, in which the transmitter suaged to know the channel states
in advance. We have seen that the wTS scheme can provide atrgaiedoff between the
throughput and the maximum delay by deciding on the propomif transmitted video pack-
ets. In practice this corresponds to reducing the codirggafithe video at the packet level. In
our future work we will consider more advanced transmisgghniques such us superposition

encoding together with buffering.

Finally, in Chapter 6 we considered the problem of collisions in the return linke W
proposed a collision recovery scheme for symbol-synctusmstotted ALOHA systems based
on PHY layer NC over extended Galois fields. The extendedi&aéds allows to efficiently
exploit the diversity of the system, leading to an increaggettral efficiency and, depending
on the system load, to an increased energy efficiency withertdo other systems. We have
compared the proposed scheme with two benchmarks in twerelifft setups. One is a best-

effort setup, in which the nodes do not receive any feedbrack the receiver, while the other is
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a setup in which feedback is allowed from the receiver andR@Anechanism is assumed. In
the second setup we have evaluated jointly the spectraiesffig and the energy consumption
of the proposed scheme. Once the PHY layer NC is applied toddethe collided bursts,
the receiver applies common matrix manipulation techrsqueer finite fields, which results
in a high-throughput scheme. We showed that NCDP achievegheethspectral efficiency
with respect to the considered benchmarks, while theretia smgle scheme that outperforms
the others in terms of both energy and spectral efficiency thmi best scheme depends on
the maximum achievable throughput. Rather than being @mnaltive to existing collision
resolution methods based on interference cancelation, INGih complement such schemes
in specific setups such as symbol synchronous systems witins having similar channel

gains.

Furthermore, we carried out an analysis of several phyayak issues related to multi-
user PHY NC. We extended the analysis on and proposed cowgdsures against the effects
of physical layer impairments on the FER when applying PHY fdCa generic number of
colliding signals. In particular, we took into account fueacy and phase offsets at the trans-
mitters which, up to our knowledge, have been previouslyeskkd only for the case of two
colliding signals. Finally, we showed the feasibility ofasinel estimation for PHY NC in
the presence of more than two colliding signals and studieceffect of non perfect symbol
synchronism on the decoder FER, proposing four differerthods to compensate for such
effect. Up to our knowledge, this kind of analysis has beerezout only for the case of two

colliding signals and mainly in the context of two-way rel@ymmunication.

As future work we plan to enhance the channel estimationhabdhannel codes with
longer codewords can be adopted, with consequent gainnmstef spectral efficiency. We
also plan to consider Nested Lattice Codes [100], for whidmpsing theoretical result were

obtained in both the point to point and the multiple accessaio.
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