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## Preface

## Outline

The Boltzmann Machine (BM) is a stochastic neural network with the ability of both learning and extrapolating probability distributions. However, it has never been as widely used as other neural networks such as the perceptron, due to the complexity of both the learning and recalling algorithms, and to the high computational cost required in the learning process: the quantities that are needed at the learning stage are usually estimated by Monte Carlo (MC) through the Simulated Annealing (SA) algorithm. This has led to a situation where the BM is rather considered as an evolution of the Hopfield Neural Network or as a parallel implementation of the Simulated Annealing algorithm.

Despite this relative lack of success, the neural network community has continued to progress in the analysis of the dynamics of the model. One remarkable extension is the High Order Boltzmann Machine (HOBM), where weights can connect more than two neurons at a time. Although the learning capabilities of this model have already been discussed by other authors [Kosmatopoulos and Christodoulou, 1994, Albizuri et al., 1995], a formal equivalence between the weights in a standard BM and the high order weights in a HOBM has not yet been established.

We analyze this latter equivalence between a second order BM and a HOBM by proposing an extension of the method known as decimation [Itzykson and Drouffe, 1991, Saul and Jordan, 1994]. Decimation is a common tool in statistical physics that may be applied to some kind of Boltzmann Machines, that can be used to obtain analytical expressions for
the n-unit correlation elements required in the learning process. In this way, decimation avoids using the time consuming Simulated Annealing algorithm. However, as it was first conceived, it could only deal with sparsely connected neural networks. The extension that we define in this thesis allows computing the same quantities irrespective of the topology of the network. This method is based on adding enough high order weights to a standard BM to guarantee that the system can be solved.

Next, we establish a direct equivalence between the weights of a HOBM model, the probability distribution to be learnt and Hadamard matrices. The properties of these matrices can be used to easily calculate the value of the weights of the system.

Finally, we define a standard BM with a very specific topology that helps us better understand the exact equivalence between hidden units in a BM and high order weights in a HOBM.

## Contents

This memory is organized as follows: in chapter 1 a review of the historical facts that lead to the development of the original neural networks theory is introduced. In this chapter, the behavior of two of the best known neural network models that have been used along the years (the multilayer perceptron and the Hopfield neural network) is also briefly revisited. The dynamics of the BM , its extension to the HOBM model and the common learning techniques that are used on Boltzmann Machines are described in chapter 2

Standard decimation is analyzed in chapter 3. The discussion includes the full explanation on how this method works, as well as its limitations. The way all these problems are overcome is described in the last sections of this chapter. Chapter 4 discusses how a Hadamard matrix can be used to relate the weights of a HOBM with the probability distribution that it represents. In chapter 5 we present a specific BM model where high order weights find a direct equivalence in terms of second order connections and hidden units.

Finally, chapter 6 points out the conclusions that are extracted from this thesis. In the appendix we describe Hadamard matrices and the Walsh-Hadamard transform.
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## Chapter 1

## The Neural Network

### 1.1 Introduction

The human nervous system is often described in terms of a powerful, parallel processor that is able to carry out sets of complex calculus in relatively short periods of time. Since the beginnings of century XIX and during century XX, scientists have explored both the learning capacity and the behavior of the human brain. The original concept behind the first artificial neural network (ANN) models was to build a model of a highly complex nervous system, motivated for the subjective human intelligence evaluation. This would be based on the learning and behavior of the human brain, which is often referred to as the biological neural network.

However, the enthusiasm of the first researchers who began to work in this field soon experimented a hard decay, as they concluded that it was very difficult to create an intelligent being and that the definition of intelligence was much broad than first expected: the extent to which we regard something as behaving in an intelligent manner is determined as much by our own state of mind and training as by the properties of the object under consideration -Alan Turing (1949) in [Evans and Robertson, 1968]. Further investigation during the next years established the basis of the ANN paradigm.

In this chapter we introduce the concepts of both biological and artificial neural net-
works, and discuss how the first paradigms slowly evolved into the current mathematical models. The structure of this chapter is as follows: the biological neural network is described in section 1.2 , briefly reviewing how neurons work and connect to other cells; section 1.3 is devoted to describe the first models that were defined in an attempt to imitate the behavior of the biological network. This model is then compared to current neural network models such as the multilayer perceptron and the Hopfield memory.

### 1.2 The biological Neural Network

The expression biological neural network is extensively used to describe the standard central nervous system of any animal that has a structure such as a brain. In the first part of this section the standard structure of the biological neural network is described; we then proceed with a brief explanation about the mechanism used to transmit information over such systems.

### 1.2.1 Structure

The biological neural network of an animal allows processing the external information, taking decisions and, in essence, coordinating the behavior of the body. Though nowadays the brain is accepted as the core processor of the organism, it has not always been like this: ancient Greek philosophers considered it a refrigerator [Bear et al., 2006] to the emotions of the person; Roman physicians deduced that the brain controlled both thoughts and muscles, transmission was due to hydraulic movement -instead of electrical impulses-, and as the result of an effective combination of four different liquids. It was not until the Renaissance period, about 1500 years later, that those concepts arrived to a dead end. The technological and philosophic achievements of this new era brought another point of view from where to perform research: having Descartes related the concept of soul to the brain, closer and careful exploration through the subsequent years brought the modern ideas of neuro-science and psicobiology; which are the areas that study the human neural
structure and its relation to the human behavior.


Figure 1.1: Standard neuron structure.

The modern definition of the biological neural network is due to S . Ramón y Cajal [Ramón y Cajal, 2008], who first described the basis of the neural tissue and the most important pair of cells that conform it, the neurons and the glia cells. Any other work previous to him would not consider separate cells or any smaller neural structure, rather describing the brain as a block.

A neuron is a highly specialized cell which, in essence, does one task: to transmit electrical pulses [Bear et al., 2006]. This strange ability prevents the cell from performing any other task: nutrition, protection and disposition of non-profitable materials are jobs externally provided by the glia cells. Furthermore, neurons can not reproduce themselves -thus meaning that when a neuron dies, it is not replaced. The structure of a standard neuron is depicted on Fig. 1.1. Typically, a neuron is composed of a cell body, an axon and the dendrites. The axon is used to send electrical impulses to the neighboring cells and the dendrites are their receiving terminals. The point where dendrites and axons are connected is known as the synapse, and the terminal section from the axon and the dendrites are referred to as the presynaptic axon terminal and the post synaptic dendrites, respectively. On the other hand, neurotransmitters and ion channels are the physical agents used for electrical impulse transmission. Though the walls of this cell are made of conductive materials, the main body shares many common features with other kind of cells: it includes the nucleus and the internal organs that are used to process the external proteins that feed the neuron.

### 1.2.2 The transmission of electrical impulses

In order to describe the electrical transmission of impulses between neurons, we must first recall how standard cells work: they are always in contact with a ionic dilution, their semi-permeable walls allowing free passage to the proteins which feed the cell. This permeability is based on a pressure equilibrium on both sides of the wall, and an excess of pressure on one side can make the wall break or poison the cell with more proteins than it is able to process -a situation that is toxic to the cell. Neurons are no exception to this architecture, and even though feeding is provided by the external glia cells, they are still surrounded by a ionic solution.

When a standard neuron is not active, its wall's potential is fixed at $V_{\text {rest }}=-60 \mathrm{mV}$ with respect to the outside [Breedlove et al., 2007]. This potential is due to its own internal ion dissolution, which also keeps a pressure such that equilibrium with the fluids
that surround the cell is guaranteed. The walls of a quiet neuron are transparent to sodium $K^{+}$ions, hence they are free to move across the cell; the holes that ions use to come in and out of the neuron are known as voltage active gates, and they are described as specific proteins with the ability to change their physical configuration -thus opening and closing- when set to a given potential: this property can be activated by changing the potential at the wall of the unit. There are two different kinds of gates: sodium $K^{+}$ and potassium $N a^{+}$, the later being a double door gate. They both become active -this is, they change their physical configuration- when the potential at the neuron's wall reaches -40 mV .


Figure 1.2: Activation process. $V_{\text {rest }}$ is set at -60 mV , notice the time and voltage scale represented in the upper part of the image.

When the neuron is inactive, $K^{+}$gates remain opened and ions move freely, while $N \mathrm{Na}^{+}$gates remain closed. Activation on a neuron begins when its dendrites read a total voltage above the -40 mV threshold from their neighboring cells. The gates become now active: $K^{+}$gates only allow ions to go outside the cell, while $N a^{+}$gates allow ions to get inside it. These penetrate in order to equilibrate the pressure at the wall, while $K^{+}$ions leave because they are repelled by the $N a^{+}$ions. This same process continues until the wall reaches the activation potential, which is usually set at a positive value of +40 mV -thus meaning that there has been a $\Delta V=100 \mathrm{mV}$ voltage difference. At this point, gates recall their original structure, and $K^{+}$ions enter again in order to normalize the pressure between the wall and the ion dissolution. However, $N a^{+}$ions have not yet been
expelled and the cell will have to process them; this will take some milliseconds and this is why the neuron needs some time to recover from each activation. We can see this process summarized on a picture made with the NeuralSim application from Ref. [Kandel et al., 1995] on Fig. 1.2: it is shown in Fig. 1.2a how the potential at the wall of the cell changes during the process, while Fig. 1.2b shows how the two doors of the $N a^{+}$gate -which are known as inactivation and activation gate- work at different rates.

In essence, the voltage the cell is reading is somehow a combination of the potential of the other neurons; it can be seen that activation happens on a non-linear basis, and it does actually depend on the connection strengths. Even though these parameters are yet to be rigorously defined, this is the main idea behind the analytical modeling that goes from biological to artificial networks.

### 1.3 The Artificial Neural Network

In this section, the artificial neural network (ANN) is presented. According to its original definition [Culloch and Pitts, 1943], an artificial neural network is a formalism designed to emulate the behavior of a biological neural network. Since the description of the model comprises both an explanation of its dynamical rule and a topology, the first part of this section is devoted to introduce the basic concepts defining them. We also describe some of the traditionally most popular models, which are the multilayer perceptron and the Hopfield neural network. Next, the learning processes that have been defined for those models are discussed. We conclude the section by introducing an enhanced neural network model that no longer emulates a biological structure, but that rather appears as an evolution of the mathematical formulation of the previous models with an improved learning capacity.

### 1.3.1 Dynamics and Topology

## The original ANN of 1943

The human brain is often seen as a multi-core processor, by considering the neurons as a combined set of units that are able to process information in a parallel asynchronous mode: a neuron is excited depending on the state of its neighbors and the way they are connected. The scientists who began their research in this field were interested on defining a mathematical model that would imitate this behavior; they would use units to represent the neurons and weights to represent their connections. A symbolic formalism was then developed by W. S. Mc Culloch and W. Pitts [Culloch and Pitts, 1943], defining a relation function between the current state of a neuron $S$ and the cells connected to it as an unknown combination of AND and OR logical operations.


Figure 1.3: Perceptron structure.

The first quantitative representation of this logical relations was given the name of perceptron [Rosenblatt, 1961], and its first implementation was referred to as Mark I; this topology is depicted on Fig. 1.3. This structure considers an output unit $S_{o}$ as the neuron that provides some response to the stimulation of two input $S_{i_{1}}$ and $S_{i_{2}}$ neurons. The output unit is connected to these by real-valued numbers known as weights, denoted $w_{i_{1} o}$ and $w_{i_{2} o}$, respectively. Since biological neurons do only allow excited or inhibited state, units were originally conceived as binary, this is, they could only be 0 or 1 . The state of
the output unit $S_{o}$ depends on the values of the input units according to

$$
S_{o}= \begin{cases}1 & \text { if } \quad w_{i_{1} o} S_{i_{1}}+w_{i_{2} o} S_{i_{2}} \geq \theta  \tag{1.1}\\ 0 & \text { if } \quad w_{i_{1} o} S_{i_{1}}+w_{i_{2} o} S_{i_{2}}<\theta\end{cases}
$$

where $\theta$ is the threshold value that the electrical impulse has to reach in order to activate $S_{o}$. This expression can also be written in the form

$$
\begin{equation*}
S_{o}=\mathrm{U}\left(w_{i_{1} o} S_{i_{1}}+w_{i_{2} o} S_{i_{2}}-\theta\right) \tag{1.2}
\end{equation*}
$$

$U(x)$ being the step function, defined as

$$
U(x)=\left\{\begin{array}{lll}
1 & \text { for } & x>0  \tag{1.3}\\
0 & \text { for } & x<0
\end{array}\right.
$$

Following the biological model, input units were defined as the external sensorial neurons that produce the input signals to be processed. However, and though this paradigm provided interesting results, it had some important drawbacks that prevented further use of the model and stopped the ANN research topic for years: this simple structure was unable to learn even some of the simplest binary relations, such as the XOR operation [Minsky and Papert, 1969]. An additional layer of neurons was later introduced to overcome this limitation. This layer processes the input signals and forwards them to the output units. This new layer could not be externally addressed and, therefore, it received the name of hidden layer. Input units would still be considered as an external excitation, hidden units were the core processor for the system and output units would show the result of the process -both input and output units are commonly referred to as visible units.

## The multilayer perceptron

The multilayer perceptron has a structure that is defined by its ordering in layers; with an input layer, a set of hidden layers and an output layer; all of them possibly having different number of units. Though it is possible to define an arbitrary number of hidden
layers, a perceptron with a single layer is already able to approximate any continuous function [Cybenko, 1989, Hornik et al., 1989]. This structure is depicted on Fig. 1.4, where input units are represented as $S_{i}$, hidden units as $S_{h}$ and output ones as $S_{o}$. Weights connecting input and hidden units are denoted as $w_{h i}$ and those connecting the hidden layer to the output one are referred to as $w_{o h}$. It is possible to show that a perceptron with two hidden layers is able to approximate any function [Cybenko, 1988] with the required precision, hence it is of little use to define perceptrons with more than two hidden layers.


Figure 1.4: Perceptron with one hidden layer.

This model is inspired in the original, ANN model, as the signal propagation starts from the input units and flows through the neural network. The hidden layer will process the information from the input by setting the value of its units according to

$$
\begin{equation*}
S_{h_{k}}=\mathrm{U}\left(\sum_{i} w_{h_{k} i_{j}} S_{i_{j}}-\theta_{h_{k}}\right) \tag{1.4}
\end{equation*}
$$

where $S_{h_{k}}$ stands for the $k$-th unit of the hidden layer, $\theta_{h_{k}}$ being its bias term (which plays the role of the threshold $\theta$ in Eq. 1.1), $S_{i_{j}}$ the $j$-th unit from the input layer, and $w_{h_{k} i_{j}}$ the weight connecting these units. Once this equation has been processed for every unit which belongs to the first hidden layer, this algorithm is repeated for the output units

$$
\begin{equation*}
S_{o_{k}}=\mathrm{U}\left(\sum_{i} w_{o_{k} h_{j}} S_{h_{j}}-\theta_{o_{k}}\right) \tag{1.5}
\end{equation*}
$$

where $S_{h_{j}}$ is the $j$-th hidden unit, $S_{o_{k}}$ is the $k$-th output unit, $\theta_{o_{k}}$ is its bias term and, finally, $w_{o_{k} h_{j}}$ is the weight that connects these two units. Notice that, since neurons are
only connected to the next layer, units from the same layer do not communicate with each other; and thus the signal always propagates forward. When output units end their processing, there is no possibility for the neural network to send the information back.

(a)

(b)

Figure 1.5: Piece-wise linear (a) and pure linear (b) functions.

In standard implementations, the step function $U(x)$ is commonly substituted by a monotonous function $f(x)$ which is known as the activation function. It can be linear [Hertz et al., 1991] -either piece-wise or pure, as depicted on figure 1.5- in its easiest version; but other implementations [The Mathworks ${ }^{T M}$, 2008b] also use the sigmoids $1 /\left(1+e^{x}\right)$ or $\tanh (x)$ and exponential-like $e^{-x^{2}}$ expressions, among others.

## The Hopfield network

The Hopfield neural network [Hopfield, 1982] was originally conceived as a mathematical model for an auto-associative memory type. This device acts as a content addressable register, in the sense that it is able to recover previously learned information by providing an input signal that is similar to one of its stored patterns. This ability is specially interesting in image reconstruction and identification problems. The Hopfield model is characterized by the absence of hidden units and the fact that it is recursive, all its neurons are both used as input and output units.

The Hopfield network was taken as a simplified version of the biological neural network.

The main difference between this model and the perceptron is that the signal does not move forward on a single direction: the Hopfield neural network is in this sense fully recurrent. A set of differential equations is used to analyze its global behavior as a dynamical system [Hopfield, 1984]. Let $S_{i}$ be a given unit from a Hopfield model with a total amount of $N$ neurons. The dynamics is such that $S_{i}(t)$ is function of all units and is represented by

$$
\begin{equation*}
\frac{d S_{i}(t)}{d t}=-S_{i}(t)+\operatorname{sgn}\left(\sum_{j=1}^{N} w_{i j} S_{j}(t)+h_{i}\right) \tag{1.6}
\end{equation*}
$$

However, this expression is often solved under a discrete time reference

$$
\begin{equation*}
S_{i}(t)=\operatorname{sgn}\left(\sum_{j=1}^{N} w_{i j} S_{j}(t-1)+h_{i}\right) \tag{1.7}
\end{equation*}
$$

where $S_{j}(t-1)$ is the state of the other units in the previous instant and $w_{i j}$ the weights linking units $S_{i}$ and $S_{j}$. On the other hand, $h_{i}$ stands for the bias term of unit $S_{i}$-thus being the equivalent $\theta_{i}$ from the perceptron-, and $\operatorname{sgn}(x)$ is the sign function

$$
\begin{equation*}
\operatorname{sgn}(x)=\frac{|x|}{x}, \tag{1.8}
\end{equation*}
$$

hence the units of the neural network are binary taking values $S_{i} \in[-1,+1]$.
It can be shown [Kosko, 1992] that this dynamic rule is governed by a cost function that is referred to as the energy functional

$$
\begin{equation*}
E=-\frac{1}{2} \sum_{i, j}^{N} w_{i j} S_{i} S_{j}-\sum_{i}^{N} h_{i} S_{i} \tag{1.9}
\end{equation*}
$$

that has a set of global minima at some patterns $v^{p}=\left\{S_{1}^{p}, S_{2}^{p}, \ldots, S_{N}^{p}\right\}$, as seen in Refs. [Baldi, 1988, Abe, 1989]. The evolution in time of the network is such that, upon starting on an arbitrary vector $v^{p^{\prime}}=\left\{S_{1}^{p^{\prime}}, S_{2}^{p^{\prime}}, \ldots, S_{N}^{p^{\prime}}\right\}$ and arriving at a time where $S_{i}(t)=S_{i}(t-1) \forall i$, the system moves to the closest global minimum [Hertz et al., 1991] from Eq. 1.9. At this point, it gives as output the stored pattern $v^{p}$ corresponding to that minimum.

Since the energy functional in Eq. 1.9 is a Lyapunov function [Boyd et al., 1994], it can also be shown that the system will reach convergence by running either in synchronous or asynchronous mode: synchronous dynamics imply that all units are updated at the same time, thus performing a parallel evaluation of Eq. 1.7. On the other hand, asynchronous transitions are performed by randomly selecting a unit $S_{i}$ and updating its value according to the same equation until all the units remain stable.

### 1.3.2 Learning in ANNs

## First paradigms

A biological neural network is able to learn a given pattern discerning the most relevant information from a training set of examples. The learning process increases the strength of connexions that are most used, the less used ones are weakened. The whole process is known as the Hebb rule, in honor to Donald O. Hebb [Hebb, 1949], and the first approaches to algorithmically simulate a learning process were inspired on this procedure. When applied to an ANN, a learning process refers to the system having some desired behaviour, which is often to reproduce a given function that is obtained through a set of vectors.

The Hebb rule was first applied as a learning rule to a perceptron model with only an input and an output layer. We will refer again to input and output units as $S_{i}$ and $S_{o}$, respectively; these are connected through weights $w_{i o}$, while the bias term for the output units is referred to as $\theta_{o}$. The learning patterns are denoted $\left\{\xi_{i}^{p}\right\}$ for any input unit and $\left\{\xi_{o}^{p}\right\}$ for the output units, referred to the $p$-th vector of a $P$ vectors learning set. The learning algorithm for this system begins initializing randomly the values of the weights and iteratively updating their value according to [Hertz et al., 1991]

$$
\begin{equation*}
w_{i o}^{n e w}=w_{i o}^{o l d}+\Delta w_{i o} \tag{1.10}
\end{equation*}
$$

where

$$
\Delta w_{i o}=\left\{\begin{array}{cc}
2 \eta \xi_{i}^{p} \xi_{o}^{p} & \text { if } S_{o}^{p} \neq \xi_{o}^{p}  \tag{1.11}\\
0 & \text { otherwise }
\end{array}\right.
$$

$S_{o}^{p}$ reads as the value for a given output unit when the input units are fixed at a $p$ vector, and $\eta$ is the learning rate, which is tuned to carry out the learning process.

However, this learning rule can not be used on a hidden layer model, because the hidden layer has no known value before the learning process begins. This last issue forced the formal definition of the multilayer perceptron as a feed-forward neural network and its learning method; that is today known as back-propagation [Bryson, Jr. and Ho, 1969].

## Learning on the Multilayer perceptron

The standard learning rule that is used nowadays on a perceptron is called back-propagation and was originally presented in Ref. [Bryson, Jr. and Ho, 1969]. In this algorithm a quadratic error function $\varepsilon$ involving the learning pattern $\xi_{o}^{p}$ and the current output state $S_{o}^{p}$ of the network is defined

$$
\begin{equation*}
\varepsilon=\frac{1}{2} \sum_{p, o}\left(\xi_{o}^{p}-S_{o}^{p}\right)^{2} \tag{1.12}
\end{equation*}
$$

Gradient descent is used to obtain an iterative learning procedure where weights and bias terms are randomly initialized and updated at each step of the algorithm. Weights are modified in the opposite direction of the gradient of the error

$$
\begin{align*}
\Delta w_{i o} & \propto-\frac{\partial \varepsilon}{\partial w_{i o}}  \tag{1.13}\\
\Delta \theta_{o} & \propto-\frac{\partial \varepsilon}{\partial \theta_{o}} \tag{1.14}
\end{align*}
$$

We first show how this rule is applied on a standard perceptron where output units $S_{o}$ are related to the input layer units $S_{i}$ by

$$
\begin{equation*}
S_{o}=f\left(\sum_{i} w_{i o} S_{i}-\theta_{o}\right) \tag{1.15}
\end{equation*}
$$

where $f$ is any monotonous function as piece-wise linear, pure linear, hyperbolic tangent, sigmoid function... as defined in Refs. [Hertz et al., 1991, The Mathworks ${ }^{T M}$, 2008b].

For the $w_{i o}$ weights one has

$$
\begin{align*}
\frac{\partial \varepsilon}{\partial w_{i o}} & =-\sum_{p, o}\left(\xi_{o}^{p}-S_{o}^{p}\right) \frac{\partial S_{o}^{p}}{\partial w_{i o}} \\
& =-\sum_{p, o}\left(\xi_{o}^{p}-S_{o}^{p}\right) \frac{\partial f}{\partial w_{i o}} \tag{1.16}
\end{align*}
$$

where the derivative of $f$ will change according to the selected function. Weights are algorithmically modified according to

$$
\begin{equation*}
w_{i o}^{n e w}=\eta\left(\sum_{p, o}\left(\xi_{o}^{p}-S_{o}^{p}\right) \frac{\partial f}{\partial w_{i o}}\right)+w_{i o}^{o l d} \tag{1.17}
\end{equation*}
$$

being $\eta$ a convergence parameter to be tuned; the algorithm ends when all the weights change their value below an arbitrary small $\zeta=\left|w_{i o}^{\text {new }}-w_{i o}^{\text {old }}\right|$ value. When gradient descent is applied to the bias terms, one arrives at

$$
\begin{equation*}
\theta_{o}^{\text {new }}=\eta\left(\sum_{p, o}\left(\xi_{o}^{p}-S_{o}^{p}\right) \frac{\partial f}{\partial \theta_{o}}\right)+\theta_{o}^{\text {old }} \tag{1.18}
\end{equation*}
$$

with $\eta$ being the same convergence constant as above.
This same concept is applied to find the weights connecting the different layers of a multilayer perceptron [Rumelhart et al., 1986]. However, the function must be derived with respect to the weights connecting the units from the separate layers

$$
\begin{align*}
\Delta w_{i h} & \propto-\frac{\partial \varepsilon}{\partial w_{i h}}  \tag{1.19}\\
\Delta w_{h o} & \propto-\frac{\partial \varepsilon}{\partial w_{h o}} \tag{1.20}
\end{align*}
$$

$w_{i h}$ being the weight that links hidden and input units and $w_{h o}$ the weights connecting hidden and output layers. This rule does also apply to bias terms

$$
\begin{align*}
\Delta \theta_{h} & \propto-\frac{\partial \varepsilon}{\partial \theta_{h}}  \tag{1.21}\\
\Delta \theta_{o} & \propto-\frac{\partial \varepsilon}{\partial \theta_{o}} \tag{1.22}
\end{align*}
$$

where $\theta_{h}$ and $\theta_{o}$ are the biases for hidden and output units, respectively.

## Learning on the Hopfield neural network

The Hopfield model is a recurrent network where all units can be connected to each other, that has no hidden units and whose visible neurons act both as input and output cells. We define now a $N$ units network and a pattern of $P$ binary vectors $\vec{v}^{p}=\left\{\xi_{1}^{p}, \xi_{2}^{p}, \ldots \xi_{N}^{p}\right\}$ that the system has to learn. For this structure the Hebb learning rule [Hebb, 1949] solves entirely the problem at once, and can be directly implemented as follows

$$
\begin{align*}
w_{i j} & =\frac{1}{N} \sum_{p} \xi_{i}^{p} \xi_{j}^{p}  \tag{1.23}\\
h_{i} & =\frac{1}{N} \sum_{p} \xi_{i}^{p} \tag{1.24}
\end{align*}
$$

This expression grants stability for any pattern; the dynamics is expected to drive the neural network to a global state of equilibrium at $t \rightarrow \infty$ in Eq 1.7

$$
S_{i}(t)=\operatorname{sgn}\left(\sum_{j=1}^{N} w_{i j} S_{j}(t-1)+h_{i}\right)
$$

Equations 1.23 and 1.24 are compatible with the energy functional of the Hopfield model from Eq. 1.9, which is a Lyapunov function [Kosko, 1992]

$$
E=-\frac{1}{2} \sum_{i, j}^{N} w_{i j} S_{i} S_{j}-\sum_{i}^{N} h_{i} S_{i}
$$

this energy functional will reduce its value as the neural network evolves through time, arriving at one of the global minimum [Hertz et al., 1991]. Notice now that any previously learned vector $\vec{v}^{p}=\left\{\xi_{1}^{p}, \xi_{2}^{p}, \ldots \xi_{N}^{p}\right\}$ makes the energy become minimal once weights are replaced by their learning rule from Eqs. 1.23 and 1.24

$$
\begin{align*}
E & =-\frac{1}{2} \sum_{i, j}^{N} \frac{1}{N} \sum_{p} \xi_{i}^{p} \xi_{j}^{p} S_{i} S_{j}-\sum_{i}^{N} \frac{1}{N} \sum_{p} \xi_{i}^{p} S_{i} \\
& =-\frac{1}{2 N} \sum_{p}\left(\sum_{i}^{N} \xi_{i}^{p} S_{i}\right)\left(\sum_{j}^{N} \xi_{j}^{p} S_{j}\right)-\frac{1}{N} \sum_{p} \sum_{i}^{N} \xi_{i}^{p} S_{i} \tag{1.25}
\end{align*}
$$

since it is a quadratic function that is built by using the learned set of vectors. When there are too many vectors to learn for the system, it will generate spurious minimum; those
points are false solutions for the problem that differ from the real pattern. From [Baldi, 1988, Hertz et al., 1991] we know that the maximum number of vectors $V_{\max }$ that the Hopfield model can store is

$$
\begin{equation*}
V_{\max }=\frac{N}{2 \ln N}, \tag{1.26}
\end{equation*}
$$

this is also referred to as the learning capacity.
This expression is particularly interesting as it can be seen that the neural network has a relatively low capacity compared with the number of units it may have, at least if the Hebb rule is used when learning is carried out. A formal derivation of the learning capacity is found at [McEliece et al., 1987], with a full description of the capacity of the neural network for different kinds of data distributions across the learning patterns. However, final conclusions stick to Eq. 1.26 for unknown datasets. Though larger learning patterns will cause the existence of local minimum, there are some solutions that may be proposed in order to improve the learning capacity of the Hopfield model. The first one is a variation on its own learning algorithm, as proposed in [Storkey, 1997]; this maximizes ther distance between the minima of the system. However, -no matter which is the learning method used- if the Hopfield model is forced to learn a set with more vectors than units has the network -thus, $P>N$ on previous examples-, the system will be unable to achieve a stationary stable state [Abu-Mostafa and Jacques, 1985]. Another proposal is a complex definition of the states, using phasors to define the different possible states for the units [Jankowski et al., 1996, Muezzinoglu et al., 2003]. However, these kind of variations are far from the scope of this work, as we are interested on this one: weights can be modified to interconnect more than two units, even the whole network [Peretto and Niez, 1986], to create a high order Hopfield model with increased learning capabilities.

### 1.3.3 High order ANN models

A high order neural network is conceived as an evolution of a standard neural network where weights may connect more than two units at a time; even up to the total number
of units in the network. These kind of models have the advantage of using less hidden units to process the information in spite of a higher connectivity [Giles and Maxwell, 1987]. One of the first higher order models which were defined was the high order Hopfield memory [Peretto and Niez, 1986], though this topology has been also studied for perceptrons [Xiang et al., 1994] and other models of neural networks [Kosmatopoulos and Christodoulou, 1995, Kosmatopoulos et al., 1995, Pazienza et al., 2007].

From now on, we will represent these connections as a line joining the different units from the neural network. For the sake of simplicity, we shall adopt the notation from [Burshtein, 1998] and represent high order connections with the symbol $w_{\sigma}^{(n)} ;(n)$ stands for the number of units the weight is connecting, and $\sigma$ stands for the set of indexes denoting the units that are connected by this weight. As an example, we show the high order Hopfield model, since its capacity has been deeply studied. The standard notation for one and two-body weights is

$$
\begin{align*}
w_{i j}^{(2)} & =w_{i j}  \tag{1.27}\\
w_{i}^{(1)} & =h_{i} \tag{1.28}
\end{align*}
$$

while a third order weight connecting units $S_{i}, S_{j}$ and $S_{k}$ would be referred as $w_{i j k}^{(3)}$, and depicted as in Fig. 1.6.


Figure 1.6: Third order weight linking units $S_{i}, S_{j}$ and $S_{k}$.

In a Hopfield neural network, weights are invariant under permutation: second order weights satisfy $w_{i j}^{(2)}=w_{j i}^{(2)}$, third order connections satisfy $w_{i j k}^{(3)}=w_{i k j}^{(3)}=w_{j k i}^{(3)}=\ldots$, and so on. The inclusion of these high order terms forces a variation on the energy functional [Peretto and Niez, 1986]

$$
\begin{equation*}
E=-\sum_{i} w_{i}^{(1)} S_{i}-\sum_{i<j} w_{i j}^{(2)} S_{i} S_{j}-\sum_{i<j<k} w_{i j k}^{(3)} S_{i} S_{j} S_{k}-\ldots-w_{i j k \ldots}^{(N)} \prod_{\forall \rho} S_{\rho}, \tag{1.29}
\end{equation*}
$$

where the term $w_{i j k \ldots . .}^{(N)}$ links all the $N$ units from the neural network. This expression is compacted [Burshtein, 1998] in the form

$$
\begin{equation*}
E=-\sum_{\sigma, n} w_{\sigma}^{(n)} \prod S_{\rho} \tag{1.30}
\end{equation*}
$$

The dynamic evolution of the units in the high order Hopfield model is defined as

$$
\begin{align*}
& S_{i}(t+1)=  \tag{1.31}\\
& \quad=\operatorname{sgn}\left(w_{i}^{(1)}+\sum_{j} w_{i j}^{(2)} S_{j}(t)+\sum_{j<k} w_{i j k}^{(3)} S_{j}(t) S_{k}(t)+\ldots+w_{i j k \ldots}^{(N)} \prod S_{\rho}(t)\right) .
\end{align*}
$$

The energy functional from Eq. 1.29 is still a Lyapunov function [Dembo et al., 1991] and the system will remain stable through time [Burshtein, 1998] when the following differential equation is used to simulate its behavior

$$
\begin{equation*}
\frac{d S_{i}(t)}{d t}=-S_{i}(t)+\operatorname{sgn}\left(w_{i}^{(1)}+\sum_{j} w_{i j}^{(2)} S_{j}(t)+\ldots+w_{i j k \ldots}^{(N)} \prod S_{\rho}(t)\right) \tag{1.32}
\end{equation*}
$$

We now prove this system to be stable; according to Lyapunov control theory [Slotine and Weiping, 1991], stability happens when the following two conditions are satisfied:

1. The energy functional $E(S)$ from Eq. 1.30, expressed as a function of the units, is bounded, and thus $E(S) \in\left[E_{\text {inf }}, E_{\text {sup }}\right]$.
2. The derivative of the energy functional $\frac{d E(S)}{d t}$ is negative or zero, hence $\frac{d E(S)}{d t} \leq 0$.

It can be readily seen that the energy functional is bounded: regardless of the values of the units, the lowest value $E_{\text {inf }}$ that Eq. 1.30 can reach is $E_{\text {inf }}=-\sum_{\sigma, n}\left|w_{\sigma}^{(n)}\right|$, while its maximum value stands for $E_{\text {sup }}=\sum_{\sigma, n}\left|w_{\sigma}^{(n)}\right|$. We now differentiate the energy functional

$$
\begin{equation*}
\frac{d E(S)}{d t}=\nabla E(S) \frac{d S}{d t}=\sum_{i=1}^{N} \frac{\partial E(S)}{\partial S_{i}} \frac{d S_{i}}{d t} \tag{1.33}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial E(S)}{\partial S_{i}}=-w_{i}^{(1)}-\sum_{j} w_{i j}^{(2)} S_{j}-\sum_{j<k} w_{i j k}^{(3)} S_{j} S_{k}-\ldots \tag{1.34}
\end{equation*}
$$

notice now that we can write Eq. 1.32 as

$$
\begin{align*}
\frac{d S_{i}(t)}{d t} & =-S_{i}+\operatorname{sgn}\left(w_{i}^{(1)}+\sum_{j} w_{i j}^{(2)} S_{j}(t)+\ldots+w_{i j k \ldots}^{(N)} \prod S_{\rho}(t)\right) \\
& =-S_{i}-\operatorname{sgn}\left(\frac{\partial E(S)}{\partial S_{i}}\right) \tag{1.35}
\end{align*}
$$

so

$$
\begin{equation*}
\frac{d E(S)}{d t}=\sum_{i=1}^{N}\left(-\frac{\partial E(S)}{\partial S_{i}}\right)\left(S_{i}+\operatorname{sgn}\left(\frac{\partial E(S)}{\partial S_{i}}\right)\right) \tag{1.36}
\end{equation*}
$$

We now analyze the values of $\frac{\partial E(S)}{\partial S_{i}} \frac{d S_{i}}{d t}$ depending on the sign of $\frac{\partial E(S)}{\partial S_{i}}$. If $\frac{\partial E(S)}{\partial S_{i}}=-k<0$ for $k \in \Re^{+}$, then

$$
\begin{equation*}
\frac{\partial E(S)}{\partial S_{i}} \frac{d S_{i}}{d t}=-k\left(S_{i}+\operatorname{sgn}(-k)\right)=-k\left(1-S_{i}\right) \tag{1.37}
\end{equation*}
$$

If $S_{i}=1$, then $1-S_{i}=0$; on the other hand, if $S_{i}=-1$ then $1-S_{i}=2$ and, regardless of the value of $S_{i}, \frac{\partial E(S)}{\partial S_{i}} \frac{d S_{i}}{d t} \leq 0$. We conclude this proof by discussing the case where $\frac{\partial E(S)}{\partial S_{i}}=k>0$ for $k \in \Re^{+}$. Now

$$
\begin{equation*}
\frac{\partial E(S)}{\partial S_{i}} \frac{d S_{i}}{d t}=-k\left(S_{i}+\operatorname{sgn}(k)\right)=-k\left(S_{i}+1\right) \tag{1.38}
\end{equation*}
$$

where $S_{i}+1=0$ for $S_{i}=-1$ and $S_{i}+1=2$ for $S_{i}=1$, hence $\frac{\partial E(S)}{\partial S_{i}} \frac{d S_{i}}{d t} \leq 0$ always and $\frac{d E(S)}{d t} \leq 0$ irrespective of the value of $S_{i}$. Then, this system is stable.

This high order model increases the capacity of the Hopfield neural network [Burshtein, 1998], which for some patterns can reach

$$
\begin{equation*}
V_{\max }=\frac{N^{n}}{2(n+1) \lambda_{n} \ln N} \tag{1.39}
\end{equation*}
$$

where $N$ stands for the units on the neural network, $n$ is the maximum number of units that a weight is connecting and

$$
\begin{equation*}
\lambda_{n}=\frac{(2 n)!}{n!2^{n}} \tag{1.40}
\end{equation*}
$$

However, both the representation of the neural network and its learning process become more difficult as $n$ increases, due to the large quantity of weights that the neural network
has. For an $n$-th order Hopfield network with $N$ units, the total number of weights $N_{w}$ becomes

$$
\begin{equation*}
N_{w}=\binom{N}{1}+\binom{N}{2}+\binom{N}{3}+\ldots+\binom{N}{n} \tag{1.41}
\end{equation*}
$$

as for $n=N, N_{w}$ becomes $N_{w}=2^{N}-1$. Hence, if we are interested in using a high order Hopfield network with a large number of units, it becomes a non-practical, though powerful, model.

## Chapter 2

## The Boltzmann Machine

### 2.1 Introduction

The Boltzmann Machine (BM) [Aarts and Korst, 1989] is a recurrent, stochastic neural network with the ability of learning and extrapolating probability distributions. Though it can be seen as an enhanced, probabilistic model that has evolved from the Hopfield [Hopfield, 1982] neural network, it was originally conceived as a parallel implementation of the Simulated Annealing (SA) [Kirkpatrick et al., 1983] optimization algorithm. In order to provide the system with an analytical learning expression, D. H. Ackley, T. J. Sejnowski and G. E. Hinton [Ackley et al., 1985] proposed a measure of the error between a probability distribution to learn and the BM own distribution -this value is known as the Kullback-Leibler [Kullback, 1959] distance.

The Simulated Annealing algorithm, whose dynamics describe the behavior of the Boltzmann Machine, is briefly explained in section 2.2. Section 2.3 is devoted to the analysis of the standard BM algorithm and its extension to the high order Boltzmann Machine (HOBM) [Sejnowski, 1987] model. Finally, the Boltzmann Machine learning equations, the main drawbacks of the BM and its standard learning solutions (as used nowadays) are discussed in section 2.4.

### 2.2 Simulated Annealing

The Simulated Annealing [Kirkpatrick et al., 1983] algorithm is a powerful, global stochastic optimization algorithm that numerically emulates the behavior of a given material under the process known as annealing. This process consists on heating it until liquid state is reached; this condition will lead to a random walk across all its feasible energetic states where it is equally possible to find its atoms on any spin direction. This material should be slowly cooled upon absolute zero, and so a perfect crystal structure would be obtained; at this point it would render on a global energetic minimum. However, since it is not possible to reach such temperature value, the quantity that is minimized instead is the Helmholtz free energy $\mathcal{F}$

$$
\begin{equation*}
\mathcal{F}=E-T S \tag{2.1}
\end{equation*}
$$

where $T$ stands for the real temperature, $E$ is the internal energy of the system and $S$ its entropy.

In this section, the combinatorial optimization algorithm known as the Simulated Annealing algorithm is briefly described. The first part of this section presents the Metropolis algorithm as the original concept that led to the design of this method. It then proceeds by discussing the standard implementation for the SA algorithm.

### 2.2.1 The Metropolis algorithm

The Simulated Annealing was inspired by the Metropolis algorithm [Metropolis et al., 1953], which is a numerical method originally proposed as a way to simulate the behavior of a solid under a heat bath via Monte Carlo (MC) [Rubinstein, 1981] techniques: the Metropolis algorithm allows the simulation of thermal equilibrium situation for any ergodic physical system. It works by first proposing an initial random energetic state $\alpha$ with an associated energy value $E_{\alpha}$. A transition to a new random state $\beta$ is then generated; this new state will have an energy value $E_{\beta}$. If the quantity $\Delta E=E_{\beta}-E_{\alpha}$ is negative, state $\beta$ is accepted as the new departing state. Otherwise, $\beta$ is accepted with a certain
probability $p(\alpha \rightarrow \beta)$ such as

$$
\begin{equation*}
p(\alpha \rightarrow \beta)=\mathrm{e}^{\frac{E_{\alpha}-E_{\beta}}{k_{B} T}}, \tag{2.2}
\end{equation*}
$$

where $k_{B}$ is a physical constant known as the Boltzmann constant and $T$ is the temperature of the heat bath. This algorithm can also be carried out if Eq. 2.2 is exchanged by

$$
\begin{equation*}
p(\alpha \rightarrow \beta)=\frac{1}{1+\mathrm{e}^{\left(E_{\beta}-E_{\alpha}\right) / k_{B} T}} \tag{2.3}
\end{equation*}
$$

which is widely used in the BM literature [Freeman and Skapura, 1993]. However, it can be shown that this expression causes the algorithm to reach convergence slower [Metropolis et al., 1953]. Thermal equilibrium is reached once the average number of transitions from any given state $\alpha$ to any other $\beta$ becomes the same [Itzykson and Drouffe, 1991], hence

$$
\begin{equation*}
p(\alpha \rightarrow \beta) p_{\alpha}=p(\beta \rightarrow \alpha) p_{\beta} \tag{2.4}
\end{equation*}
$$

Upon reaching thermal equilibrium, the probability of being on a given state $\alpha$ is given by the Boltzmann-Gibbs probability distribution

$$
\begin{equation*}
p(\alpha)=\frac{\mathrm{e}^{-\frac{E_{\alpha}}{k_{B} T}}}{\mathcal{Z}} \tag{2.5}
\end{equation*}
$$

where $\mathcal{Z}$ is known as the partition function and stands for

$$
\begin{equation*}
\mathcal{Z}=\sum_{\gamma} \mathrm{e}^{-\frac{E_{\gamma}}{k_{B} T}} \tag{2.6}
\end{equation*}
$$

### 2.2.2 The Simulated Annealing algorithm

The annealing process is a physical procedure which consists on heating a given material upon reaching a liquid state, to slowly cool it until becoming a solid structure. If the cooling process is slow enough, this solid state will have a crystal-like structure, thus reaching a state where the energy is minimum. The Simulated Annealing was born as a combinatorial optimization technique [Kirkpatrick et al., 1983] that emulated this process by multiple repetition of the Metropolis algorithm: temperature would be slowly decreased and thermal equilibrium reached at each Metropolis algorithm run.

The temperature value that is used at each Metropolis algorithm run is defined as a succession of monotonically decreasing $K$ values. This succession of temperatures will simulate the temperature variations through the annealing process and is known as the cooling schedule [Aarts and Korst, 1989]. For each different temperature $T_{k}$ from the cooling schedule, the algorithm must iterate until reaching thermal equilibrium. However, this is not often feasible in practical terms, and thereafter a number of iterations $m_{k}$ is associated to each temperature of the cooling schedule.

Let a cost function $f$ be a combinatorial function which depends on a given $P$ variables vector

$$
\begin{equation*}
\vec{x}_{i}=\left(x_{1}^{(i)}, x_{2}^{(i)}, \ldots, x_{p}^{(i)}, \ldots, x_{P}^{(i)}\right) \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{x}_{i} \neq \vec{x}_{j}, \quad \forall i \neq j \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{i}=f\left(\vec{x}_{i}\right)=f\left(x_{1}^{(i)}, x_{2}^{(i)}, \ldots, x_{p}^{(i)}, \ldots, x_{P}^{(i)}\right) \tag{2.9}
\end{equation*}
$$

we will assume however that there are $N \rightarrow \infty$ possible instances of $\vec{x}_{i}$, and therefore it is not feasible to optimize $f$ by exhaustive search. The Simulated Annealing algorithm will compute the Metropolis algorithm with probability

$$
\begin{equation*}
p=\mathrm{e}^{\frac{f_{i}-f_{j}}{T_{k}}} \tag{2.10}
\end{equation*}
$$

where $j$ is the transition from $i$

$$
\begin{equation*}
f_{j}=f\left(\vec{x}_{j}\right)=f\left(x_{1}^{(j)}, x_{2}^{(j)}, \ldots, x_{p}^{(j)}, \ldots, x_{P}^{(j)}\right) \tag{2.11}
\end{equation*}
$$

Notice that the product $k_{B} T$ is replaced by the $k$-nth temperature from the cooling schedule $T_{k}$ as a stochastic control parameter. This process is carried out $m_{k}$ times for all the temperatures of the cooling schedule. It can be shown that for

$$
\begin{equation*}
T_{k+1}=T_{k}-\Delta T, \quad \Delta T \rightarrow 0 \tag{2.12}
\end{equation*}
$$

and having achieved real thermal equilibrium, thus $m_{k} \rightarrow \infty$ at each $T_{k}$, the algorithm always finishes on a global minimum (this is, the smallest value that the function takes
in a point within its entire domain) [Aarts and Korst, 1989]. Since it is computationally exhausting to fulfill such conditions, the only statement that one can be made certain is that a good cooling schedule will lead to a minimum that is close to the global one.

### 2.3 The Boltzmann Machine as a Neural Network

The Simulated Annealing algorithm can also be defined as a parallel algorithm [Aarts and Korst, 1989, Younes, 1994] though in this case it is often known as the Boltzmann Machine [Ackley et al., 1985]. This is actually a stochastic neural network model whose dynamic is SA based, though we will not detail how the BM is used as a parallel optimization tool -modeling a given task to be suitable for a parallel BM processing is usually hard [Aarts and Korst, 1987, Koenig et al., 1992, Oyama, 1993]- but we will rather center on its behavior as neural network.

The first part of this section describes the topology of the BM and the notation that has been used in this work. The dynamics are detailed in the next section according to the two main algorithms that are used to simulate the behavior of the model: the Simulated Annealing and Mean Field (MF) algorithms. The first one is used when one is interested on reaching a given probability distribution with the neural network, because it can be used to attain a statistically exact estimation of its behavior. On the other hand, the Mean Field algorithm is an inexact, though a much faster approach. This section concludes with the introduction of the BM model known as the high order Boltzmann Machine, whose weights may connect more than two units and up to the whole network.

### 2.3.1 Topology of the BM

Standard units from a BM are commonly referred to as $S_{i}$, it is commonly accepted that such units may take either two valued $[-1,+1]$ [Hertz et al., 1991] or standard binary $[0,1]$ [Freeman and Skapura, 1993] values. Though there are researchers who have developed four state complex units [Rager, 1992], quasi continuous [Lin and Lee, 1995]
or even continuous valued neurons [Beiu et al., 1992, Parra and Deco, 1993], we will stick to the standard $S_{i}=[-1,+1]$ definition. These units are distributed on a three layer recurrent topology, with input, hidden or output neurons that may be connected with no restrictions; notation as shown on Fig. 2.1 will be used through this work to represent them.


Figure 2.1: Notation for input (a), hidden (b) and output (c) units.

There are two possible structures for any BM: the Termination BM or the InputOutput BM, which are depicted on Fig. 2.2. The Termination BM is a model whose input units are also used as outputs, with the same topology as the Hopfield model with added hidden units. The Input-Output BM is a three layer structure with separate input, hidden and output layers. In this latter case, input units are assigned a value which can not change until the final output of the neural network is calculated; when a unit on a BM is not allowed to change its state it is commonly referred to as being a clamped unit.


Figure 2.2: Termination BM (a) and Input-Output BM (b).

Each pair of units $S_{i}, S_{j}$ is connected by a symmetric weight $w_{i j}=w_{j i}$, this is com-
monly depicted as a line linking both neurons. A full set of weights from a BM is numerically represented by using a real-valued symmetric matrix with zero diagonal -units can not receive feedback from themselves. It is possible for the neural network to have all its units connected to bias terms. These are written down as $h_{i}$, and they are represented as a short line starting from their respective units $S_{i}$. However, since we will be using densely connected BM models through this work, we will not use this notation. Weights linking units will be depicted as square lines that are separated from the units. In this sense, bias terms will also be considered as weights and thereafter they will be represented as short lines that will not begin at the unit. This notation is depicted in Fig. 2.3, where two biased, connected hidden units $S_{i}, S_{j}$ are shown. Notice however that the label for each connection is written down at its side.


Figure 2.3: Two hidden units linked by weight $w_{i j}$, and biases $h_{i}, h_{j}$.

We finally show a two inputs neural network with a hidden and an output unit in Fig. 2.4. The input units have been labeled as $S_{i_{1}}$ and $S_{i_{2}}$, while the hidden unit is referred as $S_{h}$ and the output neuron as $S_{o}$. Weights linking the units are depicted in the same figure, notice then that there are no connections among the input units: since they are not allowed to change their state, these values are not needed.


Figure 2.4: Two input units neural network with one hidden unit and an output unit.

### 2.3.2 Dynamics and algorithm for a BM

The dynamics of the Boltzmann Machine can be described in terms of an ergodic physical system. In this sense, the SA algorithm is used to simulate its behavior considering that the units of the neural network provide the orientation of the electrons from the system. The energy functional of the system is that of a real one

$$
\begin{equation*}
E=-\frac{1}{2} \sum w_{i j} S_{i} S_{j}-\sum h_{i} S_{i} \tag{2.13}
\end{equation*}
$$

this model is usually referred to as the Ising model [Hazewinkel and Vinogradov, 1995] from statistical physics [Itzykson and Drouffe, 1991]. This expression is dependent on the units, weights and biases of the neural network; this is the same functional as the Hopfield model. When the BM has to compute any input vector $\gamma$, input units are clamped to its values; they are unable to change their state until the simulation ends. The energy functional is then evaluated by using the SA algorithm, though it is not intended to achieve a global optimization solution: the cooling schedule is rather designed to achieve thermal equilibrium at each temperature. As a result, the states of the units change according to a stochastic dynamic until reaching a final state $\alpha$ for the output units, a state $\beta$ for the hidden layer and the already known clamped state $\gamma$ for the input neurons, thus reaching a state $\{\alpha, \beta \mid$ Inputs $=\gamma\}$ that will result on an energy value $E_{\alpha, \beta \mid \gamma}$. The probability of finding the neural network in such state is given by the Boltzmann probability distribution

$$
\begin{equation*}
p(\alpha, \beta \mid \text { Inputs }=\gamma)=\frac{\mathrm{e}^{-\frac{E_{\alpha, \beta \mid \gamma}}{T_{K}}}}{\mathcal{Z}_{\gamma}}, \tag{2.14}
\end{equation*}
$$

where $T_{K}$ is the final temperature from the cooling schedule and $\mathcal{Z}_{\gamma}$ is the partition function with the input units clamped at a vector $\gamma$; this is actually a normalization constant which sums over all feasible energetic states

$$
\begin{equation*}
\mathcal{Z}_{\gamma}=\sum_{\mu, \nu} \mathrm{e}^{-\frac{E_{\mu, \nu, \gamma}}{T_{K}}} \tag{2.15}
\end{equation*}
$$

In the following, and for a clearer notation purpose, we will define

$$
\begin{align*}
& p(\alpha \mid \gamma)=p(\alpha \mid \text { Inputs }=\gamma)  \tag{2.16}\\
& p(\alpha, \beta \mid \gamma)=p(\alpha, \beta \mid \text { Inputs }=\gamma) \tag{2.17}
\end{align*}
$$

as conditioned probability distributions. Notice that the marginal probability distribution definition is used to relate $p(\alpha)$ with $p(\alpha, \beta)$

$$
\begin{equation*}
p(\alpha)=\sum_{\beta} p(\alpha, \beta) \tag{2.18}
\end{equation*}
$$

where the sum is for all feasible combination of states that the hidden units may take.
We now describe the algorithm for a $n_{i}$ input, $n_{h}$ hidden and $n_{o}$ output units BM. The process that is used to simulate the behavior of the BM can be described through the following steps [Freeman and Skapura, 1993]:

1. Set a given state $\gamma$ to the input units.
2. Set the first temperature $T_{1}$ from the cooling schedule.
3. Select a random hidden or output unit $S_{i}$. This unit will change its state to $-S_{i}$ according to the SA probability

$$
\begin{equation*}
p\left(S_{i} \rightarrow-S_{i}\right)=\mathrm{e}^{\frac{E_{\alpha, \beta \mid \gamma}\left(S_{i}\right)-E_{\alpha, \beta \mid \gamma}\left(-S_{i}\right)}{T_{1}}}, \tag{2.19}
\end{equation*}
$$

where $E_{\alpha, \beta \mid \gamma}\left(S_{i}\right)$ and $E_{\alpha, \beta \mid \gamma}\left(-S_{i}\right)$ correspond to $E_{\alpha, \beta \mid \gamma}$ when evaluated at $S_{i}$ and $-S_{i}$, respectively. This step is carried out $n_{h}+n_{o}$ times.
4. Carry out the previous step $m_{1}$ times. Notice then that an iteration of the cooling schedule is accounted when all the units of the neural network that are not fixed at a certain value have had the opportunity of being selected.
5. Repeat this process for each $T_{k}$ temperature from the cooling schedule, upon reaching the final $T_{K}$ final temperature.

Since the neural network is expected to achieve thermal equilibrium, it is able to reproduce a probability distribution. The corresponding probability distribution function (p.d.f.) has to be estimated by carrying out enough iterations of the previous algorithm, because this is only a reaction to a given input instance. Since the system is on a thermal equilibrium situation, one could estimate the p.d.f. by following these steps:
6. Repeat step 3 at temperature $T_{K}$ as many times as desired and store how many times a given state has been selected.
7. Estimate the vale of the probability distribution function according to the previous results.

This probability distribution reproducing ability can be used as a probability estimation tool [Kappen, 1993, Thathachar and Arvind, 1999], in the same sense that nonstochastic neural networks can extrapolate functions. Notice though that there are two probability values that the neural network is unable to reproduce, which are 0 and 1 , as those would require $E_{\alpha, \beta, \gamma} \rightarrow \pm \infty$. Since it is not possible to reach such values for the energy functional, a Boltzmann Machine can not be asked to learn exact 0 nor 1 probability values, though there are techniques for approximate such patterns while learning is carried out [Hertz et al., 1991].

### 2.3.3 The mean field equations

The analysis of BM dynamics can however become complex when dealing with a high number of neurons. The behavior of the multiple units of the neural network can be approximated by using the mean field equations [Amit, 1989], where the BM is considered a physical system whose units are real electrons. This model then uses an interaction term $w_{i j}$ between each pair of units; their orientation is written down as $S_{i}=[-1,+1]$, and an external influence is set up as $h_{i}$. These are the same terms as the biases from the neural network. The mean field equations provide the mean value of the neurons

$$
\left\langle S_{i}\right\rangle=\tanh \left(\sum_{j=1}^{N} \frac{w_{i j}}{T}\left\langle S_{j}\right\rangle+\frac{h_{i}}{T}\right)
$$

at a certain $T$ value which is the last temperature of the cooling schedule. This equation is used to generate a coupled system of equations that is solved by the fixed point iteration algorithm [Press et al., 1993]. Notice then that the result is always the same [Itzykson and Drouffe, 1991] for a given fixed $\left\{w_{i j}\right\},\left\{h_{i}\right\}$ set of weights and biases. Due to this property,
this model it is often referred to as the deterministic Boltzmann Machine [Kappen, 1995]. The complete probability distribution is then computed by approximating the correlations of the system

$$
\begin{aligned}
& \left\langle S_{i} S_{j}\right\rangle \simeq\left\langle S_{i}\right\rangle\left\langle S_{j}\right\rangle \\
& \left\langle S_{i} S_{j} S_{k}\right\rangle \simeq\left\langle S_{i}\right\rangle\left\langle S_{j}\right\rangle\left\langle S_{k}\right\rangle
\end{aligned}
$$

$$
\begin{equation*}
\ldots \tag{2.20}
\end{equation*}
$$

We now deduce the mean field equations, by using an approximation that is found by working out a Legendre transform [Arnold, 1997] of the Helmholtz free energy [Peterson and Anderson, 1987]. This quantity is minimal when the system reaches equilibrium at the last temperature of the cooling schedule

$$
\begin{equation*}
\mathcal{F}=E-T S=-\ln \mathcal{Z} \tag{2.21}
\end{equation*}
$$

$\mathcal{Z}$ being the partition function of the Boltzmann probability distribution

$$
\begin{equation*}
\mathcal{Z}=\sum_{\mu, \nu} \mathrm{e}^{-E_{\mu, \nu} / T} \tag{2.22}
\end{equation*}
$$

The Legendre transform of the Helmholtz free energy creates a new energy functional $\mathcal{G}$ that depends both on the bias terms $h_{i}$ and the expected value of the given units $\left\langle S_{i}\right\rangle$. This new expression is known as the Gibbs free energy

$$
\begin{equation*}
\mathcal{G}=\mathcal{F}-\sum_{i} \frac{h_{i}}{T} \frac{\partial \mathcal{F}}{\partial h_{i}} \tag{2.23}
\end{equation*}
$$

and we will use it to find some function that relates $h_{i}$ with $\left\langle S_{i}\right\rangle$. The Gibbs energy can be approximated by an expansion that is known as the Plefka [Plefka, 1982] expansion when $h_{i} \gg w_{i j}$. We then define a constant term $\lambda \simeq 0$ such that $w_{i j}=\lambda w_{i j}^{\prime}$ and then

$$
\begin{equation*}
E=-\sum_{i} h_{i}-\sum_{i<j} S_{i} S_{j} w_{i j}=-\sum_{i} h_{i}-\lambda \sum_{i<j} S_{i} S_{j} w_{i j}^{\prime} \simeq-\sum_{i} h_{i} \tag{2.24}
\end{equation*}
$$

so we now consider that the Gibbs free energy is function of $\left\langle S_{i}\right\rangle$ and $\lambda$, while $\mathcal{F}$ is function of $h_{i}$ and $\lambda$. Then

$$
\begin{equation*}
\mathcal{G}\left(\left\langle S_{i}\right\rangle, \lambda\right)=\mathcal{F}\left(h_{i}, \lambda\right)-\sum_{i} \frac{h_{i}}{T} \frac{\partial \mathcal{F}}{\partial h_{i}} . \tag{2.25}
\end{equation*}
$$

We need to add this $\lambda$ term because the Plefka expansion states that

$$
\begin{equation*}
\left.\mathcal{G}\left(\left\langle S_{i}\right\rangle, \lambda\right)\right|_{\lambda \simeq 0} \simeq \mathcal{G}\left(\left\langle S_{i}\right\rangle, 0\right)+\lambda \frac{\partial \mathcal{G}\left(\left\langle S_{i}\right\rangle, 0\right)}{\partial \lambda}+\mathcal{O}\left(\lambda^{2}\right) \tag{2.26}
\end{equation*}
$$

thus considering that $\mathcal{O}\left(\lambda^{2}\right) \rightarrow 0$ and therefore is negligible -this term however has been approximated in a more precise expansion in Ref. [Kuroki et al., 1999]. We now analyze both terms from the right hand side (rhs) of Eq. 2.26 to reach an expression that can be used to relate $h_{i}$ with $\left\langle S_{i}\right\rangle$. The process begins by calculating the derivative $\left.\frac{\partial \mathcal{F}}{\partial h_{i}}\right|_{\lambda=0}$, where

$$
\begin{equation*}
E=-\sum_{i} h_{i}, \tag{2.27}
\end{equation*}
$$

is assumed. The Boltzmann probability distribution $p$ is thus approximated by using only the bias terms of the units from the neural network

$$
\begin{equation*}
p=\frac{\mathrm{e}^{\sum_{i} \frac{h_{i}}{T} S_{i}^{\alpha}}}{\sum_{S_{i}} \mathrm{e}^{\sum_{i} \frac{h_{i}}{T} S_{i}}}, \tag{2.28}
\end{equation*}
$$

where the sum at the partition function $\mathcal{Z}=\sum_{S_{i}} \mathrm{e}^{\sum_{i} \frac{h_{i}}{T} S_{i}}$ is carried out for all the values that these units can take. Now, we proceed

$$
\begin{align*}
\left.\frac{\partial \mathcal{F}}{\partial h_{i}}\right|_{\lambda=0} & =-\frac{1}{\mathcal{Z}} \frac{\partial \mathcal{Z}}{\partial h_{i}} \\
& =-\frac{1}{\sum_{S_{i}} \mathrm{e}^{\sum_{i} \frac{h_{i}}{T} S_{i}}} \sum_{S_{i}} S_{i} \mathrm{e}^{\sum_{i} \frac{h_{i}}{T} S_{i}} \\
& =-\tanh \left(\frac{h_{i}}{T}\right)=-\left\langle S_{i}\right\rangle . \tag{2.29}
\end{align*}
$$

This expression can be inverted to place $\left\langle S_{i}\right\rangle$ as function of $h_{i}$ in Eq. 2.23

$$
\begin{equation*}
h_{i}=T \ln \left(\sqrt{\frac{1+\left\langle S_{i}\right\rangle}{1-\left\langle S_{i}\right\rangle}}\right)=T \ln \left(\sqrt{\frac{1+\left\langle S_{i}\right\rangle}{1-\left\langle S_{i}\right\rangle}}\right), \tag{2.30}
\end{equation*}
$$

so we arrive at

$$
\begin{equation*}
\mathcal{G}\left(\left\langle S_{i}\right\rangle, \lambda\right)=\mathcal{F}\left(h_{i}, \lambda\right)+\sum_{i}\left\langle S_{i}\right\rangle \ln \left(\sqrt{\frac{1+\left\langle S_{i}\right\rangle}{1-\left\langle S_{i}\right\rangle}}\right) . \tag{2.31}
\end{equation*}
$$

We now replace the Helmholtz free energy for the expression of the partition function for $\lambda \simeq 0$, thus

$$
\begin{align*}
\mathcal{G}\left(\left\langle S_{i}\right\rangle, 0\right) & =-\left.\ln \mathcal{Z}\right|_{\lambda=0}+\sum_{i}\left\langle S_{i}\right\rangle \ln \left(\sqrt{\frac{1+\left\langle S_{i}\right\rangle}{1-\left\langle S_{i}\right\rangle}}\right) \\
& =-\ln \sum_{S_{i}} \mathrm{e}^{\sum_{i} \ln \left(\sqrt{\frac{1+\left\langle S_{i}\right\rangle}{1-\left\langle S_{i}\right\rangle}}\right) S_{i}}+\sum_{i}\left\langle S_{i}\right\rangle \ln \left(\sqrt{\frac{1+\left\langle S_{i}\right\rangle}{1-\left\langle S_{i}\right\rangle}}\right) \\
& =\sum_{i}\left(\frac{1+\left\langle S_{i}\right\rangle}{2} \ln \frac{1+\left\langle S_{i}\right\rangle}{2}+\frac{1-\left\langle S_{i}\right\rangle}{2} \ln \frac{1-\left\langle S_{i}\right\rangle}{2}\right) . \tag{2.32}
\end{align*}
$$

We now need to calculate the derivative from the Plefka expansion at Eq. 2.26

$$
\begin{align*}
\frac{\partial \mathcal{G}}{\partial \lambda} & =-\frac{\partial \ln \mathcal{Z}}{\partial \lambda}+\frac{\partial\left(\sum_{i} \frac{h_{i}}{T}\left\langle S_{i}\right\rangle\right)}{\partial \lambda}=-\left.\frac{1}{\mathcal{Z}} \frac{\partial\left(\sum_{S_{i}} \mathrm{e}^{-\sum_{i} \frac{h_{i}}{T} S_{i}+\lambda \sum_{i<j} \frac{w_{i j}^{\prime}}{T} S_{i} S_{j}}\right)}{\partial \lambda}\right|_{\lambda=0} \\
& =-\frac{\sum_{S_{i}, S_{j}} \sum_{i<j} w_{i j}^{\prime} S_{i} S_{j} \mathrm{e}^{\sum \frac{h_{i}}{T} S_{i}+\lambda \frac{\sum_{S_{i}, S_{j} \sum_{i<j} w_{i j}^{\prime} S_{i} S_{j}}^{T}}{T \mathcal{Z}}}}{} \begin{array}{l} 
\\
\\
\end{array}=-\frac{\sum_{S_{i}, S_{j}} \sum_{i<j} w_{i j}^{\prime} S_{i} S_{j} \mathrm{e}^{\sum \frac{h_{i}}{T} S_{i}}}{T \mathcal{Z}} \\
& =-\sum_{i<j} \frac{w_{i j}^{\prime}}{T}\left\langle S_{i}\right\rangle\left\langle S_{j}\right\rangle
\end{align*}
$$

since

$$
\begin{equation*}
\frac{\partial\left(\sum_{i} \frac{h_{i}}{T}\left\langle S_{i}\right\rangle\right)}{\partial \lambda}=0 \tag{2.34}
\end{equation*}
$$

as it does not depend on $\lambda$. We now take Eq. 2.26 and undo the normalization of the weights $w_{i j}=\lambda w_{i j}^{\prime}$ thus arriving at

$$
\begin{align*}
\mathcal{G}\left(\left\langle S_{i}\right\rangle, \lambda\right) & \simeq \sum_{i}\left(\frac{1+\left\langle S_{i}\right\rangle}{2} \ln \frac{1+\left\langle S_{i}\right\rangle}{2}+\frac{1-\left\langle S_{i}\right\rangle}{2} \ln \frac{1-\left\langle S_{i}\right\rangle}{2}\right)-\lambda \sum_{i<j} \frac{w_{i j}^{\prime}}{T}\left\langle S_{i}\right\rangle\left\langle S_{j}\right\rangle \\
& =\sum_{i}\left(\frac{1+\left\langle S_{i}\right\rangle}{2} \ln \frac{1+\left\langle S_{i}\right\rangle}{2}+\frac{1-\left\langle S_{i}\right\rangle}{2} \ln \frac{1-\left\langle S_{i}\right\rangle}{2}\right)-\sum_{i<j} \frac{w_{i j}}{T}\left\langle S_{i}\right\rangle\left\langle S_{j}\right\rangle \tag{2.35}
\end{align*}
$$

where $w_{i j} \ll h_{i}$. Notice now that the differentiation of the Gibbs energy functional will lead to a minimum of the Helmholtz free energy -it is a property of the Legendre transform.

Furthermore, this minimum value of $\mathcal{F}$ is only achieved at thermal equilibrium in the lowest temperature of the cooling schedule, therefore this is the point where we want to compute the mean values of the neurons. Due to the Legendre transform properties, one can state that

$$
\begin{equation*}
\frac{\partial \mathcal{G}}{\partial\left\langle S_{i}\right\rangle}=\frac{h_{i}}{T} \tag{2.36}
\end{equation*}
$$

so

$$
\begin{align*}
\frac{\partial \mathcal{G}}{\partial\left\langle S_{i}\right\rangle} & =\frac{1}{2} \ln \left(\frac{1+\left\langle S_{i}\right\rangle}{2}\right)+\frac{1}{2}-\frac{1}{2} \ln \left(\frac{1-\left\langle S_{i}\right\rangle}{2}\right)-\frac{1}{2}+\frac{\partial\left(-\sum_{i<j} \frac{w_{i j}}{T}\left\langle S_{i}\right\rangle\left\langle S_{j}\right\rangle\right)}{\partial\left\langle S_{i}\right\rangle} \\
& =\frac{1}{2} \ln \left(\frac{1+\left\langle S_{i}\right\rangle}{2}\right)-\frac{1}{2} \ln \left(\frac{1-\left\langle S_{i}\right\rangle}{2}\right)+\frac{\partial\left(-\sum_{i<j} \frac{w_{i j}}{T}\left\langle S_{i}\right\rangle\left\langle S_{j}\right\rangle\right)}{\partial\left\langle S_{i}\right\rangle} \\
& =\operatorname{atanh}\left(\left\langle S_{i}\right\rangle\right)+\frac{\partial\langle H\rangle}{\partial\left\langle S_{i}\right\rangle}=\frac{h_{i}}{T}, \tag{2.37}
\end{align*}
$$

and, finally

$$
\begin{equation*}
\left\langle S_{i}\right\rangle=\tanh \left(\frac{h_{i}}{T}-\frac{\partial\left(-\sum_{i<j} \frac{w_{i j}}{T}\left\langle S_{i}\right\rangle\left\langle S_{j}\right\rangle\right)}{\partial\left\langle S_{i}\right\rangle}\right) \tag{2.38}
\end{equation*}
$$

hence we arrive at the Mean Field equations

$$
\left\langle S_{i}\right\rangle=\tanh \left(\frac{h_{i}}{T}+\sum_{j} \frac{w_{i j}}{T}\left\langle S_{j}\right\rangle\right)
$$

which are a good approximation as far as $h_{i} \gg w_{i j}$. From this expression we can see that Hopfield neural network equations can be recalled as an Ising model where temperature has reached zero value [Hertz et al., 1991, Baldi and Venkatesh, 1993]. Notice then that

$$
\begin{equation*}
S_{i}=\lim _{T \rightarrow 0} \tanh \left(\frac{h_{i}}{T}+\sum_{j} \frac{w_{i j}}{T}\left\langle S_{j}\right\rangle\right)=\operatorname{sgn}\left(h_{i}+\sum_{j} w_{i j} S_{j}\right) . \tag{2.39}
\end{equation*}
$$

Though the deterministic BM is faster to compute, standard Monte Carlo simulation must be used when the BM is either reproducing or extrapolating probability distributions, since it is unable to provide exact values for coupled correlations or the probability distribution for the output units.

### 2.3.4 The high order Boltzmann Machine

The high order Boltzmann Machine [Sejnowski, 1987] is an extension to the original model where weights may connect more than two units, even up to $N$ units on an $N$ units neural network. From now on, any weight from both standard BM and HOBM will be represented by denoting the number of units it connects as $(n)$

$$
\begin{equation*}
w_{\sigma}^{(n)} \tag{2.40}
\end{equation*}
$$

while $\sigma$ stands for the label of the units that the weight links. Bias terms and standard weights now change their notation into

$$
\begin{align*}
h_{i} & =w_{i}^{(1)}  \tag{2.41}\\
w_{i j} & =w_{i j}^{(2)} \tag{2.42}
\end{align*}
$$

while a third order weight would be expressed as $w_{i j k}^{(3)}$. This connection, which links units $S_{i}, S_{j}$ and $S_{k}$ is depicted on Fig. 2.5.


Figure 2.5: A third order weight connecting output units $S_{i}, S_{j}$ and $S_{k}$.

The energy functional changes according to the newly introduced set of weights; for an $N$ units Boltzmann Machine it reads as

$$
\begin{equation*}
E=-\sum_{i} w_{i}^{(1)} S_{i}-\sum_{i<j} w_{i j}^{(2)} S_{i} S_{j}-\sum_{i<j<k} w_{i j k}^{(3)} S_{i} S_{j} S_{k}-\ldots-w_{12 \ldots N}^{(N)} S_{1} S_{2} \ldots S_{N} \tag{2.43}
\end{equation*}
$$

this expression is best written down [Albizuri et al., 1995, Burshtein, 1998] on a compact notation

$$
\begin{equation*}
E=-\sum_{n, \sigma} w_{\sigma}^{(n)} \prod_{\rho} S_{\rho} \tag{2.44}
\end{equation*}
$$

Despite the addition of these new, higher order connections, the HOBM has exactly the same dynamics as the standard BM [Sejnowski, 1987]: it still uses the Simulated

Annealing algorithm to simulate thermal equilibrium and to reach the Boltzmann probability distribution. Though the new energy functional is used instead of the standard one, the neural network is still able to learn and extrapolate a probability distribution [Kosmatopoulos and Christodoulou, 1994]. Mean Field equations are also defined on a HOBM basis [Tanaka, 1999], equations do now stand for

$$
\begin{equation*}
\left\langle S_{i}\right\rangle=\tanh \left(\frac{w_{i}^{(1)}}{T}+\sum_{j}^{N} \frac{w_{i j}^{(2)}}{T}\left\langle S_{j}\right\rangle+\sum_{j, k}^{N} \frac{w_{i j k}^{(3)}}{T}\left\langle S_{j}\right\rangle\left\langle S_{k}\right\rangle+\ldots+\frac{w_{\sigma}^{(N)}}{T} \prod\left\langle S_{\rho}\right\rangle\right) \tag{2.45}
\end{equation*}
$$

however they are still an approximation that works as far as $w_{i}^{(1)}$ is higher enough than the other values.

### 2.4 Learning on Boltzmann Machines

In this section, the learning process of the Boltzmann Machine is described. The learning equations that are used on a standard BM are analyzed in the first part of this section; this is used as an introduction to a next part where the learning process is briefly described. We then explain how this algorithm is applied to a high order Boltzmann Machine; the section is concluded by introducing an optional learning process based on the Mean Field approach, where the quantities needed to compute the weight updates are approximated.

### 2.4.1 Learning expression for a standard BM

The Boltzmann Machine has the feature of being able to learn and extrapolate probability distributions; this ability forces the usage of a metric that is able to relate both the pattern that we want the neural network to learn and its own (Boltzmann) distribution. The measure that describes this distance best is known as the Kullback-Leibler [Kullback, 1959] distance

$$
\begin{equation*}
G=\sum_{\gamma} p(\gamma) \sum_{\alpha} r(\alpha \mid \gamma) \ln \frac{r(\alpha \mid \gamma)}{p(\alpha \mid \gamma)} \tag{2.46}
\end{equation*}
$$

When $G$ is applied to a BM, $r(\alpha \mid \gamma)$ is the probability distribution that we would
like the neural network to learn and $p(\alpha \mid \gamma)$ is the Boltzmann probability distribution. In this expression, $p(\alpha \mid \gamma)$ reads as the Boltzmann probability of finding an output state $\alpha$ when a state $\gamma$ has been set in the input units and $r(\alpha \mid \gamma)$ as the desired probability distribution to be learned from the training set [Hertz et al., 1991]. It can be shown that $G>0$ for any $p(\alpha \mid \gamma) \neq r(\alpha \mid \gamma)$ and that it reaches the global minimum $G=0$ when $p(\alpha \mid \gamma)=r(\alpha \mid \gamma)$. In absence of hidden units, this function is a convex function [Albizuri et al., 1996]. If hidden units are added, the shape of $G$ is uncertain, though the global minimum still happens at $p(\alpha \mid \gamma)=r(\alpha \mid \gamma)$. Gradient descent is commonly used to find the update rule for weights and biases [Ackley et al., 1985]

$$
\begin{align*}
\Delta w_{i}^{(1)} & =-\eta \frac{\partial G}{\partial w_{i}^{(1)}}  \tag{2.47}\\
\Delta w_{i j}^{(2)} & =-\eta \frac{\partial G}{\partial w_{i j}^{(2)}} \tag{2.48}
\end{align*}
$$

where $\eta$ is an arbitrary constant. The Kullback distance can be best differentiated with the aid of the properties of the logarithm

$$
\begin{align*}
G & =\sum_{\gamma} p(\gamma) \sum_{\alpha} r(\alpha \mid \gamma) \ln \frac{r(\alpha \mid \gamma)}{p(\alpha \mid \gamma)}  \tag{2.49}\\
& =\sum_{\gamma} p(\gamma) \sum_{\alpha} r(\alpha \mid \gamma)(\ln r(\alpha \mid \gamma)-\ln p(\alpha \mid \gamma)) \tag{2.50}
\end{align*}
$$

The inclusion of hidden units to the neural network is denoted by adding a term $\beta$ to the probability distribution $p(\alpha \mid \gamma)$ for $p(\alpha, \beta \mid \gamma)$. Notice however that the probability distribution that the hidden units may reach is often worthless: they are used to increase the learning capacity of the BM, and we do not care about the values they take as far as the output units reproduce a given probability distribution. We calculate $p(\alpha \mid \gamma)$ as a marginal probability sum

$$
\begin{equation*}
p(\alpha \mid \gamma)=\sum_{\beta} p(\alpha, \beta \mid \gamma)=\sum_{\beta} \frac{e^{-\frac{1}{T} E_{\alpha, \beta \mid \gamma}}}{\mathcal{Z}_{\gamma}} \tag{2.51}
\end{equation*}
$$

the inclusion of these hidden units is applied to the partition function under a $\nu$ term

$$
\begin{equation*}
\mathcal{Z}_{\gamma}=\sum_{\mu, \nu} e^{-\frac{1}{T} E_{\mu, \nu \mid \gamma}} \tag{2.52}
\end{equation*}
$$

since the partition function sums over all feasible states; in this case input units are clamped at a state $\gamma$. We will work both bias and weight updating expressions by setting a generic order $(n)$ on a standard weight $w_{\sigma}^{(n)}$; hence

$$
\begin{align*}
\frac{\partial G}{\partial w_{\sigma}^{(n)}} & =-\sum_{\gamma} p(\gamma) \sum_{\alpha} r(\alpha \mid \gamma) \frac{\partial \ln p(\alpha \mid \gamma)}{\partial w_{\sigma}^{(n)}} \\
& =-\sum_{\gamma} p(\gamma) \sum_{\alpha} r(\alpha \mid \gamma) \frac{1}{p(\alpha \mid \gamma)} \frac{\partial p(\alpha \mid \gamma)}{\partial w_{\sigma}^{(n)}} \tag{2.53}
\end{align*}
$$

since $r(\alpha \mid \gamma)$ does not depend on $w_{\sigma}^{(n)}$ and thereafter $\frac{\partial r(\alpha \mid \gamma)}{\partial w_{\sigma}^{(n)}}=0$. We now differentiate the energy functional

$$
\begin{equation*}
\frac{\partial E_{\alpha, \beta \mid \gamma}}{\partial w_{\sigma}^{(n)}}=-\prod_{\rho \in \sigma} S_{\rho}^{\alpha, \beta \mid \gamma} \tag{2.54}
\end{equation*}
$$

where $S_{\rho}^{\alpha, \beta \mid \gamma}$ stands for either a hidden or output unit whose state depends on the input units state $\gamma$. In this sense, notice that the output units state $\alpha$ from $S_{\rho}^{\alpha, \beta \mid \gamma}$ is fixed. We now calculate $\frac{\partial p(\alpha \mid \gamma)}{\partial w_{\sigma}^{(n)}}$, thus

$$
\begin{equation*}
\frac{\partial p(\alpha \mid \gamma)}{\partial w_{\sigma}^{(n)}}=\sum_{\beta}\left(\frac{\frac{1}{T} \prod_{\rho \in \sigma} S_{\rho}^{\alpha, \beta \mid \gamma} e^{-\frac{1}{T} E_{\alpha, \beta \mid \gamma}} \mathcal{Z}_{\gamma}-e^{-\frac{1}{T} E_{\alpha, \beta \mid \gamma}} \frac{\partial \mathcal{Z}_{\gamma}}{\partial w_{\sigma}^{(n)}}}{\mathcal{Z}_{\gamma}^{2}}\right) \tag{2.55}
\end{equation*}
$$

where differentiation of the partition function is required

$$
\begin{equation*}
\frac{\partial \mathcal{Z}_{\gamma}}{\partial w_{\sigma}^{(n)}}=\sum_{\mu, \nu} e^{-\frac{1}{T} E_{\mu, \nu \mid \gamma}} \frac{1}{T} \prod_{\rho \in \sigma} S_{\rho}^{\gamma}=\frac{1}{T} Z_{\gamma}\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\gamma}\right\rangle \tag{2.56}
\end{equation*}
$$

$E_{\mu, \nu \mid \gamma}$ being the energy functional value obtained when input units get clamped at a state
$\gamma$. Finally

$$
\begin{align*}
\frac{\partial G}{\partial w_{\sigma}^{(n)}} & =-\sum_{\gamma} p(\gamma) \sum_{\alpha} \frac{r(\alpha \mid \gamma)}{p(\alpha \mid \gamma)} \sum_{\beta}\left(\frac{\frac{1}{T} \prod_{\rho \in \sigma} S_{\rho}^{\alpha, \beta \mid \gamma} e^{-\frac{1}{T} E_{\alpha, \beta \mid \gamma} \mathcal{Z}_{\gamma}}-e^{-\frac{1}{T} E_{\alpha, \beta \mid \gamma} \frac{\partial \mathcal{Z}_{\gamma}}{\partial w_{\sigma}^{(n)}}}}{\mathcal{Z}_{\gamma}^{2}}\right) \\
& =-\frac{1}{T} \sum_{\gamma} p(\gamma) \sum_{\alpha} \frac{r(\alpha \mid \gamma)}{p(\alpha \mid \gamma)} \sum_{\beta}\left(\frac{\prod_{\rho \in \sigma} S_{\rho}^{\alpha, \beta \mid \gamma} e^{-\frac{1}{T} E_{\alpha, \beta \mid \gamma}}}{\mathcal{Z}_{\gamma}}-\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\gamma}\right\rangle \frac{e^{-\frac{1}{T} E_{\alpha, \beta \mid \gamma}}}{\mathcal{Z}_{\gamma}}\right) \\
& =-\frac{1}{T} \sum_{\gamma} p(\gamma) \sum_{\alpha} \sum_{\beta}\left(\frac{\prod_{\rho \in \sigma} S_{\rho}^{\alpha, \beta \mid \gamma} e^{-\frac{1}{T} E_{\alpha, \beta \mid \gamma}}}{\mathcal{Z}_{\gamma}}-\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\gamma}\right\rangle \frac{e^{-\frac{1}{T} E_{\alpha \mid \gamma}}}{\mathcal{Z}_{\gamma}}\right) \\
& =-\frac{1}{T} \sum_{\gamma} p(\gamma)\left(\sum_{\alpha, \beta} \frac{\prod_{\rho \in \sigma} S_{\rho}^{\alpha, \beta \mid \gamma} e^{-\frac{1}{T} E_{\alpha, \beta \mid \gamma}}}{\mathcal{Z}_{\gamma}}-\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\gamma}\right\rangle \sum_{\alpha, \beta} \frac{e^{-\frac{1}{T} E_{\alpha, \beta \mid \gamma}}}{\mathcal{Z}_{\gamma}}\right) \\
& =-\frac{1}{T} \sum_{\gamma} p(\gamma)\left(\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\alpha, \beta \mid \gamma}\right\rangle-\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\gamma}\right\rangle\right) \tag{2.57}
\end{align*}
$$

These expectation values are computed for each different $\gamma$ vector, therefore effectively calculating

$$
\begin{align*}
& \sum_{\gamma} p(\gamma)\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\alpha, \beta \mid \gamma}\right\rangle=\overline{\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\alpha, \beta \mid \gamma}\right\rangle}  \tag{2.58}\\
& \sum_{\gamma} p(\gamma)\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\gamma}\right\rangle=\overline{\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\gamma}\right\rangle} \tag{2.59}
\end{align*}
$$

now we arrive at

$$
\begin{align*}
\frac{\partial G}{\partial w_{\sigma}^{(n)}} & =-\frac{1}{T} \sum_{\gamma} p(\gamma)\left(\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\alpha, \beta \mid \gamma}\right\rangle-\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\gamma}\right\rangle\right) \\
& =-\frac{1}{T}\left(\overline{\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\alpha, \beta \mid \gamma}\right\rangle}-\overline{\left\langle\prod_{\rho \in \sigma} S_{\rho}^{\gamma}\right\rangle}\right\rangle \tag{2.60}
\end{align*}
$$

This expression is commonly written down as

$$
\begin{equation*}
\frac{\partial G}{\partial w_{\sigma}^{(n)}}=-\frac{\eta}{T}\left(\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle^{*}-\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle\right) \tag{2.61}
\end{equation*}
$$

where the $*$ term indicates that the correlations are computed for a fixed input and output pattern to both input and output units; notice then that only hidden units are
allowed to change. The units that are not allowed to change are referred to as being clamped, and the estimation of these correlations is known as clamped phase. On the other hand, the quantity with no $*$ is computed by setting a given input pattern to the input layer but allowing the remaining neurons from the neural network to change their state freely; according to the dynamics of the system. The process where these correlations are estimated is known as free phase. In essence, we can say that this expression compares the probability distribution that we want the neural network to learn (this is, the clamped phase) against its own Boltzmann distribution (the free phase). The final update rule for both bias and weights becomes

$$
\begin{equation*}
\Delta w_{\sigma}^{(n)}=\frac{\eta}{T}\left(\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle^{*}-\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle\right) \tag{2.62}
\end{equation*}
$$

Since we are working with a standard BM, weights are restricted to second order $-n=2$ - and bias terms $-n=1$-, and then

$$
\begin{align*}
\Delta w_{i}^{(1)} & =\frac{\eta}{T}\left(\left\langle S_{i}\right\rangle^{*}-\left\langle S_{i}\right\rangle\right),  \tag{2.63}\\
\Delta w_{i j}^{(2)} & =\frac{\eta}{T}\left(\left\langle S_{i} S_{j}\right\rangle^{*}-\left\langle S_{i} S_{j}\right\rangle\right) . \tag{2.64}
\end{align*}
$$

### 2.4.2 Learning algorithm for a BM

Now that we have seen how the learning expressions of a Boltzmann Machine are deduced, we describe how these quantities are computed on a typical BM. Let us have a standard BM learning pattern $\{\Gamma, \mathcal{A}\}$ consisting of $V$ vectors, which describes the input and output states

$$
\begin{equation*}
\{\Gamma, \mathcal{A}\}=\left(\left\{\gamma_{1}, \alpha_{1}\right\}\left\{\gamma_{2}, \alpha_{2}\right\} \ldots\left\{\gamma_{V}, \alpha_{V}\right\}\right) \tag{2.65}
\end{equation*}
$$

for the input and output units, and the associated set of probabilities $\vec{p}=\left(p_{1}, p_{2}, \ldots, p_{V}\right)$ in which they happen. We will also consider that the neural network has $n_{i}$ input units, $n_{h}$ hidden units and $n_{o}$ output neurons. The learning algorithm is carried out by following these steps [Freeman and Skapura, 1993]:

1. Get the first learning vector $\left\{\gamma_{1}, \alpha_{1}\right\}$ from the learning pattern. Fix the input units to a state $\gamma_{1}$ and the output neurons to a state $\alpha_{1}$, this will begin the clamped phase.
2. Carry out the simulation process to the neural network until it reaches thermal equilibrium at the last temperature $T_{K}$ from the cooling schedule, thus selecting only hidden units to carry out the SA process. Consider then that a single iteration of the cooling schedule will run $n_{h}$ times, since these are the units that can change their state.
3. Carry out the probability estimation process to the BM for $m$ iterations, as described in section 2.3.2. Calculate $\left\langle S_{i} S_{j}\right\rangle^{*}$ and $\left\langle S_{i}\right\rangle^{*}$ as

$$
\begin{align*}
& \left\langle S_{i} S_{j}\right\rangle^{*}=\sum_{v} \sum_{S_{i}, S_{j}} p_{v} S_{i} S_{j}  \tag{2.66}\\
& \left\langle S_{i}\right\rangle^{*}=\sum_{v} \sum_{S_{i}} p_{v} S_{i} \tag{2.67}
\end{align*}
$$

4. Get again the first learning vector $\left\{\gamma_{1}, \alpha_{1}\right\}$ from the learning pattern. Fix the input units to a state $\gamma_{1}$, this will begin the free phase.
5. Carry out the simulation process to the neural network until it reaches thermal equilibrium at the last temperature $T_{K}$ from the cooling schedule, just as seen on the simulation process. Notice though that an iteration now runs $n_{h}+n_{o}$ times the cooling schedule.
6. Carry out the probability estimation process to the BM for $m$ iterations. Calculate $\left\langle S_{i} S_{j}\right\rangle$ and $\left\langle S_{i}\right\rangle$.
7. Repeat this process from step 1 and compute the mean values and expectation values for the whole learning pattern.
8. Update the weights according to the learning expression from Eqs. 2.63 and 2.64.
9. Repeat this whole process until all $\Delta w_{i j}^{(2)}<\varepsilon$ and all $\Delta w_{i}^{(1)}<\varepsilon$, where $\varepsilon$ is an arbitrarily small value that is selected for convergence means.

Notice now that this algorithm solves a standard MC integration [Press et al., 1993] algorithm when computing the correlations and expectation values. Thus, the relative error $E r r_{R}$ is about

$$
\begin{equation*}
E r r_{R} \propto \frac{1}{\sqrt{m}} \tag{2.68}
\end{equation*}
$$

being $m$ the number of samples. This is also the number of iterations that are carried out at the last vale of the cooling schedule, once the system has reached thermal equilibrium. The absolute error $E r r_{A}$ for a given correlation on a BM is calculated as

$$
\begin{equation*}
E \operatorname{Err} A_{A}=2 E r r_{R}, \tag{2.69}
\end{equation*}
$$

since 2 is the spanning range of both correlations and expectation values. Therefore, the absolute error can be expressed as function of $m$

$$
\begin{equation*}
E r r_{A} \propto \frac{2}{\sqrt{m}} \tag{2.70}
\end{equation*}
$$

This expression means that the Boltzmann Machine has to be simulated about $\frac{\sqrt{m}}{2}$ times in order to perform a weight update once with a precision proportional to $E r r_{A}$. Learning process is typically carried out until $\Delta w_{\sigma}^{(n)}<\varepsilon$, where $\varepsilon$ is an arbitrarily small value. Notice that $\operatorname{Err}_{A}$ and $\varepsilon$ are closely related: if it happens that $\operatorname{Err}_{A}>\varepsilon$ the learning algorithm will not be able to finish on a reliable solution, because we can not ensure that the same correlations have an implicit error bigger than this quantity. This has been so far the issue with Boltzmann Machines, as the associated computational cost for the learning algorithm prevents widespread usage of the neural network.

### 2.4.3 Learning on a HOBM

Learning on a high order Boltzmann Machine is also carried out by Kullback-Leibler distance optimization between the own probability distribution of the neural network and
the probability distribution that we want it to know. This operation results in

$$
\Delta w_{\sigma}^{(n)}=\frac{\eta}{T}\left(\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle^{*}-\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle\right)
$$

for a third order BM [Sejnowski, 1987] it would read as

$$
\begin{equation*}
\Delta w_{i j k}^{(3)}=\frac{\eta}{T}\left(\left\langle S_{i} S_{j} S_{k}\right\rangle^{*}-\left\langle S_{i} S_{j} S_{k}\right\rangle\right) \tag{2.71}
\end{equation*}
$$

However, higher order correlations become harder to estimate by Monte Carlo means [Graña et al., 1997] and though the inclusion of these terms provides an enhanced learning capability to the neural network [Albizuri et al., 1997], the algorithm does also greatly increase in complexity [Tanaka, 1999]. Now it becomes a compromise between many high order weights or many hidden units to reach similar capabilities on different neural networks. A valid solution is so far shown in Ref. [Albizuri et al., 1996]: the Kullback distance on an $n$-th order Boltzmann Machine with no hidden units is always a convex function, and therefore the algorithm will always reach a final solution. In order to decrease the complexity needed to compute the higher order correlations, the proposed Boltzmann Machine uses high order weights that connect any quantity of input units to either one or two output neurons. It is straightforward seen that, for a given set of $n$ free units $\left[S_{i_{1}}, S_{i_{2}}, \ldots, S_{i_{n}}\right]$ and a given set of $m$ clamped units $\left[S_{j_{1}}^{*}, S_{j_{2}}^{*}, \ldots, S_{j_{m}}^{*}\right]$, correlation for a weight with order $m+n$ can be computed as

$$
\begin{equation*}
\left\langle S_{i_{1}} S_{i_{2}} \cdots S_{i_{n}} S_{j_{1}}^{*} S_{j_{2}}^{*} \cdots S_{j_{m}}^{*}\right\rangle=\left\langle S_{i_{1}} S_{i_{2}} \cdots S_{i_{n}}\right\rangle S_{j_{1}}^{*} S_{j_{2}}^{*} \cdots S_{j_{m}}^{*} \tag{2.72}
\end{equation*}
$$

hence, any high order connection involving two free units will be computed as

$$
\begin{equation*}
\left\langle S_{i_{1}} S_{i_{2}} S_{j_{1}}^{*} S_{j_{2}}^{*} \cdots S_{j_{m}}^{*}\right\rangle=\left\langle S_{i_{1}} S_{i_{2}}\right\rangle S_{j_{1}}^{*} S_{j_{2}}^{*} \cdots S_{j_{m}}^{*} \tag{2.73}
\end{equation*}
$$

no matter the order of the weight.
The conclusion is that for a fully connected HOBM with no hidden units whose high order terms connect no more than two output units, we will have higher learning capabilities [Graña et al., 1997, Tanaka, 1999] than on a standard BM. Furthermore, the learning algorithm will always provide the best solution that this topology is able to learn from a
given dataset, being it convex, it is guaranteed that a global optimum of the KullbackLeibler distance is found. However, the high number of weights that are used on this structure increases the complexity of this implementation.

### 2.4.4 The Mean Field learning solution

The Mean Field theory application to the Boltzmann Machine learning problem was first proposed as the naive mean field learning process in Ref. [Peterson and Anderson, 1987], with the approximation of the system coupled correlations by the product of their expectation values

$$
\begin{equation*}
\left\langle S_{i} S_{j}\right\rangle \simeq\left\langle S_{i}\right\rangle\left\langle S_{j}\right\rangle, \tag{2.74}
\end{equation*}
$$

where $\left\langle S_{i}\right\rangle$ is found by numerically solving the Mean Field equations, as seen in section 2.3.3

$$
\left\langle S_{i}\right\rangle=\tanh \left(\frac{w_{i}^{(1)}}{T}+\sum \frac{w_{i j}^{(2)}}{T}\left\langle S_{j}\right\rangle\right)
$$

The main point on using the mean field for the learning process is that correlations are approximated analytically and faster than using Monte Carlo methods. Mean field learning on a Boltzmann Machine is often referred to as learning on deterministic Boltzmann Machines [Hagiwara, 1992], and it is a standard solution for hardware implementations [Schneider and Card, 1993]. On the other hand, a more precise learning rule than the naive mean field method was proposed by Ref. [Kappen and Rodriguez, 1998]. This method is based in the Linear Response Theory [Parisi, 1988]

$$
\begin{equation*}
\left\langle S_{i} S_{j}\right\rangle=\left\langle S_{i}\right\rangle\left\langle S_{i}\right\rangle+A_{i j}, \tag{2.75}
\end{equation*}
$$

where $A_{i j}$ stands for the $i j$ position of the following $\mathcal{A}$ matrix

$$
\begin{equation*}
\mathcal{A}=\left(\frac{\delta_{i j}}{1-\left\langle S_{i}\right\rangle^{2}}-\frac{1}{T} \mathcal{W}\right)^{-1} \tag{2.76}
\end{equation*}
$$

$\mathcal{W}$ being the matrix that represents the weights connecting the units from the neural network. Notice that this matrix is symmetric with zero diagonal, since the weights of a

BM are bidirectional and units are not connected to themselves. On the other hand, $\delta_{i j}$ is the Kronecker delta

$$
\delta_{i j}= \begin{cases}1, & \text { if } \quad i=j \\ 0, & \text { if } \quad i \neq j\end{cases}
$$

The mean field learning method has been widely used as an easy BM implementation [Kappen and Wiegerinck, 2001], since the learning algorithm is performed faster than the standard MC based algorithm. As a consequence, it has impulsed research about third [Tanaka, 1999] and fourth [Leisink and Kappen, 2000] order correlations estimation for a MF, HOBM model. However, the relationship within weights and updates is not so direct as a matrix inverse. Furthermore, the model has not yet been able to overcome some serious drawbacks: if the neural network is reproducing a probability distribution, it needs an annealing process (which becomes harder due to the higher order weights), and the bias terms must still represent a significant value on the energy functional or the solution will loose accuracy.

## Chapter 3

## The process of Decimation

### 3.1 Introduction

Decimation is a technique that is used in statistical physics to reduce the size of the current system to another similar one, yet retaining most of its features [Cardy, 1996]. It can be used to focus on a fragment of the given material, hence reducing the complexity of the associated calculus. In terms of a Boltzmann Machine [Saul and Jordan, 1994], it becomes a procedure which allows us to make a transformation from a complex neural network to another smaller without loss of its properties. This means that the new network is an equivalent BM without one of its original units while the remaining ones yet retain the same behavior. This process is shown in Fig. 3.1, where a central unit $S_{d}$ connected to units $S_{i}, S_{j}$ and $S_{k}$ is decimated, thus creating a new set of connections linking these neurons.


Figure 3.1: Applied example of decimation.

In practical terms, decimation is applied to a Boltzmann Machine when one is interested on analytically finding the quantities that are needed at the learning stage

$$
\begin{equation*}
\Delta w_{\sigma}^{(n)}=\frac{\eta}{T}\left(\left\langle\prod_{\rho=1}^{n} S_{\rho}\right\rangle^{*}-\left\langle\prod_{\rho=1}^{n} S_{\rho}\right\rangle\right) \tag{3.1}
\end{equation*}
$$

which should otherwise be estimated by using Monte Carlo means. The decimation process as presented in Ref. [Saul and Jordan, 1994] was conceived to be applied iteratively for each pair of connected units. The topology of a BM where decimation could be applied was therefore referred to as decimatable [Rüger et al., 1996], an example of this structure is depicted in Fig. 3.2. This neural network would be decimated in order to update weight $w_{i j}^{(2)}$, thus computing the correlation value between $S_{i}$ and $S_{j}$. The process would then be repeated for each pair of connected units in order to compute all the required correlations and expectation values.


Figure 3.2: Decimatable structure and decimated model.

This chapter is organized as follows: section 3.2 presents the decimation process as proposed in Ref. [Saul and Jordan, 1994] and as further extended in Ref. [Rüger, 1997]. Section 3.3 is devoted to explaining how these methods are used to compute exact expectation values and correlations in the Boltzmann Machine. The main drawbacks of the standard decimation process, the high order Decimation (HOD) method [Farguell et al., 2008] and the way that it overcomes the problems that are found when applying decimation and a full discussion of its equations are analyzed in section 3.4. The chapter proceeds then with an extension to the high order Decimation that has been named as the Multiple Decimation process, thus allowing to algorithmically implement the HOD, and is concluded with some results of the HOD method applied to a set of learning problems.

### 3.2 Decimation applied to the BM

This section describes the application of the decimation process to a neural network such as the Boltzmann Machine. We start with an introduction to the equations that explain how standard decimation works, and why is it made possible on some given topologies of BM. The foregoing parts of this section are used to describe from the most basic to the most complex decimation procedures.

### 3.2.1 Main concepts from decimation

The basic idea behind the decimation procedure is to suppress a given unit $S_{d}$ connected to its neighboring set of units $\mathcal{S}$ by a set of weights $\left\{w_{d}^{(1)}, w_{d i}^{(2)}\right\}$, and substitute it with a new equivalent set of connections. This process is carried out at the last temperature from the cooling schedule, which is the equilibrium temperature of the BM ; therefore this value is constant. The dependency on temperature can then be assimilated by the weights if they are normalized

$$
\begin{align*}
& J_{i j}^{(2)}=\frac{w_{i j}^{(2)}}{T},  \tag{3.2}\\
& J_{i}^{(1)}=\frac{w_{i}^{(1)}}{T}, \tag{3.3}
\end{align*}
$$

$T$ being the last temperature from the cooling schedule, $w_{i j}^{(2)}$ the weight connecting units $S_{i}$ and $S_{j}$ and $w_{i}^{(1)}$ the bias term from unit $S_{i}$. The Boltzmann probability distribution, the partition function and the energy functional now read as

$$
\begin{align*}
& p(\alpha)=\frac{\mathrm{e}^{-\mathcal{E}_{\alpha}}}{\mathcal{Z}}  \tag{3.4}\\
& \mathcal{Z}=\sum_{\mu} \mathrm{e}^{-\mathcal{E}_{\mu}}  \tag{3.5}\\
& \mathcal{E}=-\frac{1}{2} \sum J_{i j}^{(2)} S_{i} S_{j}-\sum J_{i}^{(1)} S_{i} \tag{3.6}
\end{align*}
$$

The master equation of decimation stands for [Farguell et al., 2007]

$$
\begin{equation*}
\ln \left(\frac{1}{2} \sum_{S_{d}=-1}^{+1} \mathrm{e}^{\sum J_{d \sigma}^{(n)} S_{d} \prod_{\rho \in \sigma} S_{\rho}}\right)=G^{(0)}+\sum_{n=1, \sigma}^{2} G_{\sigma}^{(n)} \prod_{\rho \in \sigma} S_{\rho}, \tag{3.7}
\end{equation*}
$$

where $J_{d \sigma}^{(n)}$ are the weights from the original neural network that connect any $S_{\rho}$ unit with the one to decimate $S_{d}$ and $G_{\sigma}^{(n)}$ are the weights of the resulting BM.

We now discuss this equation: we begin from a given neural network with a set of units $\left\{\mathcal{S}, S_{d}\right\}$; these can take a certain state $\alpha_{d}$ with an energy value $\mathcal{E}_{\alpha_{d}}$. Once the decimation process is carried out, the resulting neural network still keeps the set of units $\{\mathcal{S}\}$, but unit $S_{d}$ is decimated. As a consequence, the resulting model has no weights linking unit $S_{d}$ to any other neuron. Let $\alpha_{d}$ be then an energy state on a BM with associated energy value $\mathcal{E}_{\alpha_{d}}\left(\mathcal{S}, S_{d}\right)$. This state is due to a set of neurons $\left\{\mathcal{S}, S_{d}\right\}$ which have taken a certain combination of values where $S_{d}$ is undefined

$$
\begin{equation*}
\mathcal{E}_{\alpha_{d}}\left(\mathcal{S}, S_{d}\right)=-\sum J_{\sigma}^{(n)} \prod_{\rho \in \sigma} S_{\rho}-\sum J_{d \sigma}^{(n)} S_{d} \prod_{\rho \in \sigma} S_{\rho} \tag{3.8}
\end{equation*}
$$

this set of neurons $\mathcal{S}$ is connected through a set of temperature normalized weights $\left\{J_{d}^{(1)}, J_{d i}^{(2)}\right\}$ to the unit $S_{d}$, which is going to be decimated. The value of the energy depends on $S_{d}$, and thereafter we could reach $\mathcal{E}_{\alpha_{d}}(\mathcal{S},+1)$ for $S_{d}=+1$ and $\mathcal{E}_{\alpha_{d}}(\mathcal{S},-1)$ when $S_{d}=-1$. We now calculate the sum of the conditional probability distribution for all the possible values that unit $S_{d}$ can take, which are -1 and +1 . Thus

$$
\begin{equation*}
p(\alpha)=\left.p\left(\alpha_{d}\right)\right|_{S_{d}=1}+\left.p\left(\alpha_{d}\right)\right|_{S_{d}=-1} \tag{3.9}
\end{equation*}
$$

where the state $\alpha$ is a given combination of the set of units $\mathcal{S}$ and has an associated energy value $\mathcal{E}_{\alpha}(\mathcal{S})$, hence

$$
\begin{equation*}
p(\alpha)=\frac{\mathrm{e}^{-\mathcal{E}_{\alpha}(\mathcal{S})}}{\mathcal{Z}}, \tag{3.10}
\end{equation*}
$$

notice then that $\mathcal{E}_{\alpha}(\mathcal{S})$ depends on a different set of weights $\left\{\tilde{J}_{i}^{(1)}, \tilde{J}_{i j}^{(2)}\right\}$, for $i, j \neq d$, because the decimation process creates a new set of connections. Furthermore, $\mathcal{E}_{\alpha}(\mathcal{S})$ also depends on the units from the set $\mathcal{S}$

$$
\begin{equation*}
\mathcal{E}_{\alpha}(\mathcal{S})=-\sum \tilde{J}_{\sigma}^{(n)} \prod_{\rho \in \sigma} S_{\rho}, d \notin \sigma \tag{3.11}
\end{equation*}
$$

We now introduce $\Delta \mathcal{E}_{d}\left(\mathcal{S}, S_{d}\right)$ as the following quantity

$$
\begin{equation*}
\Delta \mathcal{E}_{d}\left(\mathcal{S}, S_{d}\right)=-\sum J_{d \sigma}^{(n)} S_{d} \prod_{\rho \in \sigma} S_{\rho}, \quad S_{\rho} \in \mathcal{S} \tag{3.12}
\end{equation*}
$$

which is straightforward used in combination with Eqs. 3.8 and 3.9, thus leading to

$$
\begin{align*}
p(\alpha) & =\left.p\left(\alpha_{d}\right)\right|_{S_{d}=1}+\left.p\left(\alpha_{d}\right)\right|_{S_{d}=-1} \\
& =\frac{\mathrm{e}^{\sum J_{\sigma}^{(n)}} \Pi_{\rho \in \sigma} S_{\rho}-\Delta \mathcal{E}_{d}(\mathcal{S},+1)}{\mathcal{Z}}+\frac{\mathrm{e}^{\sum J_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}-\Delta \mathcal{E}_{d}(\mathcal{S},-1)}}{\mathcal{Z}} \\
& =\mathrm{e}^{\sum J_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}}\left(\frac{\mathrm{e}^{-\Delta \mathcal{E}_{d}(\mathcal{S},+1)}}{\mathcal{Z}}+\frac{\mathrm{e}^{-\Delta \mathcal{E}_{d}(\mathcal{S},-1)}}{\mathcal{Z}}\right) \tag{3.13}
\end{align*}
$$

We now take from Ref. [Saul and Jordan, 1994] the original equation of decimation

$$
\begin{equation*}
\sum_{S_{d}=-1}^{+1} \mathrm{e}^{-\Delta \mathcal{E}_{d}\left(\mathcal{S}, S_{d}\right)}=\sqrt{C} \mathrm{e}^{\sum G_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}} \tag{3.14}
\end{equation*}
$$

where $G_{\sigma}^{(n)}$ are the unknown weights directly resulting from the decimation operation. If we apply this expression to the one in Eq. 3.13 we arrive at

$$
\begin{equation*}
p(\alpha)=\mathrm{e}^{\sum J_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}} \frac{\sqrt{C} \mathrm{e}^{\sum G_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}}}{\mathcal{Z}} \tag{3.15}
\end{equation*}
$$

Now it becomes necessary to work with the partition function in order to reach the following expression

$$
\begin{equation*}
\mathcal{Z}=\sqrt{C} \mathcal{Z}^{\prime} \tag{3.16}
\end{equation*}
$$

thus assuming that

$$
\begin{equation*}
\mathcal{Z}=\sum_{\gamma=1}^{\Gamma} \mathrm{e}^{-\mathcal{E}_{\gamma_{d}}\left(\mathcal{S}, S_{d}\right)} \tag{3.17}
\end{equation*}
$$

where the sum is carried out for all the possible states that $\left\{\mathcal{S}, S_{d}\right\}$ can reach. This expression also reads as

$$
\begin{equation*}
\mathcal{Z}=\sum_{\gamma=1}^{\Gamma} \mathrm{e}^{-\mathcal{E}_{\gamma}\left(\mathcal{S}, S_{d}\right)}=\sum_{\mathcal{S}, S_{d}} \mathrm{e}^{-\mathcal{E}_{\gamma_{d}}\left(\mathcal{S}, S_{d}\right)}, \tag{3.18}
\end{equation*}
$$

which leads us to

$$
\begin{align*}
\mathcal{Z} & =\sum_{\mathcal{S}, S_{d}} \mathrm{e}^{\sum J_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}+\sum J_{d \sigma}^{(n)} S_{d} \Pi_{\rho \in \sigma} S_{\rho}} \\
& =\sum_{\mathcal{S}} \mathrm{e}^{\sum J_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}} \sum_{S_{d}} \mathrm{e}^{\sum J_{d \sigma}^{(n)} S_{d} \Pi_{\rho \in \sigma} S_{\rho}} \\
& =\sum_{\mathcal{S}} \mathrm{e}^{\sum J_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}} \sqrt{C} \mathrm{e}^{\sum G_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}}=\sqrt{C} \mathcal{Z}^{\prime} \tag{3.19}
\end{align*}
$$

We now take Eq. 3.15 and combine it with the previous expression

$$
\begin{align*}
p(\alpha) & =\mathrm{e}^{\sum J_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}} \frac{\sqrt{C} \mathrm{e}^{\sum G_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}}}{\sqrt{C} \mathcal{Z}^{\prime}} \\
& =\frac{\mathrm{e}^{\sum J_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}+\sum G_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}}}{\mathcal{Z}^{\prime}} \tag{3.20}
\end{align*}
$$

and recall the definition of $\mathcal{E}_{\alpha}(\mathcal{S})$ from Eq. 3.11

$$
\mathcal{E}_{\alpha}(\mathcal{S})=-\sum \tilde{J}_{\sigma}^{(n)} \prod_{\rho \in \sigma} S_{\rho}, d \notin \sigma,
$$

thus arriving to the following equivalence

$$
\begin{equation*}
p(\alpha)=\frac{\mathrm{e}^{\sum J_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}+\sum G_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}}}{\mathcal{Z}^{\prime}}=\frac{\mathrm{e}^{\sum \tilde{J}_{\sigma}^{(n)} \Pi_{\rho \in \sigma} S_{\rho}}}{\mathcal{Z}^{\prime}} \tag{3.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{Z}^{\prime}=\sum_{\mathcal{S}} \mathrm{e}^{\sum J_{\sigma}^{(n)}} \Pi_{\rho \in \sigma} S_{\rho} \mathrm{e}^{\sum G_{\sigma}^{(n)}} \Pi_{\rho \in \sigma} S_{\rho}=\sum_{\mathcal{S}} \mathrm{e}^{\sum\left(J_{\sigma}^{(n)}+G_{\sigma}^{(n)}\right) \Pi_{\rho \in \sigma} S_{\rho}} \tag{3.22}
\end{equation*}
$$

Therefore, a new set of connections

$$
\begin{equation*}
\tilde{J}_{\sigma}^{(n)}=J_{\sigma}^{(n)}+G_{\sigma}^{(n)}, \tag{3.23}
\end{equation*}
$$

which link the set of units $\{\mathcal{S}\}$ is left in place of the decimated unit $S_{d}$. We have shown that the equality from Eq. 3.7 is used in order to decimate any structure, and that this expression is applied to a marginal probability sum of the unit that is currently being decimated. However, this equation is better written down if logarithm is applied at both sides [Farguell et al., 2007], and $\sqrt{C} / 2$ is placed into the exponential term with a new notation

$$
\ln \left(\frac{1}{2} \sum_{S_{d}=-1}^{+1} \mathrm{e}^{\sum J_{d \sigma}^{(n)} S_{d} \prod_{\rho \in \sigma} S_{\rho}}\right)=G^{(0)}+\sum_{n=1, \sigma}^{2} G_{\sigma}^{(n)} \prod_{\rho \in \sigma} S_{\rho}
$$

### 3.2.2 Parallel association

Parallel association is a weight addition that is carried out once decimation has been used over a given structure and a new set of weights has been generated. Hence, it does
not eliminate any unit, but it is used to combine the remaining weights of the neural network with the new set of connections. It is explained by working out its temperature normalized energy expression

$$
\begin{equation*}
\tilde{J}_{i j}^{(2)}=J_{i j}^{(2)}+G_{i j}^{(2)}, \tag{3.24}
\end{equation*}
$$

where $J_{i j}^{(2)}$ and $G_{i j}^{(2)}$ are the weights connecting units $S_{i}$ and $S_{j}$ and $\tilde{J}_{i j}^{(2)}$ the resulting connection. We can graphically see how parallel association works in Fig. 3.3.


Figure 3.3: Parallel association.

We now analyze how Eq. 3.24 is generated. Let $E$ be the energy functional of the structure depicted in Fig. 3.3

$$
\begin{equation*}
E=J_{i j}^{(2)} S_{i} S_{j}+G_{i j}^{(2)} S_{i} S_{j}=S_{i} S_{j}\left(J_{i j}^{(2)}+G_{i j}^{(2)}\right) \tag{3.25}
\end{equation*}
$$

so the new weight $\tilde{J}_{i j}^{(2)}$ is the addition of the original terms.


Figure 3.4: Parallel bias simplification.

An interesting fact of the parallel association is that one can add two bias terms by the same way or any set of clamped input units [Saul and Jordan, 1994], as depicted in Fig. 3.4. Notice then that the clamped units can be reduced to a set of parallel associated biases [DeGloria et al., 1993]: let $S_{i_{1}}$ and $S_{i_{2}}$ be two input units which are always clamped,
either when learning or on simulation process. These neurons are connected to a given biased unit $S_{j}$ by weights $J_{i_{1} j}^{(2)}, J_{i_{2} j}^{(2)}$. We refer the bias term as $J_{j}^{(1)}$ and, since these units are clamped when the learning process is carried out, one can proceed as follows

$$
\begin{equation*}
\tilde{J}_{j}^{(1)}=S_{i_{1}} J_{i_{1} j}^{(2)}+S_{i_{2}} J_{i_{2} j}^{(2)}+J_{j}^{(1)}, \tag{3.26}
\end{equation*}
$$

for each vector of a given learning pattern set.

### 3.2.3 Serial association

Serial association was originally proposed in Ref. [Saul and Jordan, 1994] as the most basic decimation procedure used to suppress a unit. This association can only be carried out when there is a single, unbiased unit that is linked to another two neurons, the process is depicted in Fig. 3.5.


Figure 3.5: Serial association.

Therefore, the structure of the neural network that is being used must be sparsely connected, because we will repeat this process to isolate each pair of connected units. We can see an example of a neural network where this process is applied in Fig. 3.6, thus rendering two units to compute their correlation analytically.

Let $S_{d}$ be a unit connected to units $S_{i}$ and $S_{j}$ by temperature normalized weights $J_{d i}^{(2)}$ and $J_{d j}^{(2)}$, respectively; the equation to perform standard serial association over $S_{d}$ is

$$
\begin{equation*}
G_{i j}^{(2)}=\frac{1}{2} \ln \left(\frac{\cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}\right)}{\cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}\right)}\right) \tag{3.27}
\end{equation*}
$$



Figure 3.6: Typical structure where serial decimation is applied to find the correlations of the units.
where $G_{i j}^{(2)}$ is the resulting weight. Equation 3.27 can be proven by recalling Eq. 3.7, hence

$$
\begin{align*}
\ln \left(\frac{1}{2} \sum_{S_{d}=-1}^{+1} \mathrm{e}^{J_{d i}^{(2)} S_{i} S_{d}+J_{d j}^{(2)} S_{j} S_{d}}\right) & =G^{(0)}+G_{i j}^{(2)} S_{i} S_{j}, \\
\ln \cosh \left(J_{d i}^{(2)} S_{i}+J_{d j}^{(2)} S_{j}\right) & =G^{(0)}+G_{i j}^{(2)} S_{i} S_{j} \tag{3.28}
\end{align*}
$$

where $G^{(0)}$ and $G_{i j}^{(2)}$ are the weights that result from the decimation process.

| $S_{i}$ | $S_{j}$ | $\ln \cosh \left(J_{d i}^{(2)} S_{i}+J_{d j}^{(2)} S_{j}\right)=G^{(0)}+G_{i j}^{(2)} S_{i} S_{j}$ |
| :---: | :---: | :---: |
| -1 | -1 | $\ln \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}\right)=G^{(0)}+G_{i j}^{(2)}$ |
| -1 | 1 | $\ln \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}\right)=G^{(0)}-G_{i j}^{(2)}$ |
| 1 | -1 | $\ln \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}\right)=G^{(0)}-G_{i j}^{(2)}$ |
| 1 | 1 | $\ln \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}\right)=G^{(0)}+G_{i j}^{(2)}$ |

Table 3.1: Serial association equations.

When all possible combinations of values for $S_{i}$ and $S_{j}$ are written down we arrive to the set of equations from table 3.1; such equations read as

$$
\begin{align*}
\ln \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}\right) & =G^{(0)}-G_{i j}^{(2)}  \tag{3.29}\\
\ln \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}\right) & =G^{(0)}+G_{i j}^{(2)} \tag{3.30}
\end{align*}
$$

this leads to

$$
G_{i j}^{(2)}=\frac{1}{2} \ln \left(\frac{\cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}\right)}{\cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}\right)}\right)
$$

This expression may be worked out to match with the original one from Ref. [Saul and Jordan, 1994], which reads as follows

$$
\begin{equation*}
\tanh \left(G_{i j}^{(2)}\right)=\tanh \left(J_{d i}^{(2)}\right) \tanh \left(J_{d j}^{(2)}\right) \tag{3.31}
\end{equation*}
$$

hence

$$
\begin{aligned}
G_{i j}^{(2)} & =\frac{1}{2} \ln \left(\frac{\cosh \left(J_{d i}^{(2)}\right) \cosh \left(J_{d j}^{(2)}\right)+\sinh \left(J_{d i}^{(2)}\right) \sinh \left(J_{d j}^{(2)}\right)}{\cosh \left(J_{d i}^{(2)}\right) \cosh \left(J_{d j}^{(2)}\right)-\sinh \left(J_{d i}^{(2)}\right) \sinh \left(J_{d j}^{(2)}\right)}\right) \\
& =\ln \left(\sqrt{\left.\frac{1+\frac{\sinh \left(J_{d i}^{(2)}\right) \sinh \left(J_{d j}^{(2)}\right)}{\cosh \left(J_{d i}^{(2)}\right) \cosh \left(J_{d j}^{(2)}\right)}}{1-\frac{\sinh \left(J_{d i}^{(2)}\right) \sinh \left(J_{d j}^{(2)}\right)}{\cosh \left(J_{d i}^{(2)}\right) \cosh \left(J_{d j}^{(2)}\right)}}\right)}\right. \\
& =\ln \left(\sqrt{\frac{1+\tanh \left(J_{d i}^{(2)}\right) \tanh \left(J_{d j}^{(2)}\right)}{1-\tanh \left(J_{d i}^{(2)}\right) \tanh \left(J_{d j}^{(2)}\right)}}\right) \\
& =\operatorname{atanh}\left(\tanh \left(J_{d i}^{(2)}\right) \tanh \left(J_{d j}^{(2)}\right)\right) .
\end{aligned}
$$

Finally

$$
\tanh \left(G_{i j}^{(2)}\right)=\tanh \left(J_{d i}^{(2)}\right) \tanh \left(J_{d j}^{(2)}\right)
$$



Figure 3.7: Serial association between a bias term and a weight.

Notice that this association can also be used to perform serial association between a bias term and a weight, as depicted in Fig. 3.7. If Eq. 3.28 is taken and unit $S_{j}$ is clamped at $S_{j}=1$ one arrives to

$$
\begin{equation*}
\ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)} S_{i}\right)=G^{(0)}+G_{i}^{(1)} S_{i} \tag{3.32}
\end{equation*}
$$

the following equations are obtained

$$
\begin{aligned}
\ln \cosh \left(J_{d}^{(1)}-J_{d i}^{(2)}\right) & =G^{(0)}-G_{i}^{(1)} \\
\ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)}\right) & =G^{(0)}+G_{i}^{(1)}
\end{aligned}
$$

which can finally be written down as

$$
\begin{equation*}
G_{i}^{(1)}=\frac{1}{2} \ln \left(\frac{\cosh \left(J_{d i}^{(2)}+J_{d}^{(1)}\right)}{\cosh \left(J_{d i}^{(2)}-J_{d}^{(1)}\right)}\right) \tag{3.33}
\end{equation*}
$$

### 3.2.4 Star-triangle decimation

Finally, we describe the most complex structure that decimation is able to handle [Rüger, 1997] and the process that is carried out when it is decimated. This association, which is known as star-triangle decimation, transforms a non-biased unit $S_{d}$ that is connected to units $S_{i}, S_{j}$ and $S_{k}$ by weights $J_{d i}^{(2)}, J_{d j}^{(2)}$ and $J_{d k}^{(2)}$ to a new structure that is composed of units $S_{i}, S_{j}, S_{k}$ and the weights $G_{i j}^{(2)}, G_{i k}^{(2)}, G_{j k}^{(2)}$ that link them; graphic for this conversion is shown in Fig. 3.8.


Figure 3.8: Star-triangle conversion.

The star-triangle association allows more complex structures to be decimated, thus increasing the number of connections that can be used in a given BM. The structures which allow usage of parallel, serial and star-triangle decimation are known as decimatable and a typical structure of this kind is depicted in Fig. 3.9. Notice that this structure is more densely connected than the one from Fig. 3.6, which was the one that allowed only serial association to be applied. The equations related to this process are written down as follows

$$
\begin{align*}
& \ln \left(\frac{1}{2} \sum_{S_{d}=-1}^{+1} \mathrm{e}^{J_{d i}^{(2)} S_{d} S_{i}+J_{d j}^{(2)} S_{d} S_{j}+J_{d k}^{(2)} S_{d} S_{k}}\right)=G^{(0)}+G_{i j}^{(2)} S_{i} S_{j}+G_{i k}^{(2)} S_{i} S_{k}+G_{j k}^{(2)} S_{j} S_{k}, \\
& \ln \cosh \left(J_{d i}^{(2)} S_{i}+J_{d j}^{(2)} S_{j}+J_{d k}^{(2)} S_{k}\right)=G^{(0)}+G_{i j}^{(2)} S_{i} S_{j}+G_{i k}^{(2)} S_{i} S_{k}+G_{j k}^{(2)} S_{j} S_{k}, \tag{3.34}
\end{align*}
$$

where $S_{d}$ is the decimated unit, which is connected to units $S_{i}, S_{j}$ and $S_{k}$ by the temperature normalized weights $J_{d i}^{(2)}, J_{d j}^{(2)}$ and $J_{d k}^{(2)}$.


Figure 3.9: Decimatable structure using a number of connections that the star-triangle procedure can handle. Notice the bias terms and the weights linking the output units.

When one is willing to use the star-triangle decimation procedure, it is necessary to generate the system of equations by giving proper values to units $S_{i}, S_{j}$ and $S_{k}$ from Eq. 3.34. This leads to the system of equations that can be seen on table 3.2 and, since

| $S_{i}$ | $S_{j}$ | $S_{k}$ | $\ln \cosh \left(J_{d i}^{(2)} S_{i}+J_{d j}^{(2)} S_{j}+J_{d k}^{(2)} S_{k}\right)=$ <br> $=G^{(0)}+G_{i j}^{(2)} S_{i} S_{j}+G_{i k}^{(2)} S_{i} S_{k}+G_{j k}^{(2)} S_{j} S_{k}$ |
| :---: | :---: | :---: | :---: |
| -1 | -1 | -1 | $\ln \cosh \left(-J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}+G_{i j}^{(2)}+G_{i k}^{(2)}+G_{j k}^{(2)}$ |
| -1 | -1 | 1 | $\ln \cosh \left(-J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}+G_{i j}^{(2)}-G_{i k}^{(2)}-G_{j k}^{(2)}$ |
| -1 | 1 | -1 | $\ln \cosh \left(-J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}-G_{i j}^{(2)}+G_{i k}^{(2)}-G_{j k}^{(2)}$ |
| -1 | 1 | 1 | $\ln \cosh \left(-J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}-G_{i j}^{(2)}-G_{i k}^{(2)}+G_{j k}^{(2)}$ |
| 1 | -1 | -1 | $\ln \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}-G_{i j}^{(2)}-G_{i k}^{(2)}+G_{j k}^{(2)}$ |
| 1 | -1 | 1 | $\ln \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}-G_{i j}^{(2)}+G_{i k}^{(2)}-G_{j k}^{(2)}$ |
| 1 | 1 | -1 | $\ln \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}+G_{i j}^{(2)}-G_{i k}^{(2)}-G_{j k}^{(2)}$ |
| 1 | 1 | 1 | $\ln \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}+G_{i j}^{(2)}+G_{i k}^{(2)}+G_{j k}^{(2)}$ |

Table 3.2: Star-triangle transformation equations.
there are some repeated equations, to

$$
\begin{align*}
& \ln \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}-G_{i j}^{(2)}-G_{i k}^{(2)}+G_{j k}^{(2)},  \tag{3.35}\\
& \ln \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}-G_{i j}^{(2)}+G_{i k}^{(2)}-G_{j k}^{(2)},  \tag{3.36}\\
& \ln \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}+G_{i j}^{(2)}-G_{i k}^{(2)}-G_{j k}^{(2)},  \tag{3.37}\\
& \ln \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}+G_{i j}^{(2)}+G_{i k}^{(2)}+G_{j k}^{(2)}, \tag{3.38}
\end{align*}
$$

their solution reads as

$$
\begin{align*}
& G_{i j}^{(2)}=\frac{1}{4} \ln \left(\frac{\cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d k}^{(2)}\right) \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d k}^{(2)}\right)}{\cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d k}^{(2)}\right) \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d k}^{(2)}\right)}\right)  \tag{3.39}\\
& G_{i k}^{(2)}=\frac{1}{4} \ln \left(\frac{\cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d k}^{(2)}\right) \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d k}^{(2)}\right)}{\cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d k}^{(2)}\right) \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d k}^{(2)}\right)}\right),  \tag{3.40}\\
& G_{j k}^{(2)}=\frac{1}{4} \ln \left(\frac{\cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d k}^{(2)}\right) \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d k}^{(2)}\right)}{\cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d k}^{(2)}\right) \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d k}^{(2)}\right)}\right) . \tag{3.41}
\end{align*}
$$

This method does also work when any of the units is exchanged by a bias term [Rüger et al., 1996]. In such case, we arrive at a similar system of equations where $S_{k}=1$,
$J_{d k}^{(2)}=J_{d}^{(1)}, G_{i k}^{(2)}=G_{i}^{(1)}$ and $G_{j k}^{(2)}=G_{j}^{(1)} ;$ this is

$$
\begin{align*}
& \ln \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d}^{(1)}\right)=G^{(0)}+G_{i j}^{(2)}-G_{i}^{(1)}-G_{j}^{(1)},  \tag{3.42}\\
& \ln \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d}^{(1)}\right)=G^{(0)}-G_{i j}^{(2)}-G_{i}^{(1)}+G_{j}^{(1)},  \tag{3.43}\\
& \ln \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d}^{(1)}\right)=G^{(0)}-G_{i j}^{(2)}+G_{i}^{(1)}-G_{j}^{(1)},  \tag{3.44}\\
& \ln \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d}^{(1)}\right)=G^{(0)}+G_{i j}^{(2)}+G_{i}^{(1)}+G_{j}^{(1)} \tag{3.45}
\end{align*}
$$

This system of equations is similar to the last one and its solution is

$$
\begin{align*}
G_{i j}^{(2)} & =\frac{1}{4} \ln \left(\frac{\cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d}^{(1)}\right) \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d}^{(1)}\right)}{\cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d}^{(1)}\right) \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d}^{(1)}\right)}\right)  \tag{3.46}\\
G_{i}^{(1)} & =\frac{1}{4} \ln \left(\frac{\cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d}^{(1)}\right) \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d}^{(1)}\right)}{\cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d}^{(1)}\right) \cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d}^{(1)}\right)}\right)  \tag{3.47}\\
G_{j}^{(1)} & =\frac{1}{4} \ln \left(\frac{\cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d}^{(1)}\right) \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d}^{(1)}\right)}{\cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d}^{(1)}\right) \cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d}^{(1)}\right)}\right) \tag{3.48}
\end{align*}
$$

We finally show that serial association is a particular case of these equations, provided that $J_{d}^{(1)}=0$. Then, $G_{i}^{(1)}=G_{j}^{(1)}=0$ and

$$
G_{i j}^{(2)}=\frac{1}{2} \ln \left(\frac{\cosh \left(J_{d i}^{(2)}+J_{d j}^{(2)}\right)}{\cosh \left(J_{d i}^{(2)}-J_{d j}^{(2)}\right)}\right)
$$

### 3.3 Correlations and expectation values

It has been shown that decimation is applied to reduce the size of a BM in order to analytically compute the quantities needed at the learning stage. We now explain how these correlations and expectation values

$$
\begin{aligned}
\Delta w_{i j}^{(2)} & =\eta\left(\left\langle S_{i} S_{j}\right\rangle^{*}-\left\langle S_{i} S_{j}\right\rangle\right) \\
\Delta w_{i}^{(1)} & =\eta\left(\left\langle S_{i}\right\rangle^{*}-\left\langle S_{i}\right\rangle\right)
\end{aligned}
$$

are actually calculated.


Figure 3.10: Applied example of decimation.

In this section, we will assume that there is a Boltzmann Machine model that has already been decimated, and thereafter we have a small set of neurons where correlations and expectation values have to be found. In this sense, the process shown in Fig. 3.10 has already been carried out, thus leading to a smaller structure where $\left\langle S_{i} S_{j}\right\rangle$ is computed. At this point, it is possible to analytically calculate $\left\langle S_{i} S_{j}\right\rangle$; the mean value for $S_{i}$ is found by applying serial association as shown in Fig. 3.11.


Figure 3.11: Decimation of a pair of units to a single one.

### 3.3.1 Expectation value for a single unit

We want now to calculate the expectation value for a single unit. This calculus is made once a pair of units has been decimated; one arrives then to the structure shown in Fig. 3.12, which is an isolated unit whose only connection is a first order weight $J_{i}^{(1)}$. We are going to find an analytical expression that provides the expectation value according to this connection, hence we begin with the mathematical expression for an expectation
value

$$
\begin{align*}
\left\langle S_{i}\right\rangle & =\sum_{S_{i}= \pm 1} S_{i} p\left(S_{i}= \pm 1\right) \\
& =1 p\left(S_{i}=1\right)-1 p\left(S_{i}=-1\right) \tag{3.49}
\end{align*}
$$

where the probability distribution is the Boltzmann probability distribution

$$
\begin{align*}
& p\left(S_{i}=1\right)=\frac{\mathrm{e}^{J_{i}^{(1)}}}{\mathrm{e}^{J_{i}^{(1)}}+\mathrm{e}^{-J_{i}^{(1)}}},  \tag{3.50}\\
& p\left(S_{i}=-1\right)=\frac{\mathrm{e}^{-J_{i}^{(1)}}}{\mathrm{e}^{J_{i}^{(1)}}+\mathrm{e}^{-J_{i}^{(1)}}}, \tag{3.51}
\end{align*}
$$

we finally arrive at

$$
\begin{align*}
\left\langle S_{i}\right\rangle & =\frac{\mathrm{e}^{J_{i}^{(1)}}}{\mathrm{e}^{J_{i}^{(1)}}+\mathrm{e}^{-J_{i}^{(1)}}}-\frac{\mathrm{e}^{-J_{i}^{(1)}}}{\mathrm{e}_{i}^{J_{i}^{(1)}}+\mathrm{e}^{-J_{i}^{(1)}}} \\
& =\frac{\mathrm{e}^{J_{i}^{(1)}}-\mathrm{e}^{-J_{i}^{(1)}}}{\mathrm{e}^{J_{i}^{(1)}}+\mathrm{e}^{-J_{i}^{(1)}}} \\
& =\tanh \left(J_{i}^{(1)}\right) . \tag{3.52}
\end{align*}
$$



Figure 3.12: Single unit connected to bias term $J_{i}^{(1)}$.

### 3.3.2 Correlation of two free units

We now discuss the case where the correlation for two units that are set free is calculated, and provide the analytical expressions that are used to compute this value. We use here the term free to denote that these units would be able to change their state during the Monte Carlo learning process, regardless of whether we are on the learning free or clamped phase. Let $S_{i}$ and $S_{j}$ be two units linked by a temperature normalized weight $J_{i j}^{(2)}$ and two first order connections $J_{i}^{(1)}, J_{j}^{(1)}$ as depicted in Fig. 3.13. Notice then that
the decimation process has been carried out and that therefore, the other units of the neural network are represented by this final set of connections. It has already been shown that the remaining units from the neural network do still behave according to the same probability distribution, hence this two units will have the same correlation regardless than if we use the current connections to compute it or the whole neural network.


Figure 3.13: Two units structure connected by weight $J_{i j}^{(2)}$ and bias terms $J_{i}^{(1)}, J_{j}^{(1)}$.

The correlation value $\left\langle S_{i} S_{j}\right\rangle$ is calculated as follows

$$
\begin{align*}
\left\langle S_{i} S_{j}\right\rangle & =\sum_{S_{i}, S_{j}= \pm 1} S_{i} S_{j} p\left(S_{i}, S_{j}= \pm 1\right) \\
& =\sum_{S_{i}, S_{j}= \pm 1} S_{i} S_{j} \frac{\mathrm{e}^{-\mathcal{E}}}{\mathcal{Z}} \tag{3.53}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{E}=-S_{i} S_{j} J_{i j}^{(2)}-S_{i} J_{i}^{(1)}-S_{j} J_{j}^{(1)} \tag{3.54}
\end{equation*}
$$

and

$$
\begin{align*}
\mathcal{Z} & =\sum_{\forall \gamma} \mathrm{e}^{-\mathcal{E}_{\gamma}} \\
& =\mathrm{e}^{J_{i j}^{(2)}+J_{i}^{(1)}+J_{j}^{(1)}}+\mathrm{e}^{J_{i j}^{(2)}-J_{i}^{(1)}-J_{j}^{(1)}}+\mathrm{e}^{-J_{i j}^{(2)}+J_{i}^{(1)}-J_{j}^{(1)}}+\mathrm{e}^{-J_{i j}^{(2)}-J_{i}^{(1)}+J_{j}^{(1)}} \\
& =2\left(\mathrm{e}^{J_{i j}^{(2)}} \cosh \left(J_{i}^{(1)}+J_{j}^{(1)}\right)+\mathrm{e}^{-J_{i j}^{(2)}} \cosh \left(J_{i}^{(1)}+J_{j}^{(1)}\right)\right) . \tag{3.55}
\end{align*}
$$

Hence, finally

$$
\begin{align*}
\left\langle S_{i} S_{j}\right\rangle & =\frac{1}{\mathcal{Z}}\left(\mathrm{e}^{J_{i j}^{(2)}-J_{i}^{(1)}-J_{j}^{(1)}}+\mathrm{e}^{J_{i j}^{(2)}+J_{i}^{(1)}+J_{j}^{(1)}}-\mathrm{e}^{-J_{i j}^{(2)}+J_{i}^{(1)}-J_{j}^{(1)}}-\mathrm{e}^{-J_{i j}^{(2)}-J_{i}^{(1)}+J_{j}^{(1)}}\right) \\
& =\frac{\mathrm{e}^{J_{i j}^{(2)}} \cosh \left(J_{i}^{(1)}+J_{j}^{(1)}\right)-\mathrm{e}^{-J_{i j}^{(2)}} \cosh \left(J_{i}^{(1)}-J_{j}^{(1)}\right)}{\mathrm{e}^{J_{i j}^{(2)}} \cosh \left(J_{i}^{(1)}+J_{j}^{(1)}\right)+\mathrm{e}^{-J_{i j}^{(2)}} \cosh \left(J_{i}^{(1)}-J_{j}^{(1)}\right)} . \tag{3.56}
\end{align*}
$$

### 3.3.3 Correlation of a free and a clamped connected units

We now discuss the situation where a unit that is set free and is then able to change its state during the Monte Carlo simulation process is connected to a clamped unit. Again, we refer to a clamped unit as the neuron that is not able to change its state. This would be the case, either for an input unit when the learning process is carried out or for an output unit when clamped phase at learning stage happens. We are interested in calculating the correlation between this pair of units, because this quantity is needed during the learning process. Let $S_{i}$ and $S_{j}$ be a pair of units as depicted in Fig. 3.14, where $S_{i}$ is a free unit and $S_{j}=S_{j}^{*}$ remains clamped, herein the $*$ symbol. We will determine an analytical expression for $\left\langle S_{i} S_{j}^{*}\right\rangle$.


Figure 3.14: Correlation between a free and a clamped units.
If we apply the definition of expectation value

$$
\begin{equation*}
\left\langle S_{i} S_{j}^{*}\right\rangle=\sum_{S_{i}= \pm 1} S_{i} S_{j}^{*} \frac{\mathrm{e}^{J_{i j}^{(2)} S_{i} S_{j}^{*}+J_{i}^{(1)} S_{i}}}{\mathcal{Z}} \tag{3.57}
\end{equation*}
$$

the sum is only carried out accounting unit $S_{i}$, because $S_{j}$ is clamped and its state can
not be changed. Thus

$$
\begin{align*}
\left\langle S_{i} S_{j}^{*}\right\rangle & =S_{j}^{*}\left(\frac{\mathrm{e}^{J_{i j}^{(2)} S_{j}^{*}+J_{i}^{(1)}}-\mathrm{e}^{-J_{i j}^{(2)} S_{j}^{*}-J_{i}^{(1)}}}{\mathcal{Z}}\right) \\
& =S_{j}^{*} \tanh \left(J_{i j}^{(2)} S_{j}^{*}+J_{i}^{(1)}\right) \tag{3.58}
\end{align*}
$$

which is nothing else than a parallel association between the bias term $J_{i}^{(1)}$ and the product $J_{i j}^{(2)} S_{j}^{*}$.

### 3.4 High order Decimation

In this section, the high order Decimation method is presented and discussed in four parts: we first analyze the limits of the standard decimation process, while the second part proceeds with the concept that is used to overcome them, thus showing the master equation that is used for the high order Decimation process. The section is concluded with a numerical example that is carried out step by step, thus following all the calculus that are done on a simple, HOD process.

### 3.4.1 Biased star-triangle decimation

Decimation, as explained so far, is not able to handle some kind of topologies. We begin this discussion with the structure depicted in Fig. 3.15, where a central $S_{d}$ unit is at the center of a triangle, connected to three standard units $S_{i}, S_{j}, S_{k}$ by temperature normalized weights $J_{d i}^{(2)}, J_{d j}^{(2)}$ and $J_{d k}^{(2)}$ and to an external unit by a temperature normalized bias term $J_{d}^{(1)}$. We will name this grouping as the biased star-triangle structure because it can be depicted as having this shape.

The structure proposed in such picture can not be decimated [Rüger et al., 1996]

(a)

(b)

Figure 3.15: Non decimatable, biased star-triangle structure with typical notation (a) and our notation (b).
because the system of equations does not have enough degrees of freedom

$$
\begin{align*}
& \ln \cosh \left(J_{d}^{(1)}-J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}+G_{i j}^{(2)}+G_{i k}^{(2)}+G_{j k}^{(2)},  \tag{3.59}\\
& \ln \cosh \left(J_{d}^{(1)}-J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}+G_{i j}^{(2)}-G_{i k}^{(2)}-G_{j k}^{(2)},  \tag{3.60}\\
& \ln \cosh \left(J_{d}^{(1)}-J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}-G_{i j}^{(2)}+G_{i k}^{(2)}-G_{j k}^{(2)},  \tag{3.61}\\
& \ln \cosh \left(J_{d}^{(1)}-J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}-G_{i j}^{(2)}-G_{i k}^{(2)}+G_{j k}^{(2)},  \tag{3.62}\\
& \ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}-G_{i j}^{(2)}-G_{i k}^{(2)}+G_{j k}^{(2)},  \tag{3.63}\\
& \ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}-G_{i j}^{(2)}+G_{i k}^{(2)}-G_{j k}^{(2)},  \tag{3.64}\\
& \ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}+G_{i j}^{(2)}-G_{i k}^{(2)}-G_{j k}^{(2)},  \tag{3.65}\\
& \ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}+G_{i j}^{(2)}+G_{i k}^{(2)}+G_{j k}^{(2)}, \tag{3.66}
\end{align*}
$$

notice that for this system there are 8 equations but only 4 unknown terms. The system is not compatible because Eqs. 3.59, 3.60, 3.61 and 3.62 are the same expressions as Eqs. 3.66, 3.65, 3.64 and 3.63 respectively, but with different values in the left hand side (lhs) of the equations. We want to obtain a system of equations that can be solved, so we will enter as many variables as possible to reach 8 unknown terms and generate a system with 8 equations and 8 unknown terms. We begin by introducing the set of bias
terms that is added to the resulting structure

$$
\begin{align*}
& \ln \cosh \left(J_{d}^{(1)}-J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}-G_{i}^{(1)}-G_{j}^{(1)}-G_{k}^{(1)}+G_{i j}^{(2)}+G_{i k}^{(2)}+G_{j k}^{(2)}, \\
& \ln \cosh \left(J_{d}^{(1)}-J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}-G_{i}^{(1)}-G_{j}^{(1)}+G_{k}^{(1)}+G_{i j}^{(2)}-G_{i k}^{(2)}-G_{j k}^{(2)}, \\
& \ln \cosh \left(J_{d}^{(1)}-J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}-G_{i}^{(1)}+G_{j}^{(1)}-G_{k}^{(1)}-G_{i j}^{(2)}+G_{i k}^{(2)}-G_{j k}^{(2)}, \\
& \ln \cosh \left(J_{d}^{(1)}-J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}-G_{i}^{(1)}+G_{j}^{(1)}+G_{k}^{(1)}-G_{i j}^{(2)}-G_{i k}^{(2)}+G_{j k}^{(2)}, \\
& \ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}+G_{i}^{(1)}-G_{j}^{(1)}-G_{k}^{(1)}-G_{i j}^{(2)}-G_{i k}^{(2)}+G_{j k}^{(2)}, \\
& \ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}+G_{i}^{(1)}-G_{j}^{(1)}+G_{k}^{(1)}-G_{i j}^{(2)}+G_{i k}^{(2)}-G_{j k}^{(2),}, \\
& \ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d k}^{(2)}\right)=G^{(0)}+G_{i}^{(1)}+G_{j}^{(1)}-G_{k}^{(1)}+G_{i j}^{(2)}-G_{i k}^{(2)}-G_{j k}^{(2),}, \\
& \ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d k}^{(2)}\right)=G^{(0)}+G_{i}^{(1)}+G_{j}^{(1)}+G_{k}^{(1)}+G_{i j}^{(2)}+G_{i k}^{(2)}+G_{j k}^{(2)}, \tag{3.67}
\end{align*}
$$

but this solution leads to a system of eight equations with seven unknowns, this is yet a non compatible system of equations. We need to introduce an eighth element which makes the system solvable: the only feasible solution is using a higher order term [Sejnowski, 1987, Farguell et al., 2006] that would at least grant a sufficient number of unknowns. Notice, however, that even by having such a drawback, decimation has been used so far for pattern recognition over a set of images [Nijman and Kappen, 1996] and for medical diagnosis [Rüger, 1997], thus proving than standard decimation is suitable for solving some learning problems.

### 3.4.2 The HOBM applied to decimation

The HOBM [Sejnowski, 1987] is an extension of the Boltzmann Machine where weights may connect more than two units. These are known as high order weights and the resulting BM model is typically referred to as a high order Boltzmann Machine. A typical high order connection is depicted in Fig. 3.16, though this one is linking three units such weights may connect up to $N$ units on an $N$ units neural network.

The energy functional is changed to allow the same dynamics with this new set of


Figure 3.16: Third order weight linking three output units.
connections

$$
E=-\sum_{n=1, \sigma}^{N} w_{\sigma}^{(n)} \prod_{\rho \in \sigma} S_{\rho}
$$

and weights, regardless of their order, are again temperature normalized

$$
J_{\sigma}^{(n)}=\frac{w_{\sigma}^{(n)}}{T}
$$



Figure 3.17: Third order smallest possible neural network.

A fully connected, three units neural network with temperature normalized weights is depicted in Fig. 3.17. Notice also that this is the minimal structure that allows inclusion of high order terms, as there are three units. We will consider bias terms as first order weights and standard connections as second order ones. Now, we recall the biased star-triangle association that had no solution in the previous section and add a third order element as an unknown. The transformation which is taking place is schematically described in

Fig. 3.18, where we decimate unit $S_{d}$. The related equation reads

$$
\begin{align*}
& \ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)} S_{i}+J_{d j}^{(2)} S_{j}+J_{d k}^{(2)} S_{k}\right)=  \tag{3.68}\\
& =G^{(0)}+G_{i}^{(1)} S_{i}+G_{j}^{(1)} S_{j}+G_{k}^{(1)} S_{k}+G_{i j}^{(2)} S_{i} S_{j}+G_{i k}^{(2)} S_{i} S_{k}+G_{j k}^{(2)} S_{j} S_{k}+G_{i j k}^{(3)} S_{i} S_{j} S_{k},
\end{align*}
$$

this results on linear system of eight equations with eight unknowns, as represented in table 3.3.


Figure 3.18: Third order star-triangle conversion.

When such system is solved, we obtain

$$
\begin{align*}
G_{i j k}^{(3)} & =\frac{1}{8} \ln \left(\frac{A_{1} A_{2} A_{4} A_{7}}{A_{0} A_{3} A_{5} A_{6}}\right) \\
G_{i j}^{(2)} & =\frac{1}{8} \ln \left(\frac{A_{0} A_{1} A_{6} A_{7}}{A_{2} A_{3} A_{4} A_{5}}\right), \\
G_{i k}^{(2)} & =\frac{1}{8} \ln \left(\frac{A_{0} A_{2} A_{5} A_{7}}{A_{1} A_{3} A_{4} A_{6}}\right), \\
G_{j k}^{(2)} & =\frac{1}{8} \ln \left(\frac{A_{0} A_{3} A_{4} A_{7}}{A_{1} A_{2} A_{5} A_{6}}\right), \\
G_{i}^{(1)} & =\frac{1}{8} \ln \left(\frac{A_{4} A_{5} A_{6} A_{7}}{A_{0} A_{1} A_{2} A_{3}}\right), \\
G_{j}^{(1)} & =\frac{1}{8} \ln \left(\frac{A_{2} A_{3} A_{6} A_{7}}{A_{0} A_{1} A_{4} A_{5}}\right), \\
G_{k}^{(1)} & =\frac{1}{8} \ln \left(\frac{A_{1} A_{3} A_{5} A_{7}}{A_{0} A_{2} A_{4} A_{6}}\right), \tag{3.69}
\end{align*}
$$

| $S_{i}$ | $S_{j}$ | $S_{k}$ | $\ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)} S_{i}+J_{d j}^{(2)} S_{j}+J_{d k}^{(2)} S_{k}\right)$ |
| :---: | :---: | :---: | :---: |
| -1 | -1 | -1 | $\begin{gathered} \ln \cosh \left(J_{d}^{(1)}-J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d k}^{(2)}\right)= \\ =-G_{i j k}^{(3)}+G_{i j}^{(2)}+G_{i k}^{(2)}+G_{j k}^{(2)}-G_{i}^{(1)}-G_{j}^{(1)}-G_{k}^{(1)}+G^{(0)}=\ln A_{0} \end{gathered}$ |
| -1 | -1 | 1 | $\begin{gathered} \ln \cosh \left(J_{d}^{(1)}-J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d k}^{(2)}\right)= \\ =G_{i j k}^{(3)}+G_{i j}^{(2)}-G_{i k}^{(2)}-G_{j k}^{(2)}-G_{i}^{(1)}-G_{j}^{(1)}+G_{k}^{(1)}+G^{(0)}=\ln A_{1} \end{gathered}$ |
| -1 | 1 | -1 | $\begin{gathered} \ln \cosh \left(J_{d}^{(1)}-J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d k}^{(2)}\right)= \\ =G_{i j k}^{(3)}-G_{i j}^{(2)}+G_{i k}^{(2)}-G_{j k}^{(2)}-G_{i}^{(1)}+G_{j}^{(1)}-G_{k}^{(1)}+G^{(0)}=\ln A_{2} \end{gathered}$ |
| -1 | 1 | 1 | $\begin{gathered} \ln \cosh \left(J_{d}^{(1)}-J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d k}^{(2)}\right)= \\ =-G_{i j k}^{(3)}-G_{i j}^{(2)}-G_{i k}^{(2)}+G_{j k}^{(2)}-G_{i}^{(1)}+G_{j}^{(1)}+G_{k}^{(1)}+G^{(0)}=\ln A_{3} \end{gathered}$ |
| 1 | -1 | -1 | $\begin{gathered} \ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)}-J_{d j}^{(2)}-J_{d k}^{(2)}\right)= \\ =G_{i j k}^{(3)}-G_{i j}^{(2)}-G_{i k}^{(2)}+G_{j k}^{(2)}+G_{i}^{(1)}-G_{j}^{(1)}-G_{k}^{(1)}+G^{(0)}=\ln A_{4} \end{gathered}$ |
| 1 | -1 | 1 | $\begin{gathered} \ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)}-J_{d j}^{(2)}+J_{d k}^{(2)}\right)= \\ =-G_{i j k}^{(3)}-G_{i j}^{(2)}+G_{i k}^{(2)}-G_{j k}^{(2)}+G_{i}^{(1)}-G_{j}^{(1)}+G_{k}^{(1)}+G^{(0)}=\ln A_{5} \end{gathered}$ |
| 1 | 1 | -1 | $\begin{gathered} \ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)}+J_{d j}^{(2)}-J_{d k}^{(2)}\right)= \\ =-G_{i j k}^{(3)}+G_{i j}^{(2)}-G_{i k}^{(2)}-G_{j k}^{(2)}+G_{i}^{(1)}+G_{j}^{(1)}-G_{k}^{(1)}+G^{(0)}=\ln A_{6} \end{gathered}$ |
| 1 | 1 | 1 | $\begin{gathered} \ln \cosh \left(J_{d}^{(1)}+J_{d i}^{(2)}+J_{d j}^{(2)}+J_{d k}^{(2)}\right)= \\ =G_{i j k}^{(3)}+G_{i j}^{(2)}+G_{i k}^{(2)}+G_{j k}^{(2)}+G_{i}^{(1)}+G_{j}^{(1)}+G_{k}^{(1)}+G^{(0)}=\ln A_{7} \end{gathered}$ |

Table 3.3: Third order equations for the star-triangle conversion.
arriving to a general equivalence for the star-triangle system with a central biased unit. Notice though that standard star-triangle equations can be found by setting $J_{d}^{(1)}=0$, since it will make the system loose four equations. This is a starting point to obtain the serial association expressions. However, this method allows us to reduce a second order Boltzmann Machine structure that was considered as non-decimatable [Rüger et al., 1996] to a third order equivalent neural network.

Now that we know how to solve the biased star-triangle transformation, we can inquiry if adding high order terms would always provide a solution to decimate any given topology of a Boltzmann Machine. This concept of adding high order weights to the decimated
network constitutes the basic idea behind the high order Decimation procedure. In this sense, we now consider $S_{d}$ to be a biased neuron from a BM model which is connected to other units $S_{1}$ to $S_{N}$. Weights up to order $N$ are added in the decimation expression and, as a result, a fully connected $N$-th order neural network is obtained. The corresponding equations have the following form

$$
\begin{align*}
& \ln \cosh \left(J_{d}^{(1)}+\sum_{i} J_{d i}^{(2)} S_{i}\right)= \\
& \quad=G^{(0)}+\sum_{i} G_{i}^{(1)} S_{i}+\sum_{j<i} G_{i j}^{(2)} S_{i} S_{j}+\sum_{k<j<i} G_{i j k}^{(3)} S_{i} S_{j} S_{k}+\ldots \tag{3.70}
\end{align*}
$$

We now count the total number of equations required to perform high order decimation, as there are

- $\binom{N}{0}=1$ normalization constants $G^{(0)}$,
- $\binom{N}{1}=N$ biases $G_{i}^{(1)}$,
- $\binom{N}{2}=\frac{N(N-1)}{2}$ second order weights $G_{i j}^{(2)}$,
- $\binom{N}{3}=\frac{N(N-1)(N-2)}{6}$ third order terms $G_{i j k}^{(3)}$,
- ...
- $\binom{N}{N}=1 \quad N$-th order $G_{12 \ldots N}^{(N)}$ weight.

However, this is a known identity

$$
\binom{N}{0}+\binom{N}{1}+\binom{N}{2}+\ldots+\binom{N}{N}=2^{N}
$$

making it for a total of $2^{N}$ variables. Since there are $N$ units, these can take $2^{N}$ combinations, hence there are $2^{N}$ equations and a $2^{N}$ unknown terms. The HOD process
is schematically shown in Fig. 3.19, where the originally second order neural network of Fig. 3.19a is decimated to produce the result of Fig. 3.19b. It is shown in the appendix that the matrix associated to the resulting system of equations is a $2^{N} \times 2^{N}$ Hadamard type [Sylvester, 1867] and that therefore its determinant is always different from zero. Hadamard matrices are a family of square matrices which are widely used in the communication area and have some interesting properties: let $H_{2^{N} \times 2^{N}}$ be a Hadamard matrix of size $2^{N}$, it is shown in the appendix that

$$
\begin{align*}
& \operatorname{det}\left\{H_{2^{N} \times 2^{N}}\right\} \neq 0,  \tag{3.71}\\
& H_{2^{N} \times 2^{N}} \cdot H_{2^{N} \times 2^{N}}^{T}=H_{2^{N} \times 2^{N}}^{T} \cdot H_{2^{N} \times 2^{N}}=2^{N} I,  \tag{3.72}\\
& H_{2^{N} \times 2^{N}}^{-1}=\frac{1}{2^{N}} H_{2^{N} \times 2^{N}}^{T} . \tag{3.73}
\end{align*}
$$

In this way, the system of equations has always a solution that is unique because a Hadamard matrix does always have an inverse.


Figure 3.19: Original (a) and decimated (b) structures.

When the original network is already of high order, all weights connected to the unit to be decimated must be taken into account in the lhs of the previous expression, leading to the HOD master equation

$$
\begin{align*}
& \ln \cosh \left(J_{d}^{(1)}+\sum_{i} J_{d i}^{(2)} S_{i}+\sum_{j<i} J_{d i j}^{(3)} S_{i} S_{j}+\ldots+J_{d 123 \ldots N}^{(N+1)} S_{1} S_{2} S_{3} \ldots S_{N}\right)= \\
& \quad=G^{(0)}+\sum_{i} G_{i}^{(1)} S_{i}+\sum_{j<i} G_{i j}^{(2)} S_{i} S_{j}+\sum_{k<j<i} G_{i j k}^{(3)} S_{i} S_{j} S_{k}+\ldots \tag{3.74}
\end{align*}
$$

Notice that the equations for the standard BM, where only two-body weights are considered, can be recovered from this expression by setting $J_{\sigma}^{(n>2)}=0$. Once the system is solved, a new Boltzmann Machine with one less unit is left, although the resulting network is highly connected due to the inclusion of the new, high order weights. In order to compute the needed $n$-th order correlations appearing in the weight update rule for the Boltzmann Machine learning algorithm, the process is iterated until all the required units are decimated.

### 3.4.3 HOD numerical example

We have already seen that HOD can be applied to any Boltzmann Machine structure, regardless of its order. A numerical example over the neural network depicted in Fig. 3.20, which is a fourth order HOBM, is now carried out. In this example, the value of the correlation $<S_{2} S_{3}>$ is calculated. Notice however that a learning process would require to repeat this same algorithm for each connection from the neural network.

We initialize the normalized weights $\left\{J_{\sigma}^{(n)}\right\}$ of this model randomly and in the range $[-1,+1]$, hence

$$
\begin{array}{llll}
J_{1}^{(1)}=0.86 & J_{2}^{(1)}=-0.068 & J_{3}^{(1)}=-0.163 & J_{4}^{(1)}=0.69 \\
J_{12}^{(2)}=0.050 & J_{13}^{(2)}=-0.60 & J_{14}^{(2)}=0.34 & \\
J_{23}^{(2)}=0.68 & J_{24}^{(2)}=-0.96 & J_{34}^{(2)}=0.36 & \\
J_{123}^{(3)}=-0.24 & J_{124}^{(3)}=0.66 & J_{134}^{(3)}=0.0056 & J_{234}^{(3)}=0.42 \\
J_{1234}^{(4)}=-0.14 & & &
\end{array}
$$

we now apply these values to Eq. 3.74 which, for this example, reads as

$$
\begin{align*}
& \ln \cosh \left(J_{4}^{(1)} S_{4}+J_{14}^{(2)} S_{1} S_{4}+J_{24}^{(2)} S_{2} S_{4}+J_{34}^{(2)} S_{3} S_{4}+\right. \\
& \left.\quad J_{124}^{(3)} S_{1} S_{2} S_{4}+J_{134}^{(3)} S_{1} S_{3} S_{4}+J_{234}^{(3)} S_{2} S_{3} S_{4}+J_{1234}^{(4)} S_{1} S_{2} S_{3} S_{4}\right)= \\
& =G^{(0)}+G_{1}^{(1)} S_{1}+G_{2}^{(1)} S_{2}+G_{3}^{(1)} S_{3}+ \\
& \quad+G_{12}^{(2)} S_{1} S_{2}+G_{13}^{(2)} S_{1} S_{3}+G_{23}^{(2)} S_{2} S_{3}+G_{123}^{(3)} S_{1} S_{2} S_{3} \tag{3.75}
\end{align*}
$$



Figure 3.20: Decimation process to compute correlation $<S_{2} S_{3}>$.

When the system of equations is solved, one arrives to these values

$$
\begin{array}{lll}
G^{(0)}=1.1 \\
G_{1}^{(1)}=-0.45 & G_{2}^{(1)}=0.077 & G_{3}^{(1)}=-0.79 \\
G_{12}^{(2)}=-0.30 & G_{13}^{(2)}=0.22 & G_{23}^{(2)}=-0.045 \\
G_{123}^{(3)}=0.31 &
\end{array}
$$

which are added to the original connections. This leads then to a new set of weights $\left\{J_{\sigma}^{(n)^{\prime}}\right\}$, as shown in Fig. 3.20b. These are

$$
\begin{aligned}
& J_{1}^{(1)^{\prime}}=0.41 \quad J_{2}^{(1)^{\prime}}=0.010 \quad J_{3}^{(1)^{\prime}}=-0.86 \\
& J_{12}^{(2)^{\prime}}=0.20 \quad J_{13}^{(2)^{\prime}}=-0.38 \quad J_{23}^{(2)^{\prime}}=0.63 \\
& J_{123}^{(3)^{\prime}}=0.070
\end{aligned}
$$

that are again set into the HOD equation. We decimate now unit $S_{1}$ and Eq. 3.74 reads then as

$$
\begin{align*}
& \ln \cosh \left(J_{1}^{(1)^{\prime}} S_{1}+J_{12}^{(2)^{\prime}} S_{1} S_{2}+J_{13}^{(2)^{\prime}} S_{1} S_{3}+J_{23}^{(2)^{\prime}} S_{2} S_{3}+J_{123}^{(3)^{\prime}} S_{1} S_{2} S_{3}\right)= \\
& =G^{(0)^{\prime}}+G_{2}^{(1)^{\prime}} S_{2}+G_{3}^{(1)^{\prime}} S_{3}+G_{23}^{(2)^{\prime}} S_{2} S_{3} \tag{3.76}
\end{align*}
$$

The set $\left\{G_{\sigma}^{(n)^{\prime}}\right\}$ that is obtained is the following

$$
\begin{aligned}
& G^{(0)^{\prime}}=0.65 \\
& G_{2}^{(1)^{\prime}}=0.19 \quad G_{3}^{(1)^{\prime}}=-0.51 \\
& G_{23}^{(2)^{\prime}}=-0.15
\end{aligned}
$$

we arrive then to the weights that are depicted in Fig. 3.74c, which are referred to as $\left\{J_{\sigma}^{(n)^{\prime \prime}}\right\}$. These values are

$$
\begin{aligned}
J_{2}^{(1)^{\prime \prime}} & =0.20 \quad J_{3}^{(1)^{\prime \prime}}=-1.37 \\
J_{23}^{(2)^{\prime \prime}} & =-0.08
\end{aligned}
$$

the value of the correlation $<S_{2} S_{3}>$ is then calculated by using Eq. 3.56. The final result is then

$$
\begin{equation*}
<S_{2} S_{3}>=-0.25 \tag{3.77}
\end{equation*}
$$

notice again that this process has to be carried out for each pair of connected units, in order to calculate the quantities that are needed to carry out the learning process.

### 3.5 Multiple unit decimation process

In this section an extension of the high order Decimation method is proposed by decimating a given number of units at once. The final result of the neural network is yet the same, though in this sense the intermediate steps where high order weights are added in parallel structures are not used anymore.

In the first part of this section, we calculate the marginal probability distribution sum for a multiple decimation process and show it to be the same calculus that is used on an iterative HOD process. We then proceed on a simple case for a BM with two hidden units whose decimated results are numerically proven to be the same as per standard decimation. This section concludes then with the generalization of the multiple decimation instance, thus allowing further analysis of the decimation process and a comparative analysis on the results that are obtained by following an iterative decimation procedure and the multiple decimation algorithm.

### 3.5.1 Iterative HOD and the Multiple Decimation equivalence

The high order Decimation process carries out decimation for a high order energy functional. In this sense, Eq. 3.7 is applied to a HOBM model and a sum over the possible states of the unit that is being decimated is carried out. Consider now a given neural network with $N+1$ units, where the decimation process leads to an equivalent model with $N$ units. The HOD master equation reads as

$$
\begin{equation*}
\ln \left(\frac{1}{2} \sum_{S_{d}=-1}^{+1} \mathrm{e}^{\sum J_{d \sigma}^{(n)} S_{d} \prod_{\rho \in \sigma} S_{\rho}}\right)=G^{(0)^{\prime}}+\sum_{n=1, \sigma}^{n=N} G_{\sigma}^{(n)} \prod_{\rho \in \sigma} S_{\rho} . \tag{3.78}
\end{equation*}
$$

where $S_{d}$ is the unit to decimate and $\sigma$ represents the labels that weight $G_{\sigma}^{(n)}$ connects; notice also that $G^{(0)^{\prime}}$ has been explicitly separated from the rest of the weights. This expression is used within the marginal probability sum

$$
\begin{equation*}
p(\alpha)=\left.p\left(\alpha_{d}\right)\right|_{S_{d}=1}+\left.p\left(\alpha_{d}\right)\right|_{S_{d}=-1} \tag{3.79}
\end{equation*}
$$

where $\alpha_{d}$ is an energy state which depends on both a set of units $\mathcal{S}$ and a certain unit $S_{d}$ that is being decimated. Decimating two units $S_{d_{1}}$ and $S_{d_{2}}$ at the same time would therefore be equivalent to

$$
\begin{align*}
& p(\alpha)=  \tag{3.80}\\
& \left.\quad p\left(\alpha_{D}\right)\right|_{S_{d_{1}}=1, S_{d_{2}}=1}+\left.p\left(\alpha_{D}\right)\right|_{S_{d_{1}=1, S_{d_{2}}=-1}}+\left.p\left(\alpha_{D}\right)\right|_{S_{d_{1}}=-1, S_{d_{2}}=1}+\left.p\left(\alpha_{D}\right)\right|_{S_{d_{1}=-1, S_{d_{2}}=-1}}
\end{align*}
$$

where $\alpha_{D}$ depends on a given set of units $\mathcal{S}$ that are connected to the two units that are being decimated. We consider now the decimation process for a set of $M$ units $\mathcal{S}_{d}$ on a given neural network that originally had a total of $N+M$ neurons. In this sense, the previous expression now becomes

$$
\begin{equation*}
p(\alpha)=\sum_{\mathcal{S}_{d}} p\left(\alpha_{D}\right) \tag{3.81}
\end{equation*}
$$

and the sum is carried out for all the values that the units from $\mathcal{S}_{d}$ can take. The HOD master expression from Eq. 3.78 becomes then

$$
\begin{equation*}
\ln \left(\frac{1}{2} \sum_{\mathcal{S}_{d}} \mathrm{e}^{\sum_{n=1,{ }_{\sigma}}^{n=N+M} J_{d \sigma}^{(n)} S_{d} \prod_{\rho \in \sigma} S_{\rho}}\right)=G^{(0)^{\prime}}+\sum_{n=1, \sigma}^{n=N} G_{\sigma}^{(n)} \prod_{\rho \in \sigma} S_{\rho} . \tag{3.82}
\end{equation*}
$$

where $\left\{G_{\sigma}^{(n)}\right\}$ is the new set of weights that connects all the units from set $\mathcal{S}$. We do also introduce the term $G^{(0)}$ instead of $G^{(0)^{\prime}}$, which absorbs $-\ln \frac{1}{2}$, and put this term into the sum

$$
\begin{equation*}
\ln \left(\sum_{\mathcal{S}_{d}} \mathrm{e}^{\sum_{n=1, \%}^{n=N+M} J_{d \sigma}^{(n)} S_{d} \prod_{\rho \in \sigma} S_{\rho}}\right)=\sum_{n=0, \sigma}^{n=N} G_{\sigma}^{(n)} \prod_{\rho \in \sigma} S_{\rho} \tag{3.83}
\end{equation*}
$$

thus becoming the multiple decimation master equation.

### 3.5.2 Two units decimation

We have seen that a certain structure can be decimated on a single step by carrying out a sum over all the units that are being decimated. In this sense, it becomes a simpler process than carrying out a multiple set of HOD processes. We now propose a simple, second order structure with two output units and a hidden layer with two neurons that is represented in Fig. 3.21. This structure will be first decimated by using HOD, since this method will generate a third order weight for this topology. This weight will then be decimated to reach a simpler structure only with the output units. The results that are obtained by carrying out this process will then be compared to the ones that are found by carrying out Multiple Decimation.


Figure 3.21: Two hidden and two output neurons BM.

We now proceed to write down the equations for a multiple decimation process assuming that the conditioned probability distribution of the output neurons remains unchanged

$$
\begin{align*}
& \sum_{S_{h_{1}} S_{h_{2}}} \mathrm{e}^{S_{h_{1}}\left(J_{h_{1}}^{(1)}+J_{h_{1} o_{1}}^{(2)} S_{o_{1}}+J_{h_{1} o_{2}}^{(2)} S_{o_{2}}\right)+S_{h_{2}}\left(J_{h_{2}}^{(1)}+J_{h_{1} o_{1}}^{(2)} S_{o_{1}}+J_{o_{2} h_{2}}^{(2)} S_{o_{2}}\right)+J_{h_{1} h_{2}}^{(2)} S_{h_{1}} S_{h_{2}}}= \\
& \quad=\mathrm{e}^{G(0)+G_{o_{1}}^{(1)} S_{o_{1}}+G_{o_{2}}^{(1)} S_{o_{2}}+G_{o_{1} o_{2}}^{(2)} S_{o_{1}} S_{o_{2}}}, \tag{3.84}
\end{align*}
$$

where the set of weights $\left\{J_{\sigma}^{(n)}\right\}$ is known and $\left\{G_{\sigma}^{(n)}\right\}$ is the unknown set to be found. When logarithm is taken at both sides of the equation we arrive at

$$
\begin{align*}
& \ln \left[\sum_{S_{h_{1}} S_{h_{2}}} \mathrm{e}^{S_{h_{1}}\left(J_{h_{1}}^{(1)}+J_{h_{1} o_{1}}^{(2)} S_{o_{1}}+J_{h_{1} o_{2}}^{(2)} S_{o_{2}}\right)+S_{h_{2}}\left(J_{h_{2}}^{(1)}+J_{h_{1} o_{1}}^{(2)} S_{o_{1}}+J_{o_{2} h_{2}}^{(2)} S_{o_{2}}\right)+J_{h_{1} h_{2}}^{(2)} S_{h_{1}} S_{h_{2}}}\right]= \\
& \quad=G^{(0)}+G_{o_{1}}^{(1)} S_{o_{1}}+G_{o_{2}}^{(1)} S_{o_{2}}+G_{o_{1} o_{2}}^{(2)} S_{o_{1}} S_{o_{2}}, \tag{3.85}
\end{align*}
$$

we can now reach the same system of equations that we already knew from the high order Decimation method

$$
\begin{equation*}
\ln A_{\gamma}=\sum_{n=0, \sigma}^{n=2} G_{\sigma}^{(n)} \prod S_{\rho} \tag{3.86}
\end{equation*}
$$

where the term $A_{\gamma}$ is used to describe the lhs from Eq. 3.85 and $\left\{G_{\sigma}^{(n)}\right\}$ is the new set of connections that links the remaining units. Again, this equation can be expressed as a system of equations with a Hadamard matrix

$$
H_{2^{2} \times 2^{2}}=\left(\begin{array}{cccc}
1 & -1 & -1 & 1  \tag{3.87}\\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & 1 & 1 & 1
\end{array}\right)
$$

notice however that the resulting neural network does only have the two output units, and therefore the Hadamard matrix is $2^{2} \times 2^{2}$.

We now carry out an example with this topology. We shall use the following numerical values for the weights, which have been set up randomly within a $[-1,+1]$ range as

$$
\begin{array}{lll}
J_{h_{1}}^{(1)}=0.90026, & J_{h_{1} h_{2}}^{(2)}=-0.087065, & J_{h_{1} o_{1}}^{(2)}=-0.53772, \quad J_{h_{1} o_{2}}^{(2)}=0.21369 \\
J_{h_{2}}^{(1)}=-0.028035, & J_{h_{2} o_{1}}^{(2)}=0.7826, & J_{h_{2} o_{2}}^{(2)}=0.52419, \\
J_{o_{1}}^{(1)}=0.78730, & J_{o_{1} o_{2}}^{(2)}=-0.88422, & \\
J_{o_{2}}^{(1)}=-0.29426, & &
\end{array}
$$

this neural network is being both decimated as per multiple decimation and standard high order Decimation, as shown in Fig. 3.22. Applying multiple decimation leads (directly)
to the following values

$$
\begin{aligned}
& G_{o_{1}}^{(1)}=-0.4072 \\
& G_{o_{2}}^{(1)}=0.1042 \\
& G_{o_{1} o_{2}}^{(2)}=0.2677
\end{aligned}
$$

which are added to the original $J_{o_{1}}^{(1)}, J_{o_{2}}^{(1)}$ and $J_{o_{1} O_{2}}^{(2)}$

$$
\begin{aligned}
& \tilde{G}_{o_{1}}^{(1)}=J_{o_{1}}^{(1)}+G_{o_{1}}^{(1)}=0.3801 \\
& \tilde{G}_{o_{2}}^{(1)}=J_{o_{1}}^{(1)}+G_{o_{1}}^{(1)}=-0.1900 \\
& \tilde{G}_{o_{1} o_{2}}^{(2)}=J_{o_{1} o_{2}}^{(2)}+G_{o_{1} o_{2}}^{(2)}=-0.6165
\end{aligned}
$$

Figure 3.22: High order Decimation process.

On the other hand, we apply HOD to the same randomly initialized weights through this expression

$$
\begin{align*}
\ln \cosh & \left(J_{h_{1}}^{(1)}+J_{h_{1} h_{2}}^{(2)} S_{h_{2}}+J_{h_{1} O_{1}}^{(2)} S_{o_{1}}+J_{h_{1} o_{2}}^{(2)} S_{o_{2}}\right)=  \tag{3.88}\\
= & G^{(0)}+G_{h_{2}}^{(1)} S_{h_{2}}+G_{o_{1}}^{(1)} S_{o_{1}}+G_{o_{2}}^{(1)} S_{o_{2}}+ \\
& +G_{h_{2} o_{1}}^{(2)} S_{h_{2}} S_{o_{1}}+G_{h_{2} o_{2}}^{(2)} S_{h_{2}} S_{o_{2}}+G_{o_{1} O_{2}}^{(2)} S_{o_{1}} S_{o_{2}}+G_{h_{2} o_{1} O_{2}}^{(3)} S_{h_{2}} S_{o_{1}} S_{o_{2}}
\end{align*}
$$

where we first decimate unit $S_{h_{1}}$. We reach the following intermediate values

$$
\begin{aligned}
& G_{h_{2}}^{(1)}=-0.05301, \quad G_{h_{h_{1} O_{1}}}^{(2)}=0.024002, \quad G_{h_{2} o_{2}}^{(2)}=-0.010013, \quad G_{h_{2} o_{1} o_{2}}^{(3)}=-0.0061618, \\
& G_{o_{1}}^{(1)}=-0.3588, \quad G_{o_{1} o_{2}}^{(2)}=-0.058601, \\
& G_{o_{2}}^{(1)}=0.1314,
\end{aligned}
$$

which are then added to previously existing ones

$$
\begin{equation*}
J_{\sigma}^{(n)^{\prime}}=J_{\sigma}^{(n)}+G_{\sigma}^{(n)} \tag{3.89}
\end{equation*}
$$

thus arriving to

$$
\begin{array}{ll}
J_{h_{2}}^{(1)^{\prime}}=-0.081045, & J_{h_{2} O_{1}}^{(2)^{\prime}}=0.8066, \quad J_{h_{2} O_{2}}^{(2)^{\prime}}=0.51418, \quad J_{h_{2} O_{1} O_{2}}^{(3)^{\prime}}=-0.0061618 \\
J_{o_{1}}^{(1)^{\prime}}=0.4285, & J_{o_{1} O_{2}}^{(2)^{\prime}}=-0.94282, \\
J_{o_{2}}^{(1)^{\prime}}=-0.16286 . &
\end{array}
$$

We apply again HOD to suppress unit $S_{h_{2}}$. The following equation is used

$$
\begin{align*}
& \ln \cosh \left(J_{h_{2}}^{(1)^{\prime}}+J_{h_{2} o_{1}}^{(2)^{\prime}} S_{o_{1}}+J_{h_{2} o_{2}}^{(2)^{\prime}} S_{o_{2}}+J_{h_{2} o_{0} o_{2}}^{(3)^{\prime}} S_{o_{1}} S_{o_{2}}\right) \\
& =G^{(0)^{\prime \prime}}+G_{o_{1}}^{(1)^{\prime \prime}} S_{o_{1}}+G_{o_{2}}^{(1)^{\prime \prime}} S_{o_{2}}+G_{o_{1} o_{2}}^{(2)^{\prime \prime}} S_{o_{1}} S_{o_{2}}, \tag{3.90}
\end{align*}
$$

thus leading to

$$
\begin{aligned}
& G_{o_{1}}^{(1){ }^{\prime \prime}}=-0.048408, \quad G_{o_{1} o_{2}}^{(2){ }^{\prime \prime}}=0.32634 \\
& G_{o_{2}}^{(1)^{\prime \prime}}=-0.027151
\end{aligned}
$$

these are again added to the original connections

$$
\begin{equation*}
J_{\sigma}^{(n)^{\prime \prime}}=J_{\sigma}^{(n)^{\prime}}+G_{\sigma}^{(2)^{\prime \prime}} \tag{3.91}
\end{equation*}
$$

and we obtain the following quantities

$$
\begin{aligned}
& J_{o_{1}}^{(1)^{\prime \prime}}=0.38009, \quad J_{o_{1} O_{2}}^{(2)^{\prime \prime}}=-0.61649, \\
& J_{o_{2}}^{(1)^{\prime \prime}}=-0.19001,
\end{aligned}
$$

which are exactly the same as per multiple decimation process. Finally, table 3.4 shows a five instances multiple decimation trial: multiple decimation has been run over five different randomly generated sets of weights. The values shown in the table are the initial $J_{\sigma}^{(n)}$, intermediate $J_{\sigma}^{(n)^{\prime}}$ and final values $J_{\sigma}^{(n)^{\prime \prime}}$. These last ones can be compared to the ones obtained by the multiple decimation process $\tilde{G}_{\sigma}^{(n)}$, notice however that both process provide the same results.

### 3.5.3 Multiple unit decimation for a 10 units BM

Finally, we propose a numerical example that is used to compare the Multiple Decimation process with the high order Decimation method. We will decimate a second order standard

| Trial number | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $J_{h_{1}}^{(1)}$ | 0.90026 | 0.23086 | -0.88422 | -0.96945 | 0.67624 |
| $J_{h_{1} h_{2}}^{(2)}$ | -0.087065 | 0.87094 | -0.60256 | 0.69244 | 0.41894 |
| $J_{h_{1} o_{1}}^{(2)}$ | -0.53772 | 0.58387 | -0.29426 | 0.49357 | -0.96072 |
| $J_{h_{1} o_{2}}^{(2)}$ | 0.21369 | 0.84363 | 0.62633 | -0.10981 | 0.36255 |
| $J_{h_{2}}^{(1)}$ | -0.028035 | 0.47641 | -0.98028 | 0.86363 | -0.24104 |
| $J_{h_{2} o_{1}}^{(2)}$ | 0.7826 | -0.64747 | -0.72222 | -0.068011 | 0.66359 |
| $J_{h_{2} o_{2}}^{(2)}$ | 0.52419 | -0.18859 | -0.59447 | -0.1627 | 0.0056258 |
| $J_{o_{1}}^{(1)}$ | -0.96299 | 0.83381 | 0.20758 | 0.050305 | -0.14222 |
| $J_{o_{1} o_{2}}^{(2)}$ | -0.11059 | 0.7873 | -0.60237 | 0.34427 | -0.62069 |
| $J_{o_{2}}^{(1)}$ | 0.64281 | -0.17946 | -0.45562 | -0.59471 | -0.39077 |
| $J_{h_{2}}^{(1)^{\prime}}$ | -0.081045 | 0.58175 | -0.6532 | 0.42829 | -0.10205 |
| $J_{h_{2} o_{1}}^{(2)^{\prime}}$ | 0.8066 | -0.37293 | 0.35786 | 0.097147 | 0.42525 |
| $J_{h_{2} o_{2}}^{(2)^{\prime}}$ | 0.51418 | 0.26143 | -0.79883 | -0.20011 | 0.083138 |
| $J_{h_{2} o_{1} O_{2}}^{\left(3 O^{\prime}\right.}$ | -0.0061618 | -0.04987 | -0.62887 | -0.019423 | 0.052702 |
| $J_{o_{1}}^{(1)^{\prime}}$ | -1.3218 | 0.90365 | -0.7926 | -0.23783 | -0.55941 |
| $J_{o_{1} o_{2}}^{(2)^{\prime}}$ | -0.16919 | 1.048 | -0.69926 | 0.31658 | -0.82509 |
| $J_{o_{2}}^{(1)^{\prime}}$ | 0.77421 | -0.078672 | 0.055192 | -0.53351 | -0.2701 |
| $J_{o_{1}}^{(1)^{\prime \prime}}$ | -1.3702 | 0.71426 | 0.56755 | -0.19677 | -0.59627 |
| $J_{o_{1} o_{2}}^{(2)^{\prime \prime}}$ | 0.15714 | 0.056605 | -0.48987 | 0.29292 | -0.79664 |
| $J_{\left.o_{2}\right)^{\prime}}^{(1)^{\prime \prime}}$ | 0.74706 | 0.95569 | -0.40708 | -0.61435 | -0.25636 |
| $\tilde{G}_{o_{1}}^{(1)}$ | -1.3702 | 0.71426 | 0.56755 | -0.19677 | -0.59627 |
| $\tilde{G}_{o_{1} o_{2}}^{(2)}$ | 0.15714 | 0.056605 | -0.48987 | 0.29292 | -0.79664 |
| $\tilde{G}_{o_{2}}^{(1)}$ | 0.74706 | 0.95569 | -0.40708 | -0.61435 | -0.25636 |

Table 3.4: Multiple vs. standard decimation trial example.
topology with ten units in order to compare the correlations that should be used for all the weights. Notice that we are only working with a part of a whole learning process, which would be a free correlation calculus for a set of ten units. In this structure, there are 45 second order weights and 10 bias terms, since units are not connected to themselves

$$
\mathcal{W}=\left(\begin{array}{cccccc}
0.0 & w_{1,2}^{(2)} & w_{1,3}^{(2)} & \cdots & w_{1,9}^{(2)} & w_{1,10}^{(2)}  \tag{3.92}\\
w_{1,2}^{(2)} & 0.0 & w_{1,3}^{(2)} & \cdots & w_{2,9}^{(2)} & w_{2,10}^{(2)} \\
w_{1,2}^{(2)} & w_{1,3}^{(2)} & 0.0 & \cdots & w_{3,9}^{(2)} & w_{3,10}^{(2)} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
w_{1,10}^{(2)} & w_{2,10}^{(2)} & w_{3,10}^{(2)} & \cdots & 0.0 & w_{1,9}^{(2)} \\
w_{1,10}^{(2)} & w_{2,10}^{(2)} & w_{3,10}^{(2)} & \cdots & w_{1,9}^{(2)} & 0.0 \\
w_{1}^{(1)} & w_{2}^{(1)} & w_{3}^{(1)} & \cdots & w_{9}^{(1)} & w_{10}^{(1)}
\end{array}\right) .
$$

We now compute all the expectation values and correlations that are involved in the process for a 1000 randomly generated set of $\mathcal{W}$ instances, decimated by HOD and Multiple Decimation. These will be referred as $\left\langle\prod S_{\rho}\right\rangle_{H O D}$ and $\left\langle\prod S_{\rho}\right\rangle_{M D e c}$, respectively. We have calculated the following statistics to measure how the correlations found by HOD differ from the ones computed by multiple decimation:

- Mean absolute difference $\mu$ between the two results, defined as

$$
\begin{equation*}
\mu=\frac{1}{100 \cdot 1000} \sum\left|\left\langle\prod S_{\rho}\right\rangle_{H O D}-\left\langle\prod S_{\rho}\right\rangle_{M D e c}\right|=0.000854 . \tag{3.93}
\end{equation*}
$$

- Standard deviation $\sigma$ associated to this mean value

$$
\begin{equation*}
\sigma=\frac{1}{100 \cdot 1000}\left(\sum\left(\left|\left\langle\prod S_{\rho}\right\rangle_{H O D}-\left\langle\prod S_{\rho}\right\rangle_{M D e c}\right|-\mu\right)^{2}\right)^{\frac{1}{2}}=0.0064247 \tag{3.94}
\end{equation*}
$$

- Maximum and minimum values associated to the same operation

$$
\begin{align*}
& \max _{S}=\max \left\{\left|\left\langle\prod S_{\rho}\right\rangle_{H O D}-\left\langle\prod S_{\rho}\right\rangle_{M D e c}\right|\right\}=0.30578,  \tag{3.95}\\
& \min _{S}=\min \left\{\left|\left\langle\prod S_{\rho}\right\rangle_{H O D}-\left\langle\prod S_{\rho}\right\rangle_{M D e c}\right|\right\}=0.0 . \tag{3.96}
\end{align*}
$$

By using statistical theory, it can be shown that about $99.73 \%$ of the values will have an error smaller than $3 \sigma=0.0193$, and that in the $99.994 \%$ of the cases it will be $4 \sigma=0.0257$. Notice however that this example is working with a case that involves solving the HOD equations for 10 units, hence the algorithm has to solve a total of $1024+512+256+128+64+32+16+8+4=2044$ equations. Notice also that the previous example resulted in more similar values, as far as decimating a four units neural network does not imply as many calculus as the ten units neural network decimation example.

### 3.6 Simulations and results applying HOD

In this section we solve some problems through the HOD method to show the effectiveness of the algorithm. In the first part of this section we describe a problem that was created as a toy problem: toy problems are non-real in the sense that they are used to test if a given algorithm could be used on a real life, commercial application. The configuration of the neural network, its learning parameters and a comparison with the multilayer perceptron are then described, as the results are discussed. The second part of this section proceeds with the BM applied to some problems that were once solved as real problems, and that now stand in a benchmarking repository [Newman et al., 1998, Prechelt, 1994]. We finally conclude this section by solving a toy problem that was specifically created as a benchmark for multiple learning algorithms: the Monk problem [Thrun et al., 1991].

However, we will first describe a modification to the standard gradient descent learning process: the BM learning problem is solved by performing gradient descent over the Kullback-Leibler distance, thus resulting in the following expression

$$
\Delta w_{\sigma}^{(n)}=\frac{\eta}{T}\left(\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle^{*}-\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle\right),
$$

where the values of the correlations are computed by using either the MC based algorithm or either the high order Decimation method. However, the learning process is better carried out when a variation of the gradient descent algorithm, which is known as conjugate
gradient [Duda et al., 2001], is applied to this expression. This new algorithm changes the previous equation into

$$
\begin{equation*}
\left.\Delta w_{\sigma}^{(n)}\right|_{k}=(1-\alpha)\left[\frac{\eta}{T}\left(\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle^{*}-\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle\right)\right]+\left.\alpha \Delta w_{\sigma}^{(n)}\right|_{k-1} \tag{3.97}
\end{equation*}
$$

where $k$ is the current algorithm iteration and $\alpha$ is a new parameter that has to be properly tuned to reach convergence and that can not be greater than 1 ; notice that the increment of the weights at the previous iteration is being used to update their current value.

### 3.6.1 The letter recognition problem: a toy problem

The high order decimation method has been tested against a perceptron and a traditional BM in a letter recognition dataset context, where the network has to recognize characters from a noisy source. A system of 24 letters written with a Times New Roman font is used, and each letter is represented by a $50 x 50$ pixels binary image. While these neat characters are the ones to be learned, a set of 100 different images for each letter is generated by adding random noise which is implemented via bit negation. The amount of noise present is characterized by a parameter $\gamma$, which is proportional to the percentage of negated bits. Thus for example, $10 \%$ of bits are reversed when $\gamma=10$. Once the learning using the previous patterns has been carried out, a new set of noisy characters is generated using the same procedure to test the network.

Table 3.5 shows the amount of time and epochs (equal to the number of times weights are updated in a complete run of the learning algorithm) required by a Boltzmann Machine trained with the high order Decimation method compared with results for the same network trained with the standard Monte Carlo algorithm using the above stated patterns for $\gamma=20$. All calculations have been performed on a DELL workstation mounting a Pentium Xeon EMT64 with 2 Mb of cache processor working at 3.0 GHz and equipped with 1.0 Gb DDR2 ECC RAM memory. As it can be seen, not only the high order Decimation performs faster but also requires less epochs to reach the desired result. This is due to the fact that every Monte Carlo simulation has an associated statistical error,

| Algorithm | Mean epochs | Mean time/epoch (seconds) |
| :---: | :---: | :---: |
| Monte Carlo | 45 | 586.68 |
| high order Decimation | 11 | 4.39 |

Table 3.5: Decimation method against Monte Carlo implementation.
and bringing that below a certain limit (imposed by the accuracy to be achieved) can be very expensive in computational terms. The network used in this calculation has 2500 input units (corresponding to the $50 \times 50$ pixel images used as input), 1 hidden and 5 output units. The training parameters were $\eta=0.2, \alpha=0.1$, maximum absolute error $|\partial \mathcal{E} / \partial w|=0.05$ and maximum absolute initial random value for the weights $\left|w_{0}\right|=1.0$.

The relation time/epoch describes how long does it take to run a complete epoch in the simulation. As it can be seen from the table, Decimation performs considerably better in both aspects. A Decimation epoch is faster because there is no need to run a Simulated Annealing but only to solve a system of equations. On the other hand, it needs less epochs to end because it does not suffer from statistical errors as does a Monte Carlo simulation.

Finally, a comparison between the performance of the BM trained with the high order Decimation method and a dual layer perceptron is presented. The comparison is made on the basis that both networks can provide a full solution to the problem at hand if enough learning instances are allowed. In fact both networks have been trained many times and its efficiency tested at the end of each learning process, finding that both systems can be $100 \%$ efficient in many cases. Taking into account this fact, the mean efficiency over a batch of instances of the same problem has been measured, and this parameter used to decide which network performs better in a statistical sense.

The BM used in the comparison is fully connected, with five output units and a variable number of hidden neurons ranging from zero to two. Learning parameters are once again $\eta=0.2, \alpha=0.1$, maximum absolute error $|\partial \mathcal{E} / \partial w|=0.05$ and maximum absolute initial random value for weights $\left|w_{0}\right|=1.0$. On the other hand, the topology of the perceptron employed has been optimized to get best results. The experiment has

| $\gamma$ | Mean eff. for BM | Mean eff. for perceptron |
| :---: | :---: | :---: |
| 0.10 | 97.25 | 60.38 |
| 0.15 | 96.87 | 68.77 |
| 0.20 | 94.58 | 83.49 |
| 0.25 | 94.05 | 88.55 |
| 0.30 | 86.90 | 84.87 |

Table 3.6: Decimation method against perceptron.
been repeated using a number of hidden units spanning the range from 5 to 2500 , using both lineal and hyperbolic tangent transfer functions, and a momentum $\alpha$ between 0.0 and 0.2 with an adaptive $\eta$ learning rate. Results on the performance are presented in Table 3.6.

It can be seen from the table that the Boltzmann Machine performs slightly better than the perceptron. This can be understood when the problem is carefully analyzed, as it has an original discrete nature. Since the Boltzmann Machine is a binary neural network and the perceptron is a continuous one, the BM is better suited to solve the problem. However, the perceptron is a widely used multi purpose network, and it can perform very well on problems where other continuous models fail. In any case and although the Boltzmann Machine does a better job, the perceptron still provides solutions that are more than satisfactory. Still when high order Decimation is employed, the Boltzmann Machine not only outperforms the perceptron but also gets the solution in a similar period of time.

### 3.6.2 Problems from a benchmarking repository

The efficiency of the HOD method has been tested against three classification problems drawn from the $U C I$ [Newman et al., 1998] and Proben 1 [Prechelt, 1994] repositories. The following tasks were selected in order to establish a comparison between the performance of the BM and the Perceptron:

- Balance problem. This dataset belongs to the $U C I$ repository and was generated to model psychological experimental results [Klahr and Siegler, 1978]. Each example is classified as having the balance scale tip to the right, tip to the left, or be balanced. The attributes are the left weight, the left distance, the right weight, and the right distance. The correct way to find the class is the greater of (left-distance $\times$ left-weight) and (right-distance $\times$ right-weight). If they are equal, it is balanced.
- Tic-tac-toe problem. This database has been extracted from the UCI repository. It encodes the complete set of possible board configurations at the end of tic-tac-toe games, and the target concept is win for $x$ (hence, it is true when $x$ has one of the 8 possible ways to create a three-in-a-row), where $x$ is assumed to have played first. This dataset was first used in [Matheus and Rendell, 1989].
- Gene problem. The Primate splice-junction gene sequences problem, which will be referred to as Gene problem, comes from the Proben1 database and was first used in [Noordewier et al., 1991]. Splice junctions are points on a DNA sequence where superfluous DNA is removed during the process of protein creation. The problem posed in this dataset is to recognize, given a DNA sequence, the boundaries between exons (the parts that must be retained after splicing), introns (the parts that must be spliced out) and the ones that are neither exons nor introns (that is, parts that can be kept or not without an apparent impact on the result).

All three problems were originally conceived as classification tasks with a discrete set of inputs. Since the Boltzmann Machine is a discrete neural network, they are presumably well suited for it. The comparison has been carried out using a standard ten-fold cross validation method [Stone, 1977], where the data is divided in ten different random, uniformly distributed, test sets. These sets are combined to generate ten separate training patterns, and the final efficiency is calculated as the mean efficiency on solving each pattern separately. The training parameters and topologies for both the Perceptron and
the Boltzmann Machine were systematically tuned until the best possible results were achieved. These are summarized in Table 3.7.

| Problem | Perceptron efficiency | BM efficiency |
| :--- | :---: | :---: |
| Balance | 93.90 | 96.49 |
| Tic-tac-toe | 100.00 | 98.44 |
| Gene | 96.77 | 97.80 |

Table 3.7: Decimation method versus perceptron.

The convergence time for both algorithms is similar, taking only a few seconds to finish on a 2.6 GHz standard Pentium IV platform. Both methods solve the problems efficiently: the perceptron outperforms the Boltzmann Machine on the Tic-tac-toe, while the BM wins on the other two tasks. In any case, both algorithms perform remarkably well when dealing with any of these problems.

### 3.6.3 The Monk Problem

The Monk problem [Thrun et al., 1991] was originally proposed as a benchmarking comparative between many data classification methods. This problem was given to several different research groups who where either creators or experts in the use of these algorithms. Back in 1992, M. Graña et al. solved this problem with a good overall efficiency by using a HOBM [Graña et al., 1997], which indicates that it can be a good starting point to test the high order Decimation method presented in this work.

The Monk Problem is characterized by a space $\mathcal{M}$ containing 432 different vectors used to compute three different tasks, referred to as $M_{1}, M_{2}$ and $M_{3}$, respectively. Each input vector has six discrete variables $x_{0}$ to $x_{5}$, which can only take integer values in the ranges $x_{0} \in[1,2,3], x_{1} \in[1,2,3], x_{2} \in[1,2], x_{3} \in[1,2,3], x_{4} \in[1,2,3,4]$ and $x_{5} \in[1,2]$.

Every task in the Monk Problem is evaluated independently of the other two. They are described in terms of the following boolean logical functions:

- $M_{1}$ classifies true according to the logical operation $\left(x_{0}=x_{1}\right)+\left(x_{4}=1\right)$. For this
task, 124 specific vectors were selected as the training set and all 432 were used for testing purposes. The 124 training vectors were randomly selected from the whole space by the authors of the problem.
- $M_{2}$ classifies true if exactly two of the six inputs are set to 1 . As before, 169 vectors specified by the authors are used for training and the whole space $\mathcal{M}$ for testing.
- $M_{3}$ classifies true if $\left[\left(x_{4}=3\right) \cdot\left(x_{3}=1\right)\right]+\left[\left(x_{4} \neq 4\right) \cdot\left(x_{1} \neq 3\right)\right]$. In this case, 122 vectors were randomly selected as the training set. However, $5 \%$ of them were misclassified, in an attempt to simulate the effects induced by noise on the patterns.

The results obtained by the Boltzmann Machine with the high order Decimation method are compared against other classification techniques in Table 3.9, and are expressed as the percentage of correctly classified test vectors for each task. These values have been obtained using the same learning and test vectors employed in Refs. [Graña et al., 1997] and [Thrun et al., 1991]. As it can be seen from the table, the results obtained with the decimated Boltzmann Machine are good when compared to the other methods.

| Task | \# hidden units | $\eta$ | $\alpha$ |
| :--- | :---: | :---: | :---: |
| $M_{1}$ | 4 | 0.8 | 0.2 |
| $M_{2}$ | 3 | 0.4 | 0.4 |
| $M_{3}$ | 4 | 0.8 | 0.2 |

Table 3.8: BM topology and learning parameters.

The learning parameters $\eta$ and $\alpha$ from Eq. 3.97 and the topology employed are reported in Table 3.8. Notice that the table only shows the number of hidden units, as in all cases a total of 10 input and 1 output units were used, and the networks employed were fully connected.

The weights were initialized at random in the range $[-1,+1]$ and the learning algorithm was considered to have finished when $\left|\varepsilon_{e r r}\right| \leq 0.02$, as we found this value to be a suitable bound to achieve the accuracy reported on Table 3.9.

| Method | $M_{1}$ | $M_{2}$ | $M_{3}$ |
| :--- | :---: | :---: | :---: |
| AQ17-DCI | 100 | 100 | 94.2 |
| AQ17-HCI | 100 | 93.1 | 100 |
| AQ17-FCLS | - | 92.6 | 97.2 |
| AQ14-NT | - | - | 100 |
| AQ15-GA | 100 | 86.8 | 100 |
| Assistant professional | 100 | 81.3 | 100 |
| mFOIL | 100 | 69.2 | 100 |
| ID5R | 81.7 | 69.2 | 95.2 |
| IDL | 97.2 | 66.2 | - |
| ID5R-hat | 90.3 | 65.7 | - |
| TDIDT | 75.7 | 66.7 | - |
| ID3 | 98.6 | 67.9 | 94.4 |
| ID3, no windowing | 83.2 | 69.1 | 95.6 |
| AQR | 95.9 | 79.7 | 87.0 |
| CN2 | 100 | 69.0 | 89.1 |
| CLASSWEB 0.10 | 71.8 | 64.8 | 80.8 |
| CLASSWEB 0.15 | 65.7 | 61.6 | 85.4 |
| CLASSWEB 0.20 | 63.0 | 57.2 | 75.2 |
| PRISM | 86.3 | 72.7 | 90.3 |
| ECOBWEB leaf prediction | 71.8 | 67.4 | 68.2 |
| ECOBWEB l.p. \& information utility | 82.7 | 71.3 | 68.0 |
| Backpropagation | 100 | 100 | 93.1 |
| Backpropagation with weight decay | 100 | 100 | 97.2 |
| Cascade correlation | 100 | 100 | 97.2 |
| Monte Carlo HOBM | 100 | 98.8 | 97.0 |
| Decimated Boltzmann Machine | $\mathbf{1 0 0}$ | $\mathbf{1 0 0}$ | $\mathbf{9 8 . 2}$ |
|  |  |  |  |

Table 3.9: Efficiency on solving the Monk's problem.

As in Ref. [Farguell et al., 2006], we compare both the execution time and the convergence speed of the high order Decimation method to our implementation of the standard BM based on MC dynamics. Furthermore, the last temperature used in the cooling schedule was set at $T \simeq 0.3$ and the number of samples used to evaluate correlations in the MC algorithm was 1000 times the sum of the number of hidden and output units. This implementation produced an average error $\left|\varepsilon_{e r r}\right| \leq 0.02$, which can be identified with the standard deviation of the simulation. Results for both algorithms are given in Table 3.10. The information reported is the time (in seconds) needed to evaluate a full set of correlations (which is referred to as an epoch) in a weight update iteration, and the mean epochs needed to reach convergence. The values reported in Table 3.10 were obtained using a personal computer equipped with a 2.6 GHz Pentium IV processor and 512 Mb of RAM, working at 533 MHz .

| Task | HOD $_{\mathrm{e}}$ | HOD $\langle\mathrm{e}\rangle$ | MC $\mathrm{T}_{\mathrm{e}}$ | MC $\langle\mathrm{e}\rangle$ |
| :--- | :---: | :---: | :---: | :---: |
| $M_{1}$ | 0.025 | 67 | 0.49 | 108 |
| $M_{2}$ | 0.010 | 12 | 0.53 | 31 |
| $M_{3}$ | 0.025 | 20 | 0.48 | 23 |

Table 3.10: High order Decimation algorithm convergence times, in seconds. $\mathrm{T}_{\mathrm{e}}$ and $\langle\mathrm{e}\rangle$ stand for time per epoch and mean number of epochs, respectively.

These results indicate that the Decimation algorithm is faster than the standard implementation of the Boltzmann Machine, both in the time needed to compute an epoch and in the number of iterations required for the algorithm to converge. Moreover, the HOD method allows for a HOBM implementation with no hidden units: the algorithm itself can be used to decimate any kind of connection and the high order weights supply enough degrees of freedom to make this process feasible. The high order Decimation equations state that the information stored by the hidden units can be introduced in the high order weights instead.

## Chapter 4

## BM learning through Hadamard matrices

### 4.1 Introduction

In this chapter, we show that the Boltzmann probability distribution reproduced by a HOBM model can be described in terms of Hadamard matrices and a set of high order weights. The multiple decimation process can then be used to show that a standard BM with hidden units is equivalent to a smaller (with less units) HOBM with no hidden units, at the price of having to deal with high order weights.

This chapter is distributed as follows: the effect that a set of weights connecting only the input units has on the behavior of the neural network is discussed in section 4.2. In section 4.3, we discuss a forward problem, which is simply to find the resulting probability distribution of a HOBM when the complete set of connections linking all the units in the network is known. In section 4.4, we present the backwards problem, which can be considered as a learning process for a HOBM: given a probability distribution that characterizes a known problem we want the neural network to learn it. This chapter concludes with the application of a particular solution to the backwards problem.

### 4.2 Reduction of connections between input units on a HOBM

In this section, we consider a Boltzmann Machine (a standard BM or a HOBM) with $n_{i}$ input units, $n_{h}$ hidden units and $n_{o}$ output units for a total of $N=n_{i}+n_{h}+n_{o}$ neurons. We assume that input units are connected among themselves, and therefore we have $\binom{N}{1}$ bias terms, $\binom{N}{2}$ second order terms, $\binom{N}{3}$ third order terms, and so on, until the last, single $N$-th order weight connecting all units; yielding a total of $2^{N}-1$ connections. We now recall the Boltzmann probability distribution and the definition of conditional probability to write down the equation

$$
\begin{align*}
p(\alpha, \beta \mid \gamma) & =\frac{p(\alpha, \beta, \gamma)}{p(\gamma)} \\
& =\frac{\mathrm{e}^{-\mathcal{E}_{\alpha, \beta, \gamma}\left(S_{o}, S_{h}, S_{i}\right)}}{\sum_{\mu, \nu} \mathrm{e}^{-\mathcal{E}_{\mu, \nu, \gamma}\left(S_{o}, S_{h}, S_{i}\right)}} \tag{4.1}
\end{align*}
$$

corresponding to the probability of finding the output units $S_{o}$ in the state $\alpha$, the hidden units $S_{h}$ in a state $\beta$ and the input units $S_{i}$ clamped to a state $\gamma$. In these expressions, the temperature normalized energy functional reads

$$
\begin{align*}
\mathcal{E}_{\alpha, \beta, \gamma}\left(S_{o}, S_{h}, S_{i}\right)= & -\sum_{i_{1} \in n_{i}} J_{i_{1}}^{(1)} S_{i_{1}}-\sum_{i_{1}<i_{2} \in n_{i}} J_{i_{1} i_{2}}^{(2)} S_{i_{1}} S_{i_{2}}-\ldots-J_{123 \ldots n_{i}}^{\left(n_{i}\right)} S_{1} S_{2} S_{3} \ldots S_{n_{i}}+ \\
& +\tilde{\mathcal{E}}_{\alpha, \beta, \gamma}\left(S_{o}, S_{h}, S_{i}\right) \\
= & \mathcal{E}_{\gamma}\left(S_{i}\right)+\tilde{\mathcal{E}}_{\alpha, \beta, \gamma}\left(S_{o}, S_{h}, S_{i}\right) \tag{4.2}
\end{align*}
$$

where the $\mathcal{E}_{\gamma}\left(S_{i}\right)$ term in the first line connects only input units, while $\tilde{\mathcal{E}}_{\alpha, \beta, \gamma}\left(S_{o}, S_{h}, S_{i}\right)$ stands for the sum of all the other terms contributing to the energy. An example of this separation can be seen in Fig. 4.1, where a network with input units (empty circles), no hidden units and a single output unit, is shown. The terms contributing to $\mathcal{E}_{\gamma}\left(S_{i}\right)$ are marked with an arrow in Fig. 4.1a and are not present in Fig. 4.1b.

Since for a clamped input $\mathcal{E}_{\gamma}\left(S_{i}\right)$ is a constant, one can simplify it in the numerator


Figure 4.1: Scheme of a simple Boltzmann Machine, with the different terms contributing to $\mathcal{E}_{\alpha, \beta, \gamma}\left(S_{o}, S_{h}, S_{i}\right)$ (a) and $\tilde{\mathcal{E}}_{\alpha, \beta, \gamma}\left(S_{o}, S_{h}, S_{i}\right)$ (b). In (a) all terms are shown, with arrows pointing to those that contribute to $\mathcal{E}_{\gamma}\left(S_{i}\right)$. In (b), only the terms contributing to $\tilde{\mathcal{E}}_{\alpha, \beta, \gamma}\left(S_{o}, S_{h}, S_{i}\right)$ are depicted. Notice that the dashed arrow in (a) indicates that only the bias terms connecting input units belong to $\mathcal{E}_{\gamma}\left(S_{i}\right)$, and this is why a remaining bias term appears in the output unit in (b).
and denominator of Eq. 4.1 to find

$$
\begin{equation*}
p(\alpha, \beta \mid \gamma)=\frac{\mathrm{e}^{-\mathcal{E}_{\alpha, \beta, \gamma}\left(S_{o}, S_{h}, S_{i}\right)}}{\sum_{\mu, \nu} \mathrm{e}^{-\mathcal{E}_{\mu, \nu, \gamma}\left(S_{o}, S_{h}, S_{i}\right)}} \equiv \frac{\mathrm{e}^{-\tilde{\mathcal{E}}_{\alpha, \beta, \gamma}\left(S_{o}, S_{h}, S_{i}\right)}}{\sum_{o, h} \mathrm{e}^{-\tilde{\mathcal{E}}_{\mu, \nu, \gamma}\left(S_{o}, S_{h}, S_{i}\right)}} \tag{4.3}
\end{equation*}
$$

Of course, the term $\mathcal{E}_{\gamma}\left(S_{i}\right)$ will change when the input pattern is changed, but it will anyway cancel in Eq. 4.3, irrespective of the value of $\left\{S_{i}\right\}$. This leads to the conclusion that for any given HOBM, weights linking only input units do not affect the output conditional probabilities corresponding to the situation where the input units are clamped to any input state $\gamma$.

### 4.3 The forward problem

Consider now an $N$-th order Boltzmann Machine with $n_{i}$ inputs, $n_{o}$ outputs and no hidden units, for a total of $N=n_{i}+n_{o}$ neurons. We assume here that this neural network has a known set of connections $\left\{J_{\sigma}^{(n)}\right\}$, with $n$ the order of the weight and $\sigma$ the set of labels denoting the units being connected. In the forward problem one seeks to find the
probability distribution associated to these weights assuming once again that input units can be connected among themselves. The forward problem is trivial since we know that the resulting probability distribution is of the Boltzmann type and a full set of weights determines it uniquely

$$
p(\alpha, \gamma)=\frac{\mathrm{e}^{-\mathcal{E}_{\alpha, \gamma}}}{\mathcal{Z}}
$$

$\mathcal{Z}$ being the partition function,

$$
\mathcal{Z}=\sum_{\alpha, \gamma} \mathrm{e}^{-\mathcal{E}_{\alpha, \gamma}}
$$

### 4.4 The backwards problem

The backwards problem is exactly the opposite of the forward problem presented above. It is much closer to a real learning problem in neural network theory. The goal of the backwards problem is to find a set of weights that reproduce a given probability distribution.

The first problem that we analyze is how to find these weights (thus solving the learning problem) when we know the complete probability distribution of all the states of the neural network, we then discuss a numerical example to illustrate how the backwards problem is solved for a HOBM. We proceed with the extension of the backwards problem to the case where only input-output conditioned probabilities are known. A solution to this problem is presented in the next subsection, thus proving that this learning problem can be solved analytically. The section is concluded with the discussion of the situation where one does not know the complete probability distribution for all the states, which is the instance of a real learning problem where the neural network has to extrapolate the unknown probabilities.

### 4.4.1 The backwards problem for a known p.d.f.

In this section, we present an analytical solution to the learning problem of the high order Boltzmann Machine in the particular case where there are no hidden units and the complete probability distribution of all states is known. In this sense, the probability distribution for all possible states is directly shown to the neural network.

We start with the analysis of an $N$-th order Boltzmann Machine with $n_{i}$ input units, $n_{o}$ output units and no hidden units, for a total of $N=n_{i}+n_{o}$ neurons. The value of the weights is not known, though the neural network may have all possible connections up to order $N$. In the backwards problem it is assumed that the complete probability distribution associated to the BM, $p(\alpha, \gamma)$, is known for every input state $\gamma$ and every output state $\alpha$. We now look for a set of weights that reproduce this probability distribution, which shall be of the Boltzmann form

$$
p(\alpha, \gamma)=\frac{\mathrm{e}^{-\mathcal{E}_{\alpha, \gamma}}}{\mathcal{Z}} .
$$

Applying logarithms on both sides one finds

$$
\begin{align*}
& \ln p(\alpha, \gamma)=-\ln \mathcal{Z}+  \tag{4.4}\\
& \quad+\sum_{i_{1}} J_{i_{1}}^{(1)} S_{i_{1}}+\sum_{i_{1}<i_{2}} J_{i_{1} i_{2}}^{(2)} S_{i_{1}} S_{i_{2}}+\sum_{i_{1}<i_{2}<i_{3}} J_{i_{1} i_{2} i_{3}}^{(3)} S_{i_{1}} S_{i_{2}} S_{i_{3}}+\ldots+J_{12 \ldots N}^{(N)} S_{1} S_{2} \ldots S_{N} .
\end{align*}
$$

Of course, there are $2^{N}$ equations of this form corresponding to the $2^{N}$ different states the units in the network can take. The set of $\binom{N}{1}$ bias terms, $\binom{N}{2}$ two-body weights, $\binom{N}{3}$ three-body weights, and up to $\binom{N}{N}=1$ N-body weights form a total of $\sum_{i=1}^{N}\binom{N}{i}=2^{N}-1$ unknown coefficients $\left\{J_{\sigma}^{(n)}\right\}$. The relation given in Eq. 4.4 produces $2^{N}$ different equations when all possible values of the input and output units are used. In this way, Eq. 4.4 yields $2^{N}$ equations for the $2^{N}-1$ weights $\left\{J_{\sigma}^{(n)}\right\}$. One might think that the partition function $\mathcal{Z}$ can not be used as an independent variable, since it
is fixed by the $\left\{J_{\sigma}^{(n)}\right\}$ weights through its definition

$$
\mathcal{Z}=\sum_{\nu, \mu} \mathrm{e}^{-\mathcal{E}_{\nu, \mu}}
$$

However, $\mathcal{Z}$ is just a real number and so an arbitrary energy shift $\mathcal{E}_{0}=-J^{(0)}+\ln \mathcal{Z}$ can always be added to the energy functional without changing the probability distribution. This can be trivially seen by multiplying the numerator and denominator of the terms entering in the probabilities $p(\alpha, \gamma)$ by $\mathrm{e}^{J^{(0)}}$

$$
\begin{equation*}
p(\alpha, \gamma)=\frac{\mathrm{e}^{J^{(0)}} \mathrm{e}^{-\mathcal{E}_{\alpha, \gamma}}}{\mathrm{e}^{J^{(0)}} \sum_{\nu, \mu} \mathrm{e}^{-\mathcal{E}_{\nu, \mu}}}=\frac{\mathrm{e}^{J^{(0)}-\mathcal{E}_{\alpha, \gamma}}}{\sum_{\nu, \mu} \mathrm{e}^{J^{(0)}-\mathcal{E}_{\nu, \mu}}}=\frac{\mathrm{e}^{-\tilde{\mathcal{E}}_{\alpha, \gamma}}}{\sum_{\nu, \mu} \mathrm{e}^{-\tilde{\mathcal{E}}_{\nu, \mu}}}, \tag{4.5}
\end{equation*}
$$

when $\tilde{\mathcal{E}}_{\alpha, \gamma}$ is the new shifted energy functional. We see then that one additional unknown weight $J^{(0)}$ can always be introduced without affecting the probability distributions, leading to a system of $2^{N}$ equations for $2^{N}$ unknown variables. In this way, one obtains a set of linear equations for the $2^{N}$ quantities $\left\{J^{(0)}, J_{\sigma}^{(n)}\right\}$, which will be in the following simply denoted by $\left\{J_{\sigma}^{(n)}\right\}$, thus implicitly understanding that a $J^{(0)}$ term has already been added. We then write the general equation for the backwards problem in the form

$$
\begin{align*}
& \ln [\vec{p}(\alpha, \gamma)]=J^{(0)}+  \tag{4.6}\\
& \quad+\sum_{i_{1}} J_{i_{1}}^{(1)} S_{i_{1}}+\sum_{i_{1}<i_{2}} J_{i_{1} i_{2}}^{(2)} S_{i_{1}} S_{i_{2}}+\sum_{i_{1}<i_{2}<i_{3}} J_{i_{1} i_{2} i_{3}}^{(3)} S_{i_{1}} S_{i_{2}} S_{i_{3}}+\ldots+J_{12 \ldots N}^{(N)} S_{1} S_{2} \ldots S_{N}
\end{align*}
$$

where $\ln [\vec{p}(\alpha, \gamma)]$ stands for a vector that contains the probability distribution that the
system is going to learn and that is completely known

$$
\ln [\vec{p}(\alpha, \gamma)]=\left(\begin{array}{c}
\ln p\left(\alpha_{1}, \gamma_{1}\right)  \tag{4.7}\\
\ln p\left(\alpha_{1}, \gamma_{2}\right) \\
\vdots \\
\ln p\left(\alpha_{1}, \gamma_{2^{n_{i}}}\right) \\
\ln p\left(\alpha_{2}, \gamma_{1}\right) \\
\ln p\left(\alpha_{2}, \gamma_{2}\right) \\
\vdots \\
\ln p\left(\alpha_{2}, \gamma_{2^{n_{i}}}\right) \\
\vdots \\
\ln p\left(\alpha_{2^{n_{o}}}, \gamma_{1}\right) \\
\ln p\left(\alpha_{2^{n_{o}},}, \gamma_{2}\right) \\
\vdots \\
\ln p\left(\alpha_{2^{n_{o}}}, \gamma_{2^{n_{i}}}\right)
\end{array}\right) .
$$

This vector is ordered according to both the values of the input and output units. We now describe the order that the input units follow according to the input set $\gamma$ as

$$
\begin{align*}
& \gamma_{1}=\left\{S_{i_{1}}=-1, S_{i_{2}}=-1, \ldots, S_{i_{n_{i}}-1}=-1, S_{i_{n_{i}}}=-1\right\} \\
& \gamma_{2}=\left\{S_{i_{1}}=-1, S_{i_{2}}=-1, \ldots, S_{i_{n_{i}}-1}=-1, S_{i_{n_{i}}}=1\right\} \\
& \gamma_{3}=\left\{S_{i_{1}}=-1, S_{i_{2}}=-1, \ldots, S_{i_{n_{i}}-1}=1, S_{i_{n_{i}}}=-1\right\}, \\
& \ldots  \tag{4.8}\\
& \gamma_{2^{n_{i}}}=\left\{S_{i_{1}}=1, S_{i_{2}}=1, \ldots, S_{i_{n_{i}}-1}=1, S_{i_{n_{i}}}=1\right\} .
\end{align*}
$$

Notice that this ordering corresponds to a binary counting sequence for all the input units;
the output set $\alpha$ is built by using the same concept with the output units

$$
\begin{align*}
& \alpha_{1}=\left\{S_{o_{1}}=-1, S_{o_{2}}=-1, \ldots, S_{o_{n_{o}-1}}=-1, S_{o_{n_{o}}}=-1\right\} \\
& \alpha_{2}=\left\{S_{o_{1}}=-1, S_{o_{2}}=-1, \ldots, S_{o_{n_{o}-1}}=-1, S_{o_{o_{o}}}=1\right\} \\
& \alpha_{3}=\left\{S_{o_{1}}=-1, S_{o_{2}}=-1, \ldots, S_{o_{n_{i}-1}}=1, S_{o_{n_{o}}}=-1\right\}, \\
& \ldots  \tag{4.9}\\
& \alpha_{2^{n_{o}}}=\left\{S_{o_{1}}=1, S_{o_{2}}=1, \ldots, S_{o_{n_{o}-1}}=1, S_{o_{n_{o}}}=1\right\}
\end{align*}
$$

The order in which these elements appear in $\ln [\vec{p}(\alpha, \gamma)]$ is shown in table 4.1.

| Position | $S_{i_{1}}$ | $S_{i_{2}}$ | $\ldots$ | $S_{i_{n_{i}}}$ | $S_{o_{1}}$ | $S_{o_{2}}$ | $\ldots$ | $S_{o_{n_{o}-1}}$ | $S_{o_{n_{o}}}$ | $\ln [\vec{p}(\alpha, \gamma)]$ |
| :--- | :---: | :---: | :--- | :---: | :---: | :---: | :--- | :---: | :---: | :--- |
| 1 | -1 | -1 | $\ldots$ | -1 | -1 | -1 | $\ldots$ | -1 | -1 | $\ln p\left(\alpha_{1}, \gamma_{1}\right)$ |
| 2 | -1 | -1 | $\ldots$ | -1 | -1 | -1 | $\ldots$ | -1 | 1 | $\ln p\left(\alpha_{2}, \gamma_{1}\right)$ |
| 3 | -1 | -1 | $\ldots$ | -1 | -1 | -1 | $\ldots$ | 1 | -1 | $\ln p\left(\alpha_{3}, \gamma_{1}\right)$ |
| 4 | -1 | -1 | $\ldots$ | -1 | -1 | -1 | $\ldots$ | 1 | 1 | $\ln p\left(\alpha_{4}, \gamma_{1}\right)$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $2^{N}-1$ | 1 | 1 | $\ldots$ | 1 | 1 | 1 | $\ldots$ | 1 | -1 | $\ln p\left(\alpha_{2^{n_{o}}-1}, \gamma_{2^{n_{i}}}\right)$ |
| $2^{N}$ | 1 | 1 | $\ldots$ | 1 | 1 | 1 | $\ldots$ | 1 | 1 | $\ln p\left(\alpha_{2^{n_{o}},}, \gamma_{2^{n_{i}}}\right)$ |

Table 4.1: Binary counting used used to order the probability distribution to learn.
This expression from Eq. 4.6 produces $2^{N}$ different equations corresponding to the $2^{N}$ available states of the network that can be built from the binary values $[+1,-1]$ that units $S_{1}$ to $S_{N}$ can take. Consequently, this expression provides a set of $2^{N}$ linear equations for the $2^{N}$ unknown quantities $\left\{J_{\sigma}^{(n)}\right\}$. This set of equations has always a non-zero solution that is also unique, as the system of equations is structured on a Hadamard $2^{N} \times 2^{N}$ matrix $H_{2^{N} \times 2^{N}}$ ([Sylvester, 1867], see also the appendix)

$$
\begin{equation*}
\ln [\vec{p}(\alpha, \gamma)]=H_{2^{N} \times 2^{N}} \cdot \vec{J}, \tag{4.10}
\end{equation*}
$$

where $\vec{J}$ is a vector of $2^{N}$ components

$$
\begin{equation*}
\vec{J}=\left(J^{(0)}, J_{1}^{(1)}, J_{2}^{(1)}, \ldots, J_{12}^{(2)}, J_{13}^{(2)}, \ldots, J_{12 \ldots N}^{(N)}\right) \tag{4.11}
\end{equation*}
$$

formed with the complete set of weights $\left\{J_{\sigma}^{(n)}\right\}$. On the other hand, Hadamard matrices are made of orthogonal binary $[-1,+1]$ valued vectors, being their rows and columns orthogonal and fulfilling the relations

$$
\begin{align*}
& \operatorname{det}\left\{H_{2^{N} \times 2^{N}}\right\} \neq 0,  \tag{4.12}\\
& H_{2^{N} \times 2^{N}} \cdot H_{2^{N} \times 2^{N}}^{T}=H_{2^{N} \times 2^{N}}^{T} \cdot H_{2^{N} \times 2^{N}}=2^{N} I,  \tag{4.13}\\
& H_{2^{N} \times 2^{N}}^{-1}=\frac{1}{2^{N}} H_{2^{N} \times 2^{N}}^{T} . \tag{4.14}
\end{align*}
$$

Due to these properties, Eq. 4.10 can be multiplied by the transpose of the Hadamard matrix at the right to find a solution for the system

$$
\begin{equation*}
H_{2^{N} \times 2^{N}}^{T} \cdot \ln [\vec{p}(\alpha, \gamma)]=H_{2^{N} \times 2^{N}}^{T} \cdot H_{2^{N} \times 2^{N}} \cdot \vec{J}=2^{N} I \cdot \vec{J} . \tag{4.15}
\end{equation*}
$$

The general solution of the system of equations reads

$$
\begin{equation*}
\vec{J}=\frac{H_{2^{N} \times 2^{N}}^{T} \cdot \ln [\vec{p}(\alpha, \gamma)]}{2^{N}} . \tag{4.16}
\end{equation*}
$$

In summary, a HOBM with no hidden units and a fully known probability distribution has a unique set of weights $\left\{J_{\sigma}^{(n)}\right\}$ given by this expression. The arguments given above show also that the HOBM with no hidden units is always able to learn any probability distribution provided that no state has zero probability. Furthermore, this same argument implies that there is no need to use hidden units in a HOBM. In this sense, the learning problem for that network is completely solved by the expression in Eq. 4.16. Notice now that, as it happened with the high order Decimation method in chapter 3, this is also the expression that is used to carry out a Walsh Hadamard transform [Shanks, 1969] over the logarithm of the probabilities that the system is expected to learn.

In order to write down an explicit solution for each weight, we now refer to the Hadamard matrix in terms of its columns

$$
\left.\begin{array}{l}
H_{2^{N} \times 2^{N}}=  \tag{4.17}\\
=\left(\begin{array}{llllllll}
\{1\} & \left\{S_{1}\right\} & \ldots & \left\{S_{N}\right\} & \left\{S_{1} S_{2}\right\} & \ldots & \left\{S_{N} S_{N-1}\right\} & \ldots
\end{array}\left\{S_{1} S_{2} \cdots S_{N-1} S_{N}\right\}\right.
\end{array}\right) .
$$

This matrix is generated as follows: the first column is set at 1 . The next $N$ columns are then built by writing all the values that the $N$ units from the neural network can take; this sequence is defined as the same binary counting that is used to order the probability distribution $\ln [\vec{p}(\alpha, \gamma)]$ that is shown to the system, and that is depicted in table 4.1. Notice also that these columns correspond to the units that are multiplying the bias terms entering in Eq. 4.6, though the sum is carried out with this ordering.

The next $\binom{N}{2}$ columns correspond to the products of the units that connect the second order weights in Eq. 4.6. These columns are generated by multiplying the previous columns term by term, thus using all the possible combinations. The algorithm that is used to generate the next columns is the same: the $\binom{N}{3}$ subsequent columns stand for the units associated to the third order terms entering in the energy functionals, these are built by multiplying term by term their correspondent columns from the binary sequence. The same rule applies for the $\binom{N}{4},\binom{N}{5}, \ldots$ up to $\binom{N}{N}$ terms that connect the weights from the neural network. Since there is a relationship between the units connected to a given weight and the column of the Hadamard matrix, we will denote each vector column as $H_{\sigma}^{(n)}$, where $(n)$ denotes the number of units the weight connects and $\sigma$ is its label. Therefore, we have

$$
\begin{align*}
& H_{2^{N} \times 2^{N}}=  \tag{4.18}\\
& =\left(\begin{array}{ccccccccc}
H^{(0)} & H_{1}^{(1)} & \ldots & H_{N}^{(1)} & H_{12}^{(2)} & \ldots & H_{N-1 N}^{(2)} & \ldots & H_{12 \cdots N-1 N}^{(N)}
\end{array}\right) \\
& =\left(\begin{array}{ccccccc}
\{1\} & \left\{S_{1}\right\} & \ldots & \left\{S_{N}\right\} & \left\{S_{1} S_{2}\right\} & \ldots & \left\{S_{N} S_{N-1}\right\} \\
& \ldots & \left\{S_{1} S_{2} \cdots S_{N-1} S_{N}\right\}
\end{array}\right) .
\end{align*}
$$

In this sense, each element from Eq. 4.16 can be written in the form

$$
\begin{equation*}
J_{\sigma}^{(n)}=\frac{\left(H_{\sigma}^{(n)}\right)^{T} \cdot \ln [\vec{p}(\alpha, \gamma)]}{2^{N}} \tag{4.19}
\end{equation*}
$$

therefore the solution to a given weight of the neural network uses the column vector of the units it connects. Finally, one can apply an exponential operation to both sides of

Eq. 4.6 to find

$$
\begin{align*}
p(\alpha, \gamma) & =\mathrm{e}^{J^{(0)}} \mathrm{e}^{\sum_{\sigma, n>0} J_{\sigma}^{(n)}} \Pi S_{\rho} \\
\sum_{\alpha, \gamma} p(\alpha, \gamma) & =\sum_{\alpha, \gamma} \mathrm{e}^{J^{(0)}} \mathrm{e}^{\sum_{\sigma, n>0} J_{\sigma}^{(n)}} \Pi S_{\rho} \tag{4.20}
\end{align*}
$$

where all the equations of the set have been added up, thus arriving at

$$
\begin{align*}
& 1=\mathrm{e}^{J^{(0)}} \sum_{\alpha, \gamma} \mathrm{e}^{\sum_{\sigma, n>0} J_{\sigma}^{(n)} \Pi S_{\rho}}, \\
& \mathrm{e}^{-J^{(0)}}=\sum_{\alpha, \gamma} \mathrm{e}^{\sum_{\sigma, n>0} J_{\sigma}^{(n)} \Pi S_{\rho}} \\
& -J^{(0)}=\ln \mathcal{Z} \tag{4.21}
\end{align*}
$$

hence providing a real solution for the $J^{(0)}$ term, which is now tied to the partition function of the system.

### 4.4.2 Backwards problem solution for a three units BM

We carry out now a backwards problem example with a small Hadamard matrix, corresponding to a two input units $S_{i_{1}}$ and $S_{i_{2}}$ and an output neuron $S_{o}$, as it can be seen on Fig. 4.2. We want this system to learn a known $p(\alpha, \gamma)$ probability distribution for all $\alpha$, $\gamma$, which is shown in table 4.2. The values of the probability distribution have been given at random, and are also included in this table.

For the sake of simplicity, we write down the matrix in this order: input units will be written down first, as any possible combinations involving only input units. We will write then all connections between the inputs and the output, to conclude with the output cell

$$
\vec{S}=\left(\begin{array}{llllllll}
1 & S_{i_{1}} & S_{i_{2}} & S_{o} & S_{i_{1}} S_{i_{2}} & S_{i_{1}} S_{o} & S_{i_{2}} S_{o} & S_{i_{1}} S_{i_{2}} S_{o} \tag{4.22}
\end{array}\right)
$$

We now proceed to show how the matrix of the system is created for this example: the first four columns of the Hadamard matrix are the first to be written down. The first

| $\vec{p}(\alpha, \gamma)$ | $\ln [\vec{p}(\alpha, \gamma)]$ | $S_{i_{1}}$ | $S_{i_{2}}$ | $S_{o}$ |
| :--- | :--- | :---: | :---: | :---: |
| $p\left(\alpha_{1}, \gamma_{1}\right)=0.2158$ | $\ln p\left(\alpha_{1}, \gamma_{1}\right)=-1.5333$ | -1 | -1 | -1 |
| $p\left(\alpha_{2}, \gamma_{1}\right)=0.0525$ | $\ln p\left(\alpha_{2}, \gamma_{1}\right)=-2.9469$ | -1 | -1 | 1 |
| $p\left(\alpha_{1}, \gamma_{2}\right)=0.1378$ | $\ln p\left(\alpha_{1}, \gamma_{2}\right)=-1.9816$ | -1 | 1 | -1 |
| $p\left(\alpha_{2}, \gamma_{2}\right)=0.1104$ | $\ln p\left(\alpha_{2}, \gamma_{2}\right)=-2.2037$ | -1 | 1 | 1 |
| $p\left(\alpha_{1}, \gamma_{3}\right)=0.2025$ | $\ln p\left(\alpha_{1}, \gamma_{3}\right)=-1.5972$ | 1 | -1 | -1 |
| $p\left(\alpha_{2}, \gamma_{3}\right)=0.1731$ | $\ln p\left(\alpha_{2}, \gamma_{3}\right)=-1.7538$ | 1 | -1 | 1 |
| $p\left(\alpha_{1}, \gamma_{4}\right)=0.1037$ | $\ln p\left(\alpha_{1}, \gamma_{4}\right)=-2.2664$ | 1 | 1 | -1 |
| $p\left(\alpha_{2}, \gamma_{4}\right)=0.0042$ | $\ln p\left(\alpha_{2}, \gamma_{4}\right)=-5.4720$ | 1 | 1 | 1 |

Table 4.2: Probability distribution for the three units example.


Figure 4.2: Three units neural network, with two inputs and an output unit.
column is a 1 value vector, the other ones refer to units $S_{i_{1}}, S_{i_{2}}$ and $S_{o}$, respectively

$$
H=\left(\begin{array}{cccc}
1 & -1 & -1 & -1  \tag{4.23}\\
1 & -1 & -1 & 1 \\
1 & -1 & 1 & -1 \\
1 & -1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & 1 & -1 & 1 \\
1 & 1 & 1 & -1 \\
1 & 1 & 1 & 1
\end{array}\right)
$$

we then add the first set of products $S_{i_{1}} S_{i_{2}}, S_{i_{1}} S_{o}, S_{i_{2}} S_{o}$ as the next three columns of the
system

$$
H=\left(\begin{array}{ccccccc}
1 & -1 & -1 & -1 & 1 & 1 & 1  \tag{4.24}\\
1 & -1 & -1 & 1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 \\
1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 \\
1 & 1 & -1 & 1 & -1 & 1 & -1 \\
1 & 1 & 1 & -1 & 1 & -1 & -1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right)
$$

finally the $S_{i_{1}} S_{i_{2}} S_{o}$ product column is added

$$
H=\left(\begin{array}{cccccccc}
1 & -1 & -1 & -1 & 1 & 1 & 1 & -1  \tag{4.25}\\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & -1 & 1 & 1 & -1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & 1 & -1 & 1 & -1 & 1 & -1 & -1 \\
1 & 1 & 1 & -1 & 1 & -1 & -1 & -1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right) .
$$

We now find the analytical values for all the weights of the system by using

$$
J_{\sigma}^{(n)}=\frac{\left(H_{\sigma}^{(n)}\right)^{T} \cdot \ln [\vec{p}(\alpha, \gamma)]}{2^{N}}
$$

assuming that

$$
\ln [\vec{p}(\alpha, \gamma)]=\left(\begin{array}{c}
-1.5333  \tag{4.26}\\
-2.9469 \\
-1.9816 \\
-2.2037 \\
-1.5972 \\
-1.7538 \\
-2.2664 \\
-5.4720
\end{array}\right)
$$

then

$$
\begin{align*}
& J^{(0)}=\frac{1}{2^{3}}\left(\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right) \cdot \ln [\vec{p}(\alpha, \gamma)]=-2.4694 \\
& J_{i_{1}}^{(1)}=\frac{1}{2^{3}}\left(\begin{array}{lllllllll}
-1 & -1 & -1 & -1 & 1 & 1 & 1 & 1
\end{array}\right) \cdot \ln [\vec{p}(\alpha, \gamma)]=-0.3030 \\
& J_{i_{2}}^{(1)}=\frac{1}{2^{3}}\left(\begin{array}{llllllll}
-1 & -1 & 1 & 1 & -1 & -1 & 1 & 1
\end{array}\right) \cdot \ln [\vec{p}(\alpha, \gamma)]=-0.5116 \\
& J_{i_{3}}^{(1)}=\frac{1}{2^{3}}\left(\begin{array}{llllllll}
-1 & 1 & -1 & 1 & -1 & 1 & -1 & 1
\end{array}\right) \cdot \ln [\vec{p}(\alpha, \gamma)]=-0.6247, \\
& J_{i_{1} i_{2}}^{(2)}=\frac{1}{2^{3}}\left(\begin{array}{llllllll}
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1
\end{array}\right) \cdot \ln [\vec{p}(\alpha, \gamma)]=-0.5853 \\
& J_{i_{1} o}^{(2)}=\frac{1}{2^{3}}\left(\begin{array}{llllllll}
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1
\end{array}\right) \cdot \ln [\vec{p}(\alpha, \gamma)]=-0.2158 \\
& J_{i_{20} o}^{(2)}=\frac{1}{2^{3}}\left(\begin{array}{llllllll}
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1
\end{array}\right) \cdot \ln [\vec{p}(\alpha, \gamma)]=-0.2322 \\
& J_{i_{1} i_{2} o}^{(3)}=\frac{1}{2^{3}}\left(\begin{array}{llllllll}
-1 & 1 & 1 & -1 & 1 & -1 & -1 & 1
\end{array}\right) \cdot \ln [\vec{p}(\alpha, \gamma)]=-0.5301 \tag{4.27}
\end{align*} .
$$

### 4.4.3 The backwards problem for a conditional p.d.f.

In this section we extend the previous discussion to the more realistic learning problem involving conditional probability distributions. A standard learning problem on a BM is usually given in terms of conditional probabilities: given a fixed input pattern $\gamma$, we know the probability $p(\alpha \mid \gamma)$ of finding a state $\alpha$ in the output units. Of course, we typically know $p(\alpha \mid \gamma)$ only for a restricted set of states $\gamma$ and $\alpha$ and the network has to infer the
remaining probabilities. We now discuss what we call the complete backwards problem for a conditional probability distribution: given all the conditional probabilities $p(\alpha \mid \gamma)$ find the complete set of weights $\left\{J_{\sigma}^{(n)}\right\}$ of the HOBM that conforms to these probabilities.

We begin this discussion with an $N$-th order Boltzmann Machine with $n_{i}$ input units $S_{i}, n_{o}$ output units $S_{o}$ and no hidden units, for a total of $N=n_{i}+n_{o}$ neurons. We do not know the value of its connections, though we know that the neural network may have all possible weights up to order $N$. In this instance of the backwards problem, we assume we know the complete conditional probability distribution associated to the HOBM, that is, we assume we know $p(\alpha \mid \gamma)$ for every output state $\alpha$, conditioned to a clamped input state $\gamma$. We again look for a set of weights that reproduces this probability distribution. We know that, by definition

$$
\begin{equation*}
p(\alpha \mid \gamma)=\frac{p(\alpha, \gamma)}{p(\gamma)} \tag{4.28}
\end{equation*}
$$

so we can replace $p(\alpha, \gamma)$ by $p(\alpha \mid \gamma) p(\gamma)$ in Eq. 4.16 to find

$$
\begin{equation*}
\vec{J}=\frac{H_{2^{N} \times 2^{N}}^{T} \cdot(\ln [\vec{p}(\alpha \mid \gamma)]+\ln [\vec{p}(\gamma)])}{2^{N}} \tag{4.29}
\end{equation*}
$$

In this new formulation of the problem, we know all the $p(\alpha \mid \gamma)$. However, additional knowledge of $p(\gamma)$ is needed. One may wonder if $p(\gamma)$ can be recovered once we know $p(\alpha \mid \gamma)$ for every state $\alpha$ and $\gamma$. This is not the case, as there are infinite possible choices for $p(\gamma)$. In this sense, we realize that knowing $p(\alpha, \gamma)$ is enough to get $p(\alpha \mid \gamma)$ and $p(\gamma)$ but the inverse is not true. In order to see the conditional probabilities do not fix univoquely the input probabilities we discuss a simple example.

Let $A$ and $B$ be two binary ( 0 and 1 ) random variables that happen with probability $p(A, B)$. The conditional probabilities $p(A \mid B)$ that can be derived are

$$
\begin{align*}
& p(A=0 \mid B=0)=\frac{p(A=0, B=0)}{p(B=0)}, \\
& p(A=1 \mid B=0)=\frac{p(A=1, B=0)}{p(B=0)}, \\
& p(A=0 \mid B=1)=\frac{p(A=0, B=1)}{p(B=1)}, \\
& p(A=1 \mid B=1)=\frac{p(A=1, B=1)}{p(B=1)}, \tag{4.30}
\end{align*}
$$

with the normalization condition

$$
\begin{equation*}
p(A=0, B=0)+p(A=1, B=0)+p(A=0, B=1)+p(A=1, B=1)=1 \tag{4.31}
\end{equation*}
$$

Consider now a different probability distribution $q(A, B)$ such that

$$
\begin{align*}
& q(A=0, B=0)=\lambda p(A=0, B=0) \\
& q(A=1, B=0)=\lambda p(A=1, B=0) \\
& q(A=0, B=1)=\mu p(A=0, B=1) \\
& q(A=1, B=1)=\mu p(A=1, B=1) \tag{4.32}
\end{align*}
$$

for some real values of $\lambda$ and $\mu$. In the following, we show that there is an infinite set of solutions for $\lambda$ and $\mu$ that produce the same conditional probabilities. First of all, the substitution of Eq. 4.32 into Eq. 4.30 tells us that

$$
\begin{align*}
& p(A=0 \mid B=0)=\frac{p(A=0, B=0)}{p(B=0)}=\frac{q(A=0, B=0)}{q(B=0)}=q(A=0 \mid B=0), \\
& p(A=1 \mid B=0)=\frac{p(A=1, B=0)}{p(B=0)}=\frac{q(A=1, B=0)}{q(B=0)}=q(A=1 \mid B=0), \\
& p(A=0 \mid B=1)=\frac{p(A=0, B=1)}{p(B=1)}=\frac{q(A=0, B=1)}{q(B=1)}=q(A=0 \mid B=1), \\
& p(A=1 \mid B=1)=\frac{p(A=1, B=1)}{p(B=1)}=\frac{q(A=1, B=1)}{q(B=1)}=q(A=1 \mid B=1), \tag{4.33}
\end{align*}
$$

so the conditional probabilities are the same. Now we show that these relations and the previous ones can be fulfilled for values other than the trivial $\lambda=\mu=1$. We impose now the additional normalization constraint

$$
\begin{equation*}
q(A=0, B=0)+q(A=1, B=0)+q(A=0, B=1)+q(A=1, B=1)=1 \tag{4.34}
\end{equation*}
$$

which means

$$
\begin{equation*}
\lambda p(A=0, B=0)+\lambda p(A=1, B=0)+\mu p(A=0, B=1)+\mu p(A=1, B=1)=1 . \tag{4.35}
\end{equation*}
$$

Since both probability distributions are (properly) normalized to one, the sum over all $p(A, B)$ equals the sum over all $q(A, B)$ and then we can write

$$
\begin{align*}
& \lambda[p(A=0, B=0)+p(A=1, B=0)]+\mu[p(A=0, B=1)+p(A=1, B=1)]= \\
& =p(A=0, B=0)+p(A=1, B=0)+p(A=0, B=1)+p(A=1, B=1) . \tag{4.36}
\end{align*}
$$

From here, we arrive to the condition

$$
\begin{equation*}
\frac{\lambda-1}{\mu-1}=-\frac{p(A=0, B=1)+p(A=1, B=1)}{p(A=0, B=0)+p(A=1, B=0)} \tag{4.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=1+\frac{p(A=0, B=1)+p(A=1, B=1)}{p(A=0, B=0)+p(A=1, B=0)}(1-\mu) . \tag{4.38}
\end{equation*}
$$

Now, we give some values to the previous numbers and carry out the following example

$$
\begin{align*}
& p(A=0, B=0)=\frac{1}{10} \\
& p(A=1, B=0)=\frac{2}{10} \\
& p(A=0, B=1)=\frac{3}{10} \\
& p(A=1, B=1)=\frac{4}{10} \tag{4.39}
\end{align*}
$$

We will find a $q(A, B)$ for $\lambda=\frac{3}{2}$ and $\lambda=2$. We fix $\lambda=\frac{3}{2}$ and find a suitable value for $\mu$, thus

$$
\begin{equation*}
\frac{\frac{3}{2}-1}{\mu-1}=-\frac{\frac{3}{10}+\frac{4}{10}}{\frac{1}{10}+\frac{2}{10}} \tag{4.40}
\end{equation*}
$$

so

$$
\begin{equation*}
\mu=\frac{11}{14} \tag{4.41}
\end{equation*}
$$

and generate $q(A, B)$

$$
\begin{align*}
& q(A=0, B=0)=\frac{3}{20} \\
& q(A=1, B=0)=\frac{3}{10} \\
& q(A=0, B=1)=\frac{33}{140}, \\
& q(A=1, B=1)=\frac{44}{140} . \tag{4.42}
\end{align*}
$$

We sum these values to ensure that $\lambda$ and $\mu$ are correct

$$
\begin{equation*}
\frac{3}{20}+\frac{3}{10}+\frac{33}{140}+\frac{44}{140}=\frac{21}{140}+\frac{42}{140}+\frac{33}{140}+\frac{44}{140}=1 \tag{4.43}
\end{equation*}
$$

We now repeat this process for $\lambda=2$, hence

$$
\begin{equation*}
\frac{2-1}{\mu-1}=-\frac{\frac{3}{10}+\frac{4}{10}}{\frac{1}{10}+\frac{2}{10}} \tag{4.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu=\frac{4}{7} \tag{4.45}
\end{equation*}
$$

the new probability distribution $q(A, B)$ reads then as

$$
\begin{align*}
& q(A=0, B=0)=\frac{1}{5} \\
& q(A=1, B=0)=\frac{2}{5} \\
& q(A=0, B=1)=\frac{12}{70} \\
& q(A=1, B=1)=\frac{16}{70} \tag{4.46}
\end{align*}
$$

which does also satisfy that the sum of its terms is 1

$$
\begin{equation*}
\frac{1}{5}+\frac{2}{5}+\frac{12}{70}+\frac{16}{70}=\frac{14}{70}+\frac{28}{70}+\frac{12}{70}+\frac{16}{70}=1 \tag{4.47}
\end{equation*}
$$

Notice then that we could find as many different values as desired for $\lambda$, and that it would lead to different values of $\mu$ that would yet provide new valid probability distributions. In this sense, there is an infinite set of probability distributions that lead to the same conditional distribution.

### 4.4.4 General solution for the backwards conditional problem

In this section we prove that there exists a general solution for the conditional probability backwards problem, which is formulated as

$$
\begin{equation*}
J_{\sigma}^{(n)}=\frac{H_{\sigma}^{(n)} \cdot(\ln [\vec{p}(\alpha \mid \gamma)]+\ln [\vec{p}(\gamma)])}{2^{N}} \tag{4.48}
\end{equation*}
$$

and that it can be found even if the input units probability distribution is not known. Though, this solution does only provide the values for the weights that are not limited to connecting only input units. The easiest case is considered to happen on a two inputs, one output topology; we then propose the generic case for $N$ units, to prove that the system will yet be able to solve the backwards problem regardless the value $p(\gamma)$ might take.

We begin with a high order Boltzmann Machine as the one proposed in the previous section, with two input units $S_{i_{1}}$ and $S_{i_{2}}$ and an output neuron $S_{o}$. The vector of weights of the system reads as

$$
\vec{J}=\left(\begin{array}{c}
J^{(0)}  \tag{4.49}\\
J_{i_{1}}^{(1)} \\
J_{i_{2}}^{(1)} \\
J_{o}^{(1)} \\
J_{i_{1} i_{2}}^{(2)} \\
J_{i_{1} o}^{(2)} \\
J_{i_{2} o}^{(2)} \\
J_{i_{1} i_{2} o}^{(3)}
\end{array}\right),
$$

and the probability distribution is written down on Table 4.3.
We start from the probability distribution system of equations

$$
\begin{equation*}
\vec{J}=\frac{H_{2^{3} \times 2^{3}}^{T} \cdot \ln \left[\vec{p}\left(S_{o}, S_{i_{1}}, S_{i_{2}}\right)\right]}{2^{3}} \tag{4.50}
\end{equation*}
$$

| $S_{i_{1}}$ | $S_{i_{2}}$ | $S_{o}$ | $p\left(S_{i_{1}}, S_{i_{2}}, S_{o}\right)=p\left(S_{o} \mid S_{i_{1}}, S_{i_{2}}\right) p\left(S_{i_{1}}, S_{i_{2}}\right)$ |
| :---: | :---: | :---: | :--- |
| -1 | -1 | -1 | $p(-1,-1,-1)=p(-1 \mid-1,-1) p(-1,-1)$ |
| -1 | -1 | 1 | $p(-1,-1,1)=p(1 \mid-1,-1) p(-1,-1)$ |
| -1 | 1 | -1 | $p(-1,1,-1)=p(-1 \mid-1,1) p(-1,1)$ |
| -1 | 1 | 1 | $p(-1,1,1)=p(1 \mid-1,1) p(-1,1)$ |
| 1 | -1 | -1 | $p(1,-1,-1)=p(-1 \mid 1,-1) p(1,-1)$ |
| 1 | -1 | 1 | $p(1,-1,1)=p(1 \mid 1,-1) p(1,-1)$ |
| 1 | 1 | -1 | $p(1,1,-1)=p(-1 \mid 1,1) p(1,1)$ |
| 1 | 1 | 1 | $p(1,1,1)=p(1 \mid 1,1) p(1,1)$ |

Table 4.3: Standard and conditional probability distributions.
the solution for this system is

$$
\begin{align*}
J_{i_{1}}^{(1)} & =\ln \left(\frac{p(-1,1,-1) p(1,1,-1) p(-1,1,1) p(1,1,1)}{p(-1,-1,-1) p(1,-1,-1) p(-1,-1,1) p(1,-1,1)}\right) \\
J_{i_{2}}^{(1)} & =\ln \left(\frac{p(-1,-1,1) p(-1,1,1) p(1,-1,1) p(1,1,1)}{p(-1,-1,-1) p(-1,1,-1) p(1,-1,-1) p(1,1,-1)}\right) \\
J_{o}^{(1)} & =\ln \left(\frac{p(1,-1,-1) p(1,1,-1) p(1,-1,1) p(1,1,1)}{p(-1,-1,-1) p(-1,1,-1) p(-1,-1,1) p(-1,1,1)}\right) \\
J_{i_{1} i_{2}}^{(2)} & =\ln \left(\frac{p(-1,-1,-1) p(1,-1,-1) p(-1,1,1) p(1,1,1)}{p(-1,-1,1) p(1,-1,1) p(-1,1,-1) p(1,1,-1)}\right) \\
J_{i_{1} o}^{(2)} & =\ln \left(\frac{p(-1,-1,-1) p(-1,-1,1) p(1,1,-1) p(1,1,1)}{p(1,-1,-1) p(1,-1,1) p(-1,1,-1) p(-1,1,1)}\right) \\
J_{i_{2} o}^{(2)} & =\ln \left(\frac{p(-1,-1,-1) p(1,-1,1) p(-1,1,-1) p(1,1,1)}{p(1,-1,-1) p(-1,-1,1) p(1,1,-1) p(-1,1,1)}\right) \\
J_{i_{1} i_{2} o}^{(3)} & =\ln \left(\frac{p(1,-1,-1) p(-1,-1,1) p(-1,1,-1) p(1,1,1)}{p(-1,-1,-1) p(1,-1,1) p(1,1,-1) p(-1,1,1)}\right) \tag{4.51}
\end{align*}
$$

The conditional probability solution shows that the input probability references are
cleared for any solution that is not limited to connecting only input units

$$
\begin{align*}
& J_{i_{1}}^{(1)}=\ln \left(\frac{p(-1 \mid 1,-1) p(1 \mid 1,-1) p(-1 \mid 1,1) p(1 \mid 1,1)}{p(-1 \mid-1,-1) p(1 \mid-1,-1) p(-1 \mid-1,1) p(1 \mid-1,1)}\right) \\
& \quad+2 \ln \left(\frac{p(1,-1) p(1,1)}{p(-1,1) p(-1,-1)}\right), \\
& J_{i_{2}}^{(1)}=\ln \left(\frac{p(-1 \mid-1,1) p(-1 \mid 1,1) p(1 \mid-1,1) p(1 \mid 1,1)}{p(-1 \mid-1,-1) p(-1 \mid 1,-1) p(1 \mid-1,-1) p(1 \mid 1,-1)}\right) \\
& \quad+2 \ln \left(\frac{p(-1,1) p(1,1)}{p(1,-1) p(-1,-1)}\right) \\
& J_{o}^{(1)}=\ln \left(\frac{p(1 \mid-1,-1) p(1 \mid 1,-1) p(1 \mid-1,1) p(1 \mid 1,1)}{p(-1 \mid-1,-1) p(-1 \mid 1,-1) p(-1 \mid-1,1) p(-1 \mid 1,1)}\right), \\
& J_{i_{1} i_{2}}^{(2)}=\ln \left(\frac{p(-1 \mid-1,-1) p(1 \mid-1,-1) p(-1 \mid 1,1) p(1 \mid 1,1)}{p(-1 \mid-1,1) p(1 \mid-1,1) p(-1 \mid 1,-1) p(1 \mid 1,-1)}\right) \\
& \quad+2 \ln \left(\frac{p(-1,-1) p(1,1)}{p(-1,1) p(1,-1)}\right), \\
& J_{i_{1} o}^{(2)}=\ln \left(\frac{p(-1 \mid-1,-1) p(-1 \mid-1,1) p(1 \mid 1,-1) p(1 \mid 1,1)}{p(1 \mid-1,-1) p(1 \mid-1,1) p(-1 \mid 1,-1) p(-1 \mid 1,1)}\right) \\
& J_{i_{2} o}^{(2)}=\ln \left(\frac{p(-1 \mid-1,-1) p(1 \mid-1,1) p(-1 \mid 1,-1) p(1 \mid 1,1)}{p(1 \mid-1,-1) p(-1 \mid-1,1) p(1 \mid 1,-1) p(-1 \mid 1,1)}\right) \\
& J_{i_{1} i_{2} o}^{(3)}=\ln \left(\frac{p(1 \mid-1,-1) p(-1 \mid-1,1) p(-1 \mid 1,-1) p(1 \mid 1,1)}{p(-1 \mid-1,-1) p(1 \mid-1,1) p(1 \mid 1,-1) p(-1 \mid 1,1)}\right) \tag{4.52}
\end{align*}
$$

The resulting equations for the weights connecting output and hidden units are the same as before, but using $p\left(S_{o} \mid S_{i_{1}}, S_{i_{2}}\right)$ instead of $p\left(S_{i_{1}}, S_{i_{2}}, S_{o}\right)$. These probabilities are numerically different and one may think that the equations are, in consequence, different. However, this happens not to be true, since $p\left(S_{i_{1}}, S_{i_{2}}, S_{o}\right)=p\left(S_{o} \mid S_{i_{1}}, S_{i_{2}}\right) p\left(S_{i_{1}}, S_{i_{2}}\right)$ and those $p\left(S_{i_{1}}, S_{i_{2}}\right)$ are further cleared. We can see then that the weights $J_{o}^{(1)}, J_{i_{1} o}^{(2)}, J_{i_{2} o}^{(2)}$ and $J_{i_{1} i_{2} O}^{(3)}$ are the same for both systems of equations; we also realize that this happens regardless of the values $p\left(S_{i_{1}}, S_{i_{2}}\right)$ may take.

Now, we analyze what happens for a number $N$ of units in the neural network, with $n_{i}$ input units $S_{i}$ and $n_{o}$ output units $S_{o}$; we consider again that the problem is solved when the values of the weights connecting only output or either input and output units are found. We have a given weight connecting any number $m_{i}$ of input units $S_{i_{1}}, S_{i_{2}}$, up to $S_{i_{m_{i}}}$ with any number of $m_{o}$ output units $S_{o_{1}}, S_{o_{2}}$, up to $S_{o_{m_{o}}}$, being that $m_{o} \neq 0$.

From Eq 4.48, we can see that the solution for such weight involves a vector $H_{\sigma}^{(n)}$ which is composed of the combinations of products of the very same units that it connects

$$
\begin{equation*}
H_{\sigma}^{(n)}=\left\{S_{i_{1}} S_{i_{2}} \cdots S_{i_{m_{i}}} S_{o_{1}} S_{o_{2}} \cdots S_{o_{m_{o}}}\right\} \tag{4.53}
\end{equation*}
$$

When the backwards problem is proposed, the Hadamard matrix that is related to such vector is then given values on an orderly manner, as function of the $\alpha$ and $\gamma$ vectors

$$
\begin{align*}
& H_{\sigma, 1,1}^{(n)}=\left\{S_{i_{1}}^{\gamma_{1}} S_{i_{2}}^{\gamma_{1}} \cdots S_{i_{m_{i}}}^{\gamma_{1}} S_{o_{1}}^{\alpha_{1}} S_{o_{2}}^{\alpha_{1}} \cdots S_{o_{m_{o}}}^{\alpha_{1}}\right\} \\
& H_{\sigma, 1,2}^{(n)}=\left\{S_{i_{1}}^{\gamma_{1}} S_{i_{2}}^{\gamma_{1}} \cdots S_{i_{m_{i}}}^{\gamma_{1}} S_{o_{1}}^{\alpha_{2}} S_{o_{2}}^{\alpha_{2}} \cdots S_{o_{m_{o}}}^{\alpha_{2}}\right\} \\
& H_{\sigma, 1,3}^{(n)}=\left\{S_{i_{1}}^{\gamma_{1}} S_{i_{2}}^{\gamma_{1}} \cdots S_{i_{m_{i}}}^{\gamma_{1}} S_{o_{1}}^{\alpha_{3}} S_{o_{2}}^{\alpha_{3}} \cdots S_{o_{m_{o}}}^{\alpha_{3}}\right\}, \\
& \vdots  \tag{4.54}\\
& H_{\sigma, 2^{m_{i}, 2^{m_{o}}}}^{(n)}=\left\{S_{i_{1}}^{\gamma_{2} m_{i}} S_{i_{2}}^{\gamma_{2} m_{i}} \cdots S_{i_{m_{i}}}^{\gamma_{2} m_{i}} S_{o_{1}}^{\alpha_{2} m_{o}} S_{o_{2}}^{\alpha_{2} m_{o}} \cdots S_{o_{m_{o}}}^{\alpha_{2} m_{o}}\right\}
\end{align*}
$$

hence for each input $\gamma$ vector, we will also have $2^{m_{o}}$ different output possible $\alpha$ combinations. We now define a subset of vectors where the input units are clamped to the same $\gamma$ state and the output units are those $2^{m_{o}}$ different $\alpha$ output states associated to such input values

$$
\begin{align*}
& H_{\sigma, \gamma, 1}^{(n)}=\left\{S_{i_{1}}^{\gamma} S_{i_{2}}^{\gamma} \cdots S_{i_{m_{i}}}^{\gamma} S_{o_{1}}^{\alpha_{1}} S_{o_{2}}^{\alpha_{1}} \cdots S_{o_{m_{o}}}^{\alpha_{1}}\right\} \\
& H_{\sigma, \gamma, 2}^{(n)}=\left\{S_{i_{1}}^{\gamma} S_{i_{2}}^{\gamma} \cdots S_{i_{m_{i}}}^{\gamma} S_{o_{1}}^{\alpha_{2}} S_{o_{2}}^{\alpha_{2}} \cdots S_{o_{m_{o}}}^{\alpha_{2}}\right\} \\
& \vdots \\
& H_{\sigma, \gamma, 2^{m_{o}}}^{(n)}=\left\{S_{i_{1}}^{\gamma} S_{i_{2}}^{\gamma} \cdots S_{i_{m_{i}}}^{\gamma} S_{o_{1}}^{\alpha_{2} m_{o}} S_{o_{2}}^{\alpha_{2} m_{o}} \cdots S_{o_{m_{o}}}^{\alpha_{2} m_{o}}\right\} \tag{4.55}
\end{align*}
$$

Notice that any $H_{\sigma, \gamma, \alpha}^{(n)}$ is a vector that considers all possible product terms from the units that the weight is connecting, and that this is true for all $\alpha$ related to the same $\gamma$ input vector. This is then a vector with the same number of +1 and -1 terms; thus $H_{\sigma, \gamma, \alpha}^{(n)} \cdot \overrightarrow{1}=0$, hence for any weight connecting only output or, either, input and output
units

$$
\begin{align*}
J_{\sigma}^{(n)} & =\frac{H_{\sigma}^{(n)} \cdot(\ln [\vec{p}(\alpha \mid \gamma)])}{2^{N}}+\frac{H_{\sigma}^{(n)} \cdot(\ln [\vec{p}(\gamma)])}{2^{N}} \\
& =\frac{H_{\sigma}^{(n)} \cdot(\ln [\vec{p}(\alpha \mid \gamma)])}{2^{N}}+\sum_{\gamma} \frac{\ln [\vec{p}(\gamma)]\left(H_{\sigma, \alpha, \gamma}^{(n)} \cdot \overrightarrow{1}\right)}{2^{N}}, \tag{4.56}
\end{align*}
$$

being $\ln [\vec{p}(\gamma)]$ the probabilities of reaching a given $\gamma$ input state, expressed as a vector. Finally

$$
\begin{equation*}
J_{\sigma}^{(n)}=\frac{H_{\sigma}^{(n)} \cdot(\ln [\vec{p}(\alpha \mid \gamma)])}{2^{N}} \tag{4.57}
\end{equation*}
$$

as far as $J_{\sigma}^{(n)}$ only connects input and output, or only output units.

### 4.4.5 The backwards incomplete problem

We have already analyzed what happens when an $N$ units, $N$-th order HOBM with no hidden units has to learn a probability distribution $p(\alpha, \gamma)$ known for all $\alpha, \gamma$ : there is only one possible set of weights that is able to yield the corresponding Boltzmann probability distribution, as far as there are no $p=0$ nor $p=1$ values. We will now discuss what happens when this is not the case, that is, when we only know some of the probabilities $p(\alpha, \gamma)$; this is also the realistic case when the neural network is learning a set of vectors that is not fully defined.

We begin from a standard, high order BM with $n_{i}$ input units $S_{i}$ and $n_{o}$ output units $S_{o}$ for a total of $n_{i}+n_{o}=N$ neurons, and a partially known absolute probability distribution $p(\alpha, \gamma)$ such as

$$
\begin{equation*}
p(\alpha, \gamma)=\left\{\varphi_{1} \ldots \varphi_{m_{1}} \lambda_{1} \ldots \lambda_{m_{2}}\right\} \tag{4.58}
\end{equation*}
$$

where the subset $\varphi_{i}$ of $m_{1}<2^{N}$ values is known and we consider that there are $m_{2}=$ $2^{N}-m_{1}$ unknown $\lambda_{j} m_{2}$ vectors. We make use of Eq. 4.10 to relate the probability distribution from Eq. 4.58 to the set of weights for this neural network

$$
\ln [\vec{p}(\alpha, \gamma)]=H_{2^{N} \times 2^{N}} \cdot \vec{J}
$$

this system of equations can be written down on its matricial notation

$$
\ln \left(\begin{array}{c}
\varphi_{1}  \tag{4.59}\\
\cdots \\
\varphi_{m_{1}} \\
\lambda_{1} \\
\cdots \\
\lambda_{m_{2}}
\end{array}\right)=H_{2^{N} \times 2^{N}} \cdot \vec{J},
$$

where there are a total of $m_{2}$ unknown values as the natural logarithm of the terms from the probability distribution. Let then any $\lambda_{j}$ take an arbitrary value -constrained to $\sum_{\alpha, \gamma} p(\alpha, \gamma)=1$ and $p(\alpha, \gamma) \neq 0, p(\alpha, \gamma) \neq 1-;$ then Eq. 4.59 is solved regardless of these values, because the matrix of the system is Hadamard. In this sense, there is an infinite range of solutions that will yet be compatible with $\varphi_{i}$ terms.

Furthermore, let $r(\alpha, \gamma)$ be a non-normalized probability distribution such as

$$
\begin{equation*}
\sum_{\alpha, \gamma} r(\alpha, \gamma)=k \tag{4.60}
\end{equation*}
$$

for $k \in \Re^{+}$and $r(\alpha, \gamma)>0, \forall \alpha, \gamma$; thus assuming that all $\lambda_{j}$ values are again arbitrary. Notice that Eq. 4.59 is solved regardless of these values, because the matrix of the system is Hadamard. Let $p(\alpha, \gamma)$ be a normalized probability distribution such as

$$
\begin{equation*}
p(\alpha, \gamma)=\frac{r(\alpha, \gamma)}{k} \tag{4.61}
\end{equation*}
$$

thus $\sum_{\alpha, \gamma} p(\alpha, \gamma)=1$. Notice that

$$
\begin{equation*}
\ln \vec{p}(\alpha, \gamma)=\ln \left[\frac{\vec{r}(\alpha, \gamma)}{k}\right]=H_{2^{N} \times 2^{N}} \cdot \vec{J} \tag{4.62}
\end{equation*}
$$

the constant can be moved to the rhs of the equation

$$
\begin{equation*}
\ln \vec{r}(\alpha, \gamma)=\ln k+H_{2^{N} \times 2^{N}} \cdot \vec{J}, \tag{4.63}
\end{equation*}
$$

effectively being added to the $J^{(0)}$ constant term: notice from Eq. 4.6 that this zero order terms always has 1 as coefficient and therefore arriving at a new $J^{(0)^{\prime}}=J^{(0)}+\ln k$. In this sense, the set $\vec{J}_{\sigma}^{(n>0)}$ is the same for both $p(\alpha, \gamma)$ and $r(\alpha, \gamma)$.

Hence, the system for a partially known normalized probability distribution $p(\alpha, \gamma)$ where the unknown terms can be arbitrarily fixed -such that $\sum_{\alpha, \gamma} p(\alpha, \gamma)=1$ - reads as

$$
\ln \left(\begin{array}{c}
\varphi_{1}  \tag{4.64}\\
\cdots \\
\varphi_{m_{1}}
\end{array}\right)=H_{2^{N} \times m_{1}} \cdot \vec{J}
$$

where the rows of the Hadamard matrix considered are those from the known probability distribution. We will arrive to a system where as much as $m_{1}$ weights will need to be fixed to obtain the numerical values that match the probability distribution. Therefore, the system is not analytically solved but rather it should be solved by numerical means.

### 4.5 Backwards incomplete problem LU solution

The backwards complete problem is a unique problem approach as far as the learning vectors are completely known, which is something that does not happen when dealing against real-life problems. It has already been shown that this problem is always accurately solved for a high order Boltzmann Machine with no hidden units, since the Hadamard matrix that is generated by the very same vectors leads to a solvable system of equations

$$
\ln \vec{p}(\alpha \mid \gamma)=H_{2^{N} \times 2^{N}} \cdot \vec{J}
$$

where $N$ stands for the total number of both input and output units, $\vec{p}(\alpha \mid \gamma)$ is a $2^{N}$ component vector of probabilities for the system and $\vec{J}$ is vector that represents the weights of the BM.

In this section we will discuss the solution for a learning set of vectors that is not complete, which has been named as the backwards incomplete problem. As it has already been shown, the system of equations that is generated in this case is incomplete

$$
\ln \vec{p}(\alpha, \gamma)=H_{p} \cdot \vec{J},
$$

where $H_{p}$ is a non-square matrix that has some selected rows from a Hadamard matrix, thus obtaining a certain number of degrees of freedom that should be fixed. In this
section we propose a simple solution to this problem, which is a regression through the LU decomposition of $H_{p}$. In the first part of this section we show that this solution will indeed reach a global minimum of the Kullback-Leibler distance; the section is then concluded with the application of the LU solution to a typical toy problem, which is known as the priority encoder.

### 4.5.1 Kullback-Leibler distance optimization and the LU solution

We now inquiry about the correct solution to the backwards incomplete problem that one can obtain through LU factorization. Since this method leads to a mathematical regression, the incomplete backwards problem will be solved as a regression where the points are approximated by a function which is now the high order energy functional of the BM. The matricial equation for the incomplete backwards problem reads as

$$
\begin{equation*}
\ln \vec{p}(\alpha, \gamma)=H_{p} \cdot \vec{J} \tag{4.65}
\end{equation*}
$$

where $\vec{p}(\alpha, \gamma)$ is the set of $m$ probability values that are known at this learning stage, from a total of $2^{N}$ for a total of $N$ units. On the other hand, $\vec{J}$ are the weights that the neural network will set up once it learns, while $H_{p}$ is a matrix whose rows are the combinations of input and output units that are known. Its columns are the same as a Hadamard matrix hence

$$
\begin{equation*}
H_{p} \cdot H_{p}^{\prime}=m I \tag{4.66}
\end{equation*}
$$

being $m$ the number of rows that the matrix has and $I$ the identity matrix. Since this is not a Hadamard matrix, it also happens that

$$
\begin{equation*}
H_{p}^{\prime} \cdot H_{p} \neq m I \tag{4.67}
\end{equation*}
$$

notice that the dimension of this matrix is actually $2^{N} \times m$, and that we have $m^{\prime}=2^{N}-m$ degrees of freedom. Notice also that, since this is an incomplete learning set, the real value
for these weights is not known and may not be set to zero. Said this, we show a possible solution for this problem, which consists on a standard regression calculus and show it to be a global minimum of the Kullback-Leibler distance.

Let an error function $\Theta$ which results from the LU factorization of the previous system, as seen in Ref. [The Mathworks ${ }^{T M}$, 2008a], be defined as

$$
\begin{equation*}
\Theta=\frac{1}{2} \sum_{\alpha, \gamma}\left(\sum_{\sigma} J_{\sigma}^{(n)} \prod S_{\rho \in \alpha, \gamma}-\ln p(\alpha, \gamma)\right)^{2} \tag{4.68}
\end{equation*}
$$

where $\prod S_{\rho \in \alpha, \gamma}$ stands for all the units which are linked by a given connection $J_{\sigma}^{(n)}$ when an input pattern $\gamma$ and an output pattern $\alpha$ are set. This system is solved by using Least Squares, hence we need to carry out the partial derivative of this expression for a given weight $J_{\tau}^{(n)}$ as

$$
\begin{equation*}
\frac{\partial \Theta}{\partial J_{\tau}^{(n)}}=\sum_{\alpha, \gamma}\left(\sum_{\sigma} J_{\sigma}^{(n)} \prod S_{\rho \in \alpha, \gamma}-\ln p(\alpha, \gamma)\right) \prod S_{\varrho \in \alpha, \gamma}=0 \tag{4.69}
\end{equation*}
$$

$\prod S_{\varrho \in \alpha, \gamma}$ being the units linked by the weight $J_{\tau}^{(n)}$. This expression can be worked out to reach

$$
\begin{equation*}
\sum_{\alpha, \gamma}\left(\sum_{\sigma} J_{\sigma}^{(n)} \prod S_{\rho \in \alpha, \gamma}\right) \prod S_{\varrho \in \alpha, \gamma}=\sum_{\alpha, \gamma} \ln p(\alpha, \gamma) \prod S_{\varrho \in \alpha, \gamma} \tag{4.70}
\end{equation*}
$$

now we apply the conditioned probability definition where

$$
\begin{equation*}
p(\alpha, \gamma)=p(\alpha \mid \gamma) p(\gamma) \tag{4.71}
\end{equation*}
$$

thus arriving at

$$
\begin{equation*}
\sum_{\alpha, \gamma}\left(\sum_{\sigma} J_{\sigma}^{(n)} \prod S_{\rho \in \alpha, \gamma}\right) \prod S_{\varrho \in \alpha, \gamma}=\sum_{\alpha, \gamma}(\ln p(\alpha \mid \gamma)+\ln p(\gamma)) \prod S_{\varrho \in \alpha, \gamma} \tag{4.72}
\end{equation*}
$$

We now recall the discussion about the relevance of $p(\gamma)$ over the values of $p(\alpha \mid \gamma)$ from section 4.4.4: the value of the weights is the same for a given $p(\alpha \mid \gamma)$ regardless $p(\gamma)$ as far as these do not connect only input units. In this sense, Eq. 4.72 becomes

$$
\begin{equation*}
\sum_{\alpha, \gamma}\left(\sum_{\sigma} J_{\sigma}^{(n)} \prod S_{\rho \in \alpha, \gamma}\right) \prod S_{\varrho \in \alpha, \gamma}=\sum_{\alpha, \gamma} \ln p(\alpha \mid \gamma) \prod S_{\varrho \in \alpha, \gamma} \tag{4.73}
\end{equation*}
$$

for any weight that is not limited to connecting only input units. Thus, the probability distribution $p(\gamma)$ does not need to be known.

Finally, we discuss the relationship between Eq. 4.73 and the Kullback-Leibler distance minimization used in the Boltzmann Machine learning process. This is

$$
G=\sum_{\alpha, \gamma} r(\alpha \mid \gamma) \ln \left(\frac{r(\alpha \mid \gamma)}{p(\alpha \mid \gamma)}\right)
$$

where $r(\alpha \mid \gamma)$ is the probability distribution that we want the neural network to learn and $p(\alpha \mid \gamma)$ is the current response, due to its weights and units. The derivative of this expression is the standard learning equation for the BM and reads

$$
\frac{\partial G}{\partial J_{\sigma}^{(n)}}=\frac{1}{T}\left(\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle^{*}-\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle\right)
$$

We assume now that the system has learned a given probability distribution, and there is no further variation on its weights. At this point, $\frac{\partial G}{\partial J_{\delta}^{(n)}}=0$ and

$$
\left(\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle^{*}-\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle\right)=0
$$

we now get the following equality

$$
\begin{align*}
\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle^{*} & =\left\langle\prod_{\rho \in \sigma} S_{\rho}\right\rangle \\
\sum_{\alpha, \gamma} r(\alpha, \gamma) \prod S_{\varrho \in \alpha, \gamma} & =\sum_{\alpha, \gamma} p(\alpha, \gamma) \prod S_{\varrho \in \alpha, \gamma}, \tag{4.74}
\end{align*}
$$

where we define the Boltzmann probability $p(\alpha, \gamma)$ as

$$
\begin{equation*}
p(\alpha, \gamma)=\mathrm{e}^{J(0)}+\sum J_{i_{1}}^{(1)} S_{i_{1}}+\sum J_{i_{1} i_{2}}^{(2)} S_{i_{1}} S_{i_{2}}+\sum J_{i_{1} i_{2} i_{3}}^{(3)} S_{i_{1}} S_{i_{2}} S_{i_{3}}+\ldots, \tag{4.75}
\end{equation*}
$$

considering that the partition function $\mathcal{Z}$ stands for

$$
\begin{equation*}
\ln \mathcal{Z}=-J^{0} \tag{4.76}
\end{equation*}
$$

thus, it is already included into the equation. Since $r(\alpha, \gamma)$ are the target values to learn, when this system is written down in matricial notation one can proceed as follows

$$
\begin{align*}
\vec{r}(\alpha, \gamma) \cdot H_{p} & =\vec{p}(\alpha, \gamma) \cdot H_{p} \\
\vec{r}(\alpha, \gamma) \cdot H_{p} \cdot H_{p} & =\vec{p}(\alpha, \gamma) \cdot H_{p} \cdot H_{p} \\
\vec{r}(\alpha, \gamma) & =\vec{p}(\alpha, \gamma) \\
\ln \vec{r}(\alpha, \gamma) & =\ln \vec{p}(\alpha, \gamma) \\
\ln \vec{r}(\alpha, \gamma) & =J^{(0)}+\sum J_{i_{1}}^{(1)} S_{i_{1}}+\sum J_{i_{1}}^{(2)} i_{2} S_{i_{1}} S_{i_{2}}+\ldots \tag{4.77}
\end{align*}
$$

which matches exactly the backwards problem, whether it is the incomplete or the complete case

$$
\begin{equation*}
\ln \vec{r}(\alpha, \gamma)=H_{p} \cdot \vec{J}, \tag{4.78}
\end{equation*}
$$

thus, proving that this is one correct solution from the multiple set of solutions that may be taken. Notice then that the difference between applying LU factorization and the Kullback-Leibler standard learning algorithm is the way in which they explore the space of solutions in the space: the LU method finds a solution that is not moving through such distance.

### 4.5.2 The priority encoder problem

We now solve a toy problem that is often used to test the ability of a given learning algorithm: the priority encoder is generated through an arithmetic boolean function that can be defined for any given set of bits. We define a sequence $\vec{X}$ of $n_{i}$ bits, ordered as

$$
\begin{equation*}
\vec{X}=\left\{x_{n_{i}}, x_{n_{1}-1}, \ldots, x_{2}, x_{1}\right\} \tag{4.79}
\end{equation*}
$$

where the Most Significant Bit (MSB) is in the $n_{i}$ position and the Least Significant Bit stands for $x_{1}$. The output units are activated representing a decimal value that matches the most significant bit activated in the input units, minus 1; hence there are as many outputs $y$ as $\log _{2} n_{i}$. We can see standard priority encoder for 4 input units in Table 4.4; notice that input units with? value stand for don't care values.

| $x_{4}$ | $x_{3}$ | $x_{2}$ | $x_{1}$ | $y_{2}$ | $y_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | $?$ | $?$ |
| 0 | 0 | 0 | 1 | 0 | 0 |
| 0 | 0 | 1 | $?$ | 0 | 1 |
| 0 | 1 | $?$ | $?$ | 1 | 0 |
| 1 | $?$ | $?$ | $?$ | 1 | 1 |

Table 4.4: Priority encoder truth table.

Since the output units will take their given value regardless? input values, the boolean function for this encoder becomes

$$
\begin{align*}
& y_{1}=x_{4}+\bar{x}_{4} \bar{x}_{3} x_{2}, \\
& y_{2}=x_{4}+x_{3} \tag{4.80}
\end{align*}
$$

which can be generalized for any number of input units. Notice that this is not an exhaustive problem, since there is an input combination whose output result is not cared for. In order not to get an exhaustive problem that we already know that the BM can learn by using Hadamard matrices, we add some noise bits that do not contribute to the output function; in our case we have added up to 5 noisy bits, as seen in Table 4.5, and disregarded the input pattern that produces an unknown combination of output units.

| $x_{9}$ | $x_{8}$ | $x_{7}$ | $y_{6}$ | $y_{5}$ | $x_{4}$ | $x_{3}$ | $x_{2}$ | $x_{1}$ | $y_{2}$ | $y_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $?$ | $?$ | $?$ | $?$ | $?$ | 0 | 0 | 0 | 1 | 0 | 0 |
| $?$ | $?$ | $?$ | $?$ | $?$ | 0 | 0 | 1 | $?$ | 0 | 1 |
| $?$ | $?$ | $?$ | $?$ | $?$ | 0 | 1 | $?$ | $?$ | 1 | 0 |
| $?$ | $?$ | $?$ | $?$ | $?$ | 1 | $?$ | $?$ | $?$ | 1 | 1 |

Table 4.5: Noisy priority encoder truth table.
Notice however that this input values produce up to $2^{9}-2^{5}=480$ combinations, though the real information is contained in $2^{4}=16$ input vectors. However, and since there are 9 different inputs, the neural network would not be able to generalize under a
given number of combinations. The benchmark that we have carried out to the neural network considers only removing random instances of the learning set, hence the neural network will have to figure out the function from Eq. 4.80 by removing the unnecessary additional information. Table 4.6 reports the efficiency on recognizing the full dataset; this values are computed as a mean over 1000 learning and test repetitions where the excluded learning vectors are randomly selected.

| Instances removed | Efficiency |
| :---: | :---: |
| $48(10 \%)$ | $100.0 \%$ |
| $96(20 \%)$ | $100.0 \%$ |
| $144(30 \%)$ | $100.0 \%$ |
| $150(32 \%)$ | $99.8 \%$ |

Table 4.6: Noisy priority encoder truth table.

Since the test is carried out by using LU factorization, the BM that is being used at this point is a high order Boltzmann Machine with no hidden units that may have any available connection between its units. Notice that the performance of the neural network decreases when 150 instances are removed. Starting at this point, the efficiency of the BM decreases almost lineally with every new vector that is removed from the training set.

The LU method can be used to effectively carry out a learning process on a HOBM. However, this algorithm is included in the same version from Ref. [The Mathworks ${ }^{T M}$, 2008b], and it is stated to always select the same degrees of freedom from the whole set. In this sense, the system is giving values to a set of weights that do actually meet the desired learning distribution. However, these weights are not able to generalize the function that the BM is expected to learn, this does then cause the performance to drop. A possible solution to this issue would be to let the system change the weights that it selects as degrees of freedom, though the criteria that should be followed in this sense is yet unknown.

## Chapter 5

## Analytical learning process for a BM

### 5.1 Introduction

In this chapter we present a method that, through the decimation equations and the backwards problem, is used to build a second order Boltzmann Machine that can learn any given pattern. This structure is used to fix the number of hidden units and connections between the neurons of the BM that effectively solves the problem at hand. However, this process is not intended for building a BM that solves a so called real-life problem. Instead, it has been conceived as a way to provide the size and topology of a BM that can solve it.

This chapter is divided in two sections: in the first one we analyze this method, from the simplest BM that emulates basic logical, Boole based operations to a more complex neural network with any number of input and output neurons, and that is able to learn any given probability distribution. In this section we discuss the numerical error that the process introduces and show that it can become negligible. The chapter is then concluded with some practical examples on how to build these systems, where we calculate all the weights required to build these systems.

### 5.2 Boole arithmetic representation on a BM

In this section, we propose a numerical method that can be used to create a second order BM that is able to learn any probability distribution. The method can be used to set the size of the neural network that is able to solve a problem at hand, but it is not intended to be used as a solution to real-life problems nor a commercial application.

In the first part of this section we propose a simple method to build a second order BM that is able to reproduce simple logical gates, which are defined as AND, OR, NAND and NOR [Ercegovac et al., 1998], and the modifications that one can apply to make such systems learn a probability output distribution other than closer to 0 and 1 for a given input vector. The second part of this section discusses how this procedure is used to implement more complex boolean systems. We then proceed with the extension of this method to the case of an exhaustive probability distribution, where all the combinations of any number of output and input units are defined in the learning pattern, and associated to a certain probability distribution. We conclude this section with a discussion of the numerical error that is introduced when one uses this method to build a BM, and prove it to become negligible.

### 5.2.1 Basic logic operations

The BM is a stochastic neural network that can not learn exact zero nor one probabilities. Thus, one has to decide how the values that define a Boole based or a classifying problem are represented in terms of a BM. In this sense, consider the two inputs AND operation shown in table 5.1, which has been expressed in terms of this neural network (hence 0 and 1 values are depicted as -1 and 1) for a set of valid probability values. However, for the sake of simplicity, we will consider that any probability greater than 0.99 is treated as being effectively 1.0 , and that any probability smaller than 0.01 is treated as 0.0 : we are not willing the neural network to learn and extrapolate a probability distribution, we want it to represent a boolean function. We could use values greater than 0.99 and
smaller than 0.01 but, as we will later see, this would just mean higher values associated to the weights. In this sense, we would regard $p\left(S_{o} \mid S_{i_{1}}, S_{i_{2}}\right)_{2}$ as a better approximation to an AND gate than $p\left(S_{o} \mid S_{i_{1}}, S_{i_{2}}\right)_{1}$ is, and we would consider $p\left(S_{o} \mid S_{i_{1}}, S_{i_{2}}\right)_{3}$ as the best (of the subset $p\left(S_{o} \mid S_{i_{1}}, S_{i_{2}}\right)_{1}, p\left(S_{o} \mid S_{i_{1}}, S_{i_{2}}\right)_{2}$ and $p\left(S_{o} \mid S_{i_{1}}, S_{i_{2}}\right)_{3}$ ) representation that a BM can achieve.

| $S_{i_{1}}$ | $S_{i_{2}}$ | $S_{o}$ | $p\left(S_{o} \mid S_{i_{1}}, S_{i_{2}}\right)_{1}$ | $p\left(S_{o} \mid S_{i_{1}}, S_{i_{2}}\right)_{2}$ | $p\left(S_{o} \mid S_{i_{1}}, S_{i_{2}}\right)_{3}$ |
| :---: | :---: | :---: | :--- | :--- | :--- |
| -1 | -1 | -1 | 0.7 | 0.9 | $p>0.99$ |
| -1 | -1 | 1 | 0.3 | 0.1 | $p<0.01$ |
| -1 | 1 | -1 | 0.7 | 0.9 | $p>0.99$ |
| -1 | 1 | 1 | 0.3 | 0.1 | $p<0.01$ |
| 1 | -1 | -1 | 0.7 | 0.9 | $p>0.99$ |
| 1 | -1 | 1 | 0.3 | 0.1 | $p<0.01$ |
| 1 | 1 | -1 | 0.3 | 0.1 | $p<0.01$ |
| 1 | 1 | 1 | 0.7 | 0.9 | $p>0.99$ |

Table 5.1: Example of three different probability distributions that one can use to represent an AND operation with a BM.

We now show in table 5.2 how one can represent any of the basic logical operations AND, OR, NAND and NOR with a small BM. Notice however that both XOR and NXOR are not considered as basic here because

$$
\begin{align*}
& a \oplus b=a \bar{b}+\bar{a} b, \\
& \overline{a \oplus b}=a b+\bar{a} \bar{b} . \tag{5.1}
\end{align*}
$$

The structure that we consider in this section is a simple one with two input units $S_{i_{1}}$ and $S_{i_{2}}$ and an output neuron $S_{o}$, as depicted in Fig. 5.1. It has only two weights and a bias term.

As an example, we now design an AND gate with the BM shown in Fig. 5.1. We will consider that the weights of the system are set as

$$
\begin{equation*}
\left|w_{o}^{(1)}\right|=\left|w_{i_{1} o}^{(2)}\right|=\left|w_{i_{2} o}^{(2)}\right|=w, \tag{5.2}
\end{equation*}
$$

| $S_{i_{1}}$ | $S_{i_{2}}$ | $S_{o}$ | $p_{A N D}$ | $p_{O R}$ | $p_{N A N D}$ | $p_{N O R}$ |
| :---: | :---: | :---: | :--- | :--- | :--- | :--- |
| -1 | -1 | -1 | $p>0.99$ | $p>0.99$ | $p<0.01$ | $p<0.01$ |
| -1 | -1 | 1 | $p<0.01$ | $p<0.01$ | $p>0.99$ | $p>0.99$ |
| -1 | 1 | -1 | $p>0.99$ | $p<0.01$ | $p>0.99$ | $p<0.01$ |
| -1 | 1 | 1 | $p<0.01$ | $p>0.99$ | $p<0.01$ | $p>0.99$ |
| 1 | -1 | -1 | $p>0.99$ | $p<0.01$ | $p>0.99$ | $p<0.01$ |
| 1 | -1 | 1 | $p<0.01$ | $p>0.99$ | $p<0.01$ | $p>0.99$ |
| 1 | 1 | -1 | $p<0.01$ | $p<0.01$ | $p>0.99$ | $p>0.99$ |
| 1 | 1 | 1 | $p>0.99$ | $p>0.99$ | $p<0.01$ | $p<0.01$ |

Table 5.2: Basic boolean operations represented with a BM.


Figure 5.1: Two input units neural network with an output unit.
being $w \in \Re^{+}$an arbitrary value that we will show how to calculate by using standard decimation process. We consider the weights to be temperature normalized

$$
\begin{equation*}
J_{\sigma}^{(n)}=\frac{w_{\sigma}^{(n)}}{T} . \tag{5.3}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left|J_{o}^{(1)}\right|=\left|J_{i_{1} o}^{(2)}\right|=\left|J_{i_{2} o}^{(2)}\right|=J, \tag{5.4}
\end{equation*}
$$

and using the definition of mean value for a single units from Eq. 3.52 and standard parallel association (the clamped input units are associated with the bias term of the
neural network) to obtain

$$
\begin{align*}
\left\langle S_{o}\right\rangle & =\tanh \left(\frac{w_{o}^{(1)}}{T}+\frac{w_{i_{o} o}^{(2)}}{T} S_{i_{1}}+\frac{w_{i_{2} o}^{(2)}}{T} S_{i_{2}}\right) \\
& =\tanh \left(J_{o}^{(1)}+J_{i_{1} o}^{(2)} S_{i_{1}}+J_{i_{2} o}^{(2)} S_{i_{2}}\right) \tag{5.5}
\end{align*}
$$

where we can establish a relationship between $\left\langle S_{o}\right\rangle$ and the probability of the output unit $p\left(S_{o}=1\right)$ by using this expression

$$
\begin{align*}
& \left\langle S_{o}\right\rangle=p\left(S_{o}=1\right)-p\left(S_{o}=-1\right) \\
& \quad=p\left(S_{o}=1\right)-\left(1-p\left(S_{o}=1\right)\right) \\
& \left\langle S_{o}\right\rangle=2 p\left(S_{o}=1\right)-1  \tag{5.6}\\
& p\left(S_{o}=1\right)=\frac{\left\langle S_{o}\right\rangle+1}{2} \tag{5.7}
\end{align*}
$$

| $S_{i_{1}}$ | $S_{i_{2}}$ | $\left\langle S_{o}\right\rangle_{j}$ | $p\left(S_{o}=1\right)$ |
| :---: | :---: | :--- | :--- |
| -1 | -1 | $\left\langle S_{o}\right\rangle_{0}<-0.98$ | 0.01 |
| -1 | 1 | $\left\langle S_{o}\right\rangle_{1}<-0.98$ | 0.01 |
| 1 | -1 | $\left\langle S_{o}\right\rangle_{2}<-0.98$ | 0.01 |
| 1 | 1 | $\left\langle S_{o}\right\rangle_{3}>0.98$ | 0.99 |

Table 5.3: AND gate expected output value.
We now analyze the values of the weights for the AND case, assuming that the values that we want to obtain are those shown in table 5.3, and are found by using Eq. 5.5. Notice that the label $j$ of the term $\left\langle S_{o}\right\rangle_{j}$ in this table is given by the numerical value of the binary sequence.

This process is done by checking the mean value of the output unit for each possible different set of input values, and assigning the proper value to the sign of the weight. We choose

$$
\begin{align*}
& J_{i_{1} O}^{(2)}=J_{i_{2} O}^{(2)}=J, \\
& J_{o}^{(1)}=-J \tag{5.8}
\end{align*}
$$

| $S_{i_{1}}$ | $S_{i_{2}}$ | $\left\langle S_{o}\right\rangle_{O R}$ | $p$ | $\left\langle S_{o}\right\rangle_{N A N D}$ | $p$ | $\left\langle S_{o}\right\rangle_{N O R}$ | $p$ |
| :---: | :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| -1 | -1 | $\left\langle S_{o}\right\rangle<-0.98$ | 0.01 | $\left\langle S_{o}\right\rangle>0.98$ | 0.99 | $\left\langle S_{o}\right\rangle>0.98$ | 0.99 |
| -1 | 1 | $\left\langle S_{o}\right\rangle>0.98$ | 0.99 | $\left\langle S_{o}\right\rangle>0.98$ | 0.99 | $\left\langle S_{o}\right\rangle<-0.98$ | 0.01 |
| 1 | -1 | $\left\langle S_{o}\right\rangle>0.98$ | 0.99 | $\left\langle S_{o}\right\rangle>0.98$ | 0.99 | $\left\langle S_{o}\right\rangle<-0.98$ | 0.01 |
| 1 | 1 | $\left\langle S_{o}\right\rangle>0.98$ | 0.99 | $\left\langle S_{o}\right\rangle<-0.98$ | 0.01 | $\left\langle S_{o}\right\rangle<-0.98$ | 0.01 |

Table 5.4: Basic boolean operations represented with the mean value and the probability $p\left(S_{o}=1\right)$ of the output unit on a BM.
thus

$$
\begin{align*}
& S_{i_{1}}=-1 \quad S_{i_{2}}=-1 \quad\left\langle S_{o}\right\rangle_{0}=\tanh \left(J_{o}^{(1)}-J_{i_{1} O}^{(2)}-J_{i_{2} o}^{(2)}\right) \\
& =\tanh (-J-J-J)=\tanh (-3 J), \\
& S_{i_{1}}=-1 \quad S_{i_{2}}=1 \quad\left\langle S_{o}\right\rangle_{1}=\tanh (-J-J+J)=\tanh (-J), \\
& S_{i_{1}}=1 \quad S_{i_{2}}=-1 \quad\left\langle S_{o}\right\rangle_{2}=\tanh (-J+J-J)=\tanh (-J), \\
& S_{i_{1}}=1 \quad S_{i_{2}}=1 \quad\left\langle S_{o}\right\rangle_{3}=\tanh (-J+J+J)=\tanh (J), \tag{5.9}
\end{align*}
$$

where we have the constraint $\tanh (J)>0.98$, which is solved as

$$
\begin{equation*}
J>\operatorname{atanh}(0.98)=2.2976 \tag{5.10}
\end{equation*}
$$

| Weight | OR | NAND | NOR |
| :---: | :---: | :---: | :---: |
| $J_{o}^{(1)}$ | $J$ | $J$ | $-J$ |
| $J_{i_{1} o}^{(2)}$ | $J$ | $-J$ | $-J$ |
| $J_{1_{2 O} o}^{(2)}$ | $J$ | $-J$ | $-J$ |

Table 5.5: Weights needed to build the Basic boolean operations.

This operation can be repeated for the boolean operators OR, NAND and NOR, whose expected values and probability for the output unit are represented in table 5.4; notice that $p$ stands for $p\left(S_{o}=1\right)$. Starting from Eq. 5.4, if this process is carried out for the other logical operations, a proper choice for the weights is shown in table 5.5, considering again that $J>\operatorname{atanh}(0.98)$.

### 5.2.2 Extensions of the basic logic operations

We have already discussed how one can build a BM that reproduces a given logical gate with two inputs. This concept, however, can be extended to some different situations that we discuss in this section. We begin by building some basic logical gates where the number of inputs is increased, thus building an $n$-inputs logical operation. We then proceed by discussing the case where any input is negated, and conclude this section by analyzing what happens when one of the regular outputs of the gate is changed for any other value than 0 or 1 (asymptotic) probability. We will need this three tools to conclude the chapter with a structure that uses a combination of all them, and that will be able to learn any Boole based set of rules.


Figure 5.2: BM used to represent the $n$-input AND problem.

We now consider an $n$-input AND operation, which is represented by the neural network of Fig. 5.2, and described in table 5.6. Notice that the neural network is expected to carry out a simple operation, that is reduced to

$$
\begin{equation*}
\text { if } S_{i_{1}}=S_{i_{2}}=\ldots=S_{i_{n}}=1 \text { then }\left\langle S_{o}\right\rangle>0.98 \tag{5.11}
\end{equation*}
$$

otherwise $\left\langle S_{o}\right\rangle<-0.98$. In this sense, we consider

$$
\begin{align*}
& J_{i_{1} o}^{(2)}=J_{i_{2} o}^{(2)}=\ldots=J_{i_{n} o}^{(2)}=J, \\
& J_{o}^{(1)}=k J, \quad k \in \Re, \tag{5.12}
\end{align*}
$$

where the unknown terms are both $k$ and $J$. To solve this problem, one has to make sure that when all the inputs are active this condition is satisfied

$$
\begin{equation*}
\left\langle S_{o}\right\rangle=\tanh (k J+n J)>0.98 \tag{5.13}
\end{equation*}
$$

| $S_{i_{1}}$ | $S_{i_{2}}$ | $\ldots$ | $S_{i_{n-1}}$ | $S_{i_{n}}$ | $\left\langle S_{o}\right\rangle$ |
| :---: | :---: | :--- | :---: | :---: | :--- |
| -1 | -1 | $\ldots$ | -1 | -1 | $\left\langle S_{o}\right\rangle_{0}<-0.98$ |
| -1 | -1 | $\ldots$ | -1 | 1 | $\left\langle S_{o}\right\rangle_{1}<-0.98$ |
| -1 | -1 | $\ldots$ | 1 | -1 | $\left\langle S_{o}\right\rangle_{2}<-0.98$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| 1 | 1 | $\ldots$ | -1 | 1 | $\left\langle S_{o}\right\rangle_{2^{n}-2}<-0.98$ |
| 1 | 1 | $\ldots$ | 1 | -1 | $\left\langle S_{o}\right\rangle_{2^{n}-1}<-0.98$ |
| 1 | 1 | $\ldots$ | 1 | 1 | $\left\langle S_{o}\right\rangle_{2^{n}}>0.98$ |

Table 5.6: BM representation of the $n$-input AND operation.

On the other hand, any other input units value has to fulfill $\left\langle S_{o}\right\rangle<-0.98$. This happens when

$$
\begin{equation*}
\left\langle S_{o}\right\rangle=\tanh (k J+(n-2) J)<-0.98 \tag{5.14}
\end{equation*}
$$

and the total contribution from the other neurons is at most $(n-2) J$. Any other combination of values from the input units will lead to a value smaller than this. We have to solve then the following system of inequations

$$
\begin{align*}
& \tanh ((k+n) J)>0.98  \tag{5.15}\\
& \tanh ((k+n-2) J)<-0.98 \tag{5.16}
\end{align*}
$$

A simple solution is to set $k=1-n$ and then

$$
\begin{align*}
& \tanh ((1-n+n) J)=\tanh (J)>0.98,  \tag{5.17}\\
& \tanh (-J)<-0.98, \tag{5.18}
\end{align*}
$$

and thus the final solution is achieved by solving $J>\operatorname{atanh}(0.98)$, again. Consider now that any other $n$-input logic gate can be implemented by following the same concept; the solution to build $n$-input OR, NAND and NOR operations is given in table 5.7. We are representing $J_{i_{j} o}^{(2)}$ as the weight connecting the $j$-nth input unit $S_{i_{j}}$ with the output neuron $S_{o}$ from this model.

| Weight | OR | NAND | NOR |
| :---: | :---: | :---: | :---: |
| $J_{o}^{(1)}$ | $(n-1) J$ | $(n-1) J$ | $(1-n) J$ |
| $J_{i_{j} o}^{(2)}$ | $J$ | $-J$ | $-J$ |

Table 5.7: Weights $J_{i_{j} o}^{(2)}$ for the input unit $j$ in the $n$-input BM implementing OR, NAND and NOR operations.

The other possible variation to a given boolean operator is to negate an input. We show an example of a simple boolean operation where a given input is negated in table 5.8, notice however that this is still a variation of the basic AND operation that would be represented as

$$
\begin{equation*}
S_{o}=S_{i_{1}} \cdot \bar{S}_{i_{2}} . \tag{5.19}
\end{equation*}
$$

| $S_{i_{1}}$ | $S_{i_{2}}$ | $\bar{S}_{i_{2}}$ | $S_{i_{1}} \cdot \bar{S}_{i_{2}}$ | $\left\langle S_{o}\right\rangle$ |
| :---: | :---: | :---: | :---: | :--- |
| -1 | -1 | 1 | -1 | $\left\langle S_{o}\right\rangle_{0}<-0.98$ |
| -1 | 1 | -1 | -1 | $\left\langle S_{o}\right\rangle_{1}<-0.98$ |
| 1 | -1 | 1 | 1 | $\left\langle S_{o}\right\rangle_{2}>0.98$ |
| 1 | 1 | -1 | -1 | $\left\langle S_{o}\right\rangle_{3}<-0.98$ |

Table 5.8: $S_{i_{1}} \cdot \bar{S}_{i_{2}}$ operation with inputs $S_{i_{1}}, S_{i_{2}}$ and output $S_{o}$.

$$
\mathrm{S}_{\mathrm{i}} \bigcirc \stackrel{\mathrm{~W}}{ } \mathrm{~S}_{\mathrm{o}}
$$

Figure 5.3: NOT gate structure.

We now show a way to build the NOT gate that is needed for this operation. We propose the structure depicted in Fig. 5.3 for a standard NOT gate, where the weight $W$ is chosen such as $W \gg 1$. We discuss the equation for the expected value of $S_{o}$, which reads

$$
\begin{equation*}
\left\langle S_{o}\right\rangle=\tanh \left(-W S_{i}\right) \tag{5.20}
\end{equation*}
$$

now we give values to $S_{i}$ and assume $W \rightarrow \infty$, thus

$$
\begin{align*}
S_{i}=1 & \left\langle S_{o}\right\rangle=\tanh (-W)=-1=-S_{i} \\
S_{i}=-1 & \left\langle S_{o}\right\rangle=\tanh (W)=1=-S_{i} \tag{5.21}
\end{align*}
$$

so we use the structure from Fig. 5.4 to solve the negated AND, where $J_{i_{1} o}^{(2)}=J, J_{i_{2} h}^{(2)}=$ $-W, J_{h o}^{(2)}=J, J_{o}^{(1)}=-J$ and $W \gg J$, for $J \in \Re^{+}$.


Figure 5.4: NOT gate applied to a BM with two input units.
Notice however that one can carry out serial association between $W$ and $J$ for an effective $J_{i_{2 O}}^{(2)}$ weight

$$
\begin{equation*}
J_{i_{2 O}}^{(2)}=\frac{1}{2} \ln \left(\frac{\cosh \left(J_{i_{2} O}^{(2)}+J_{h o}^{(2)}\right)}{\cosh \left(J_{i_{2} O}^{(2)}-J_{h o}^{(2)}\right)}\right)=\frac{1}{2} \ln \left(\frac{\cosh (J-W)}{\cosh (J+W)}\right) . \tag{5.22}
\end{equation*}
$$

Since $W \gg J$ we write this expression as

$$
\begin{equation*}
J_{i_{2} O}^{(2)}=\frac{1}{2} \ln \left(\frac{\cosh (W-J)}{\cosh (W+J)}\right) \tag{5.23}
\end{equation*}
$$

where it is possible to apply the following approximation

$$
\begin{align*}
\lim _{W \rightarrow \infty} \ln (\cosh (W+J)) & =\lim _{W \rightarrow \infty} \ln \left(\mathrm{e}^{W-J}+\mathrm{e}^{-W+J}\right)-\ln 2 \\
& \simeq W-J-\ln 2 \tag{5.24}
\end{align*}
$$

thus

$$
\begin{align*}
\lim _{W \rightarrow \infty} \frac{1}{2} \ln \left(\frac{\cosh (W-J)}{\cosh (W+J)}\right) & =\lim _{W \rightarrow \infty} \frac{1}{2} \ln \left(\frac{\mathrm{e}^{W-J}+\mathrm{e}^{-W+J}}{\mathrm{e}^{W+J}+\mathrm{e}^{-W-J}}\right) \\
& \simeq \frac{1}{2} \ln \left(\frac{\mathrm{e}^{W-J}}{\mathrm{e}^{W+J}}\right) \\
& \simeq \frac{1}{2} \ln \left(\mathrm{e}^{-2 J}\right)=-J, \tag{5.25}
\end{align*}
$$

so

$$
\begin{equation*}
J_{i_{2} O}^{(2)}=-J \tag{5.26}
\end{equation*}
$$

effectively resulting in a change of sign. In essence, the operation from Eq. 5.19 is simply carried out on the BM by changing the sign of the weight associated to the input unit

$$
\begin{align*}
J_{i_{1} o}^{(2)} & =-J_{i_{2} O}^{(2)}=J \\
J_{o}^{(1)} & =-J \tag{5.27}
\end{align*}
$$

It is however easy to check that these weights implement such an operation

$$
\begin{array}{rlrl}
S_{i_{1}}=-1 & S_{i_{2}}=-1 & \left\langle S_{o}\right\rangle & =\tanh \left(J_{o}^{(1)}-J_{i_{10}}^{(2)}+J_{i_{2} o}^{(2)}\right) \\
& & =\tanh (-J-J+J)=\tanh (-J), \\
S_{i_{1}}=-1 & S_{i_{2}}=1 & \left\langle S_{o}\right\rangle & =\tanh (-J-J-J)=\tanh (-3 J), \\
S_{i_{1}}=1 & S_{i_{2}}=-1 & \left\langle S_{o}\right\rangle & =\tanh (-J+J+J)=\tanh (J), \\
S_{i_{1}}=1 & S_{i_{2}}=1 & \left\langle S_{o}\right\rangle & =\tanh (-J+J-J)=\tanh (-J), \tag{5.28}
\end{array}
$$

where the condition to be satisfied is $\tanh (J)>0.98$ again. Therefore, we have shown that one can always use a BM to build any (probabilistic) AND, OR, NAND and NOR logical gate of an arbitrary number of inputs. It has also been shown then that, in general, one can generate a BM that reproduces the behavior of a certain logical operation.

We now analyze the situation where we want to introduce a mean value for the output unit other than $\left|\left\langle S_{o}\right\rangle\right|>0.98$. An example of this is shown in table 5.9 as a modified, two input AND operator.

| $S_{i_{1}}$ | $S_{i_{2}}$ | $\left\langle S_{o}\right\rangle$ |
| :---: | :---: | :--- |
| -1 | -1 | $\left\langle S_{o}\right\rangle_{0}<-0.98$ |
| -1 | 1 | $\left\langle S_{o}\right\rangle_{1}<-0.98$ |
| 1 | -1 | $\left\langle S_{o}\right\rangle_{2}<-0.98$ |
| 1 | 1 | $\left\langle S_{o}\right\rangle_{3} \in(-1,+1)$ |

Table 5.9: AND gate with $\left\langle S_{o}\right\rangle_{3}$ taking any possible value within $(-1,+1)$.

The concept that describes best the process that one uses to build this AND gate is using a bias term $H$ such that its magnitude is closer to $J$, thus $|H| \sim|J|$, but with some little added value $d$ that ensures $|H|-|J|=d$. According to this idea, we give values to the weights of the system

$$
\begin{align*}
& J_{i_{1} o}^{(2)}=J_{i_{2} o}^{(2)}=J \\
& J_{o}^{(1)}=-2 J+d \tag{5.29}
\end{align*}
$$

where $d \in \Re$ is an arbitrary constant whose value is found by calculating the mean value of the output unit for each different input set

$$
\begin{array}{ccc}
S_{i_{1}}=-1 & S_{i_{2}}=-1 & \left\langle S_{o}\right\rangle_{0}=\tanh \left(J_{o}^{(1)}-J_{i_{1} o}^{(2)}-J_{i_{2} o}^{(2)}\right) \\
=\tanh (-2 J+d-J-J)=\tanh (-4 J+d) \\
S_{i_{1}}=-1 & S_{i_{2}}=1 & \left\langle S_{o}\right\rangle_{1}=\tanh (-2 J+d-J+J)=\tanh (-2 J+d) \\
S_{i_{1}}=1 & S_{i_{2}}=-1 & \left\langle S_{o}\right\rangle_{2}=\tanh (-2 J+d+J-J)=\tanh (-2 J+d), \\
S_{i_{1}}=1 & S_{i_{2}}=1 & \left\langle S_{o}\right\rangle_{3}=\tanh (-2 J+d+J+J)=\tanh (d) \tag{5.30}
\end{array}
$$

the actual value of $d$ becomes then

$$
\begin{equation*}
d=\operatorname{atanh}\left(\left\langle S_{o}\right\rangle_{3}\right) . \tag{5.31}
\end{equation*}
$$

Notice that this process can be reproduced with the other basic boolean operators, as reported in table 5.10. The values of the weights associated to the basic OR, NAND and NOR systems are shown in table 5.11 , where $d \in \Re$ is introduced again as a parameter that has to be tuned.

| $S_{i_{1}}$ | $S_{i_{2}}$ | $\left\langle S_{o}\right\rangle_{O R}$ | $\left\langle S_{o}\right\rangle_{N A N D}$ | $\left\langle S_{o}\right\rangle_{N O R}$ |
| :---: | :---: | :--- | :--- | :--- |
| -1 | -1 | $\left\langle S_{o}\right\rangle_{0} \in(-1,+1)$ | $\left\langle S_{o}\right\rangle_{0}>0.98$ | $\left\langle S_{o}\right\rangle_{0} \in(-1,+1)$ |
| -1 | 1 | $\left\langle S_{o}\right\rangle_{1}>0.98$ | $\left\langle S_{o}\right\rangle_{1}>0.98$ | $\left\langle S_{o}\right\rangle_{1}<-0.98$ |
| 1 | -1 | $\left\langle S_{o}\right\rangle_{2}>0.98$ | $\left\langle S_{o}\right\rangle_{2}>0.98$ | $\left\langle S_{o}\right\rangle_{2}<-0.98$ |
| 1 | 1 | $\left\langle S_{o}\right\rangle_{3}>0.98$ | $\left\langle S_{o}\right\rangle_{3} \in(-1,+1)$ | $\left\langle S_{o}\right\rangle_{3}<-0.98$ |

Table 5.10: Variation to the expected values of the basic boolean operations.

| Weight | OR | NAND | NOR |
| :---: | :---: | :---: | :---: |
| $J_{o}^{(1)}$ | $2 J+d$ | $2 J+d$ | $-2 J+d$ |
| $J_{i_{1} o}^{(2)}$ | $J$ | $-J$ | $-J$ |
| $J_{1_{2} O}^{(2)}$ | $J$ | $-J$ | $-J$ |

Table 5.11: Weights for the non-deterministic OR, NAND and NOR operations.

Notice also that, if one uses these values

$$
\begin{align*}
& J_{i_{1} O}^{(2)}=J_{i_{2} O}^{(2)}=J, \\
& J_{o}^{(1)}=d, \tag{5.32}
\end{align*}
$$

the behavior of the neural network is changed into

$$
\begin{array}{rcc}
S_{i_{1}}=-1 & S_{i_{2}}=-1 & \left\langle S_{o}\right\rangle_{0}=\tanh \left(J_{o}^{(1)}-J_{i_{1} o}^{(2)}-J_{i_{2} o}^{(2)}\right) \\
=\tanh (d-J-J)=\tanh (-2 J+d) \\
S_{i_{1}}=-1 & S_{i_{2}}=1 & \left\langle S_{o}\right\rangle_{1}=\tanh (d-J+J)=\tanh (d) \\
S_{i_{1}}=1 & S_{i_{2}}=-1 & \left\langle S_{o}\right\rangle_{1}=\tanh (d+J-J)=\tanh (d) \\
S_{i_{1}}=1 & S_{i_{2}}=1 & \left\langle S_{o}\right\rangle_{2}=\tanh (d+J+J)=\tanh (2 J+d) \tag{5.33}
\end{array}
$$

thus effectively having a probability distribution as described in table 5.12. However, this behavior is not useful to the discussion that is carried out in the next section, hence it will not be considered again: we will want the neural network to reproduce a given probability distribution due to only one input combination.

Notice however that the multiple input case and the negation of a given input can

| $S_{i_{1}}$ | $S_{i_{2}}$ | $\left\langle S_{o}\right\rangle$ |
| :---: | :---: | :--- |
| -1 | -1 | $\left\langle S_{o}\right\rangle_{0}<-0.98$ |
| -1 | 1 | $\left\langle S_{o}\right\rangle_{1} \in(-1,+1)$ |
| 1 | -1 | $\left\langle S_{o}\right\rangle_{1} \in(-1,+1)$ |
| 1 | 1 | $\left\langle S_{o}\right\rangle_{2}>0.98$ |

Table 5.12: Modification to the AND gate with $\left\langle S_{o}\right\rangle_{1}$ taking any possible value within $(-1,+1)$.
be used in the same model. In essence, this process can be applied to create a $n$-input operator AND, OR, NAND, NOR operator with $n \geq 2$. The values of the corresponding weights $J_{i_{j} o}^{(2)}$ connecting any input and output units are shown in table 5.13. Bear in mind, though, that by using this method, only one input pattern can be given a probability significantly different from 0 or 1 .

| Weight | AND | OR | NAND | NOR |
| :---: | :---: | :---: | :---: | :---: |
| $J_{o}^{(1)}$ | $-n J+d$ | $n J+d$ | $n J+d$ | $-n J+d$ |
| $J_{i_{j} o}^{(2)}$ | $J$ | $J$ | $-J$ | $-J$ |

Table 5.13: Weights for the non-deterministic, $n$-inputs OR, NAND and NOR operations.

We finally propose an example to illustrate how a BM with this structure is built. We will use the topology depicted in Fig. 5.5 to build a different logical gate implementing $f=S_{i_{1}}+\bar{S}_{i_{2}}+S_{i_{3}}$, that is represented in table 5.14 ; we will also change the probability of the output due to input vector $S_{i_{1}}=-1, S_{i_{2}}=1$ and $S_{i_{3}}=-1$.

It has been shown that the values of the weights of the system for an $n$-input OR operation with an output other than $\left|\left\langle S_{o}\right\rangle\right|>0.98$ are

$$
\begin{align*}
& J_{i_{1} o}^{(2)}=J_{i_{2} O}^{(2)}=J_{i_{3 O}}^{(2)}=J \\
& J_{o}^{(1)}=n J+d \tag{5.34}
\end{align*}
$$

| $S_{i_{1}}$ | $S_{i_{2}}$ | $\bar{S}_{i_{2}}$ | $S_{i_{3}}$ | $\left\langle S_{o}\right\rangle$ |
| :---: | :---: | :---: | :---: | :--- |
| -1 | -1 | 1 | -1 | $\left\langle S_{o}\right\rangle_{0}>0.98$ |
| -1 | -1 | 1 | 1 | $\left\langle S_{o}\right\rangle_{1}>0.98$ |
| -1 | 1 | -1 | -1 | $\left\langle S_{o}\right\rangle_{2}=0.3$ |
| -1 | 1 | -1 | 1 | $\left\langle S_{o}\right\rangle_{3}>0.98$ |
| 1 | -1 | 1 | -1 | $\left\langle S_{o}\right\rangle_{4}>0.98$ |
| 1 | -1 | 1 | 1 | $\left\langle S_{o}\right\rangle_{5}>0.98$ |
| 1 | 1 | -1 | -1 | $\left\langle S_{o}\right\rangle_{6}>0.98$ |
| 1 | 1 | -1 | 1 | $\left\langle S_{o}\right\rangle_{7}>0.98$ |

Table 5.14: Table for the 3 input example.


Figure 5.5: BM used to build the 3-input example.
we apply these values to our example, considering that $n=3$ and $S_{i_{2}}$ is negated

$$
\begin{align*}
& J_{i_{1} O}^{(2)}=-J_{i_{2} O}^{(2)}=J_{i_{3} O}^{(2)}=J, \\
& J_{o}^{(1)}=3 J+d, \tag{5.35}
\end{align*}
$$

and we calculate the value for $d$. We proceed by analyzing the case where $\left\langle S_{o}\right\rangle_{2}=0.3$, because this is when all the values save to $d$ are canceled

$$
\begin{equation*}
\left\langle S_{o}\right\rangle_{2}=\tanh \left(J_{o}^{(1)}-J_{i_{1} o}^{(2)}-J_{i_{2} o}^{(2)}-J_{i_{3} o}^{(2)}\right)=\tanh (3 J+d-J-J-J)=\tanh (d) . \tag{5.36}
\end{equation*}
$$

In consequence, $d$ is fixed as $d=\operatorname{atanh}(0.3)=0.3095$. We now find the values of $J$ such that $\left\langle S_{o}\right\rangle_{b}<0.98$ in any other case, this is, $b \neq 2$. If we consider all the possible

| $S_{i_{1}}$ | $S_{i_{2}}$ | $\bar{S}_{i_{2}}$ | $S_{i_{3}}$ | $\left\langle S_{o}\right\rangle$ |
| ---: | :---: | :---: | :---: | :--- |
| -1 | -1 | 1 | -1 | $\left\langle S_{o}\right\rangle_{0}=0.9805>0.98$ |
| -1 | -1 | 1 | 1 | $\left\langle S_{o}\right\rangle_{1}=0.9996>0.98$ |
| -1 | 1 | -1 | -1 | $\left\langle S_{o}\right\rangle_{2}=0.3000$ |
| -1 | 1 | -1 | 1 | $\left\langle S_{o}\right\rangle_{3}=0.9805>0.98$ |
| 1 | -1 | 1 | -1 | $\left\langle S_{o}\right\rangle_{4}=0.9996>0.98$ |
| 1 | -1 | 1 | 1 | $\left\langle S_{o}\right\rangle_{5}=1.0000>0.98$ |
| 1 | 1 | -1 | -1 | $\left\langle S_{o}\right\rangle_{6}=0.9805>0.98$ |
| 1 | 1 | -1 | 1 | $\left\langle S_{o}\right\rangle_{7}=0.9996>0.98$ |

Table 5.15: Results for the three input OR problem.
values for the input units and the previous equation, we have the following possibilities

$$
\begin{align*}
& \left\langle S_{o}\right\rangle=\tanh (2 J+d)>0.98  \tag{5.37}\\
& \left\langle S_{o}\right\rangle=\tanh (4 J+d)>0.98  \tag{5.38}\\
& \left\langle S_{o}\right\rangle=\tanh (6 J+d)>0.98 \tag{5.39}
\end{align*}
$$

being $\tanh (2 J+d)>0.98$ the most restrictive. Then

$$
\begin{align*}
& 2 J+0.3095>\operatorname{atanh}(0.98)=2.2976 \\
& J>0.9940 \tag{5.40}
\end{align*}
$$

We fix $J=1.0$ and then we check these values to be correct in table 5.15.

### 5.2.3 Two stage logic operations

In the previous section, we discussed a method to build a BM that is able to reproduce a given $n$-inputs OR, AND, NAND, NOR operation. We have also discussed the possibility of adding noise to these gates, making one (and only one) input pattern to behave stochastically, with output probabilities appreciably different from 0 or 1. In this section we analyze the generic case for more complex Boole based operations, and propose a
method that one can use to build a second order BM where the complete input/output probability distribution is passed to the neural network.

| $S_{i_{1}}$ | $S_{i_{2}}$ | $S_{i_{3}}$ | $\left\langle S_{o}\right\rangle$ |
| :---: | :---: | :---: | :---: |
| -1 | -1 | -1 | $\left\langle S_{o}\right\rangle_{0}$ |
| -1 | -1 | 1 | $\left\langle S_{o}\right\rangle_{1}$ |
| -1 | 1 | -1 | $\left\langle S_{o}\right\rangle_{2}$ |
| -1 | 1 | 1 | $\left\langle S_{o}\right\rangle_{3}$ |
| 1 | -1 | -1 | $\left\langle S_{o}\right\rangle_{4}$ |
| 1 | -1 | 1 | $\left\langle S_{o}\right\rangle_{5}$ |
| 1 | 1 | -1 | $\left\langle S_{o}\right\rangle_{6}$ |
| 1 | 1 | 1 | $\left\langle S_{o}\right\rangle_{7}$ |

Table 5.16: Complete probability distribution for a three inputs BM, represented by using the expected values of the output neuron.


Figure 5.6: Three input, second order BM with inputs $S_{i_{1}}, S_{i_{2}}$ and $S_{i_{3}}$ and output $S_{o}$.

Consider now the general case of 3 input and 1 output units shown in table 5.16. The second order BM that we use to implement this operation is depicted in Fig. 5.6. The hidden units are expected to behave as separate AND gates, and one activates when a given input vector is passed to the input units. This is represented in table 5.17, where the function $f\left(S_{o}\right)_{j}$ stands for an unknown function that represents the behavior of the
hidden unit $S_{h_{j}}$, which becomes active due to a certain input vector. The other units remain inactive at a value close to -1 (here depicted as -1 for the sake of simplicity). On the other hand, the output unit behaves as an OR operation: if the expected values could certainly be -1 or +1 , this neuron would behave as a real OR operator, becoming active due to a certain hidden unit activation. Since the active hidden unit $S_{h_{j}}$ is having some expected value different from -1 , this value is translated to the output unit; we will then adjust the weights of the system to reach the values shown in table 5.16. Notice however that this concept is exactly the same that is carried out to build large boolean operations [Ercegovac et al., 1998], and that we represent in Fig. 5.7.


Figure 5.7: Standard digital implementation. Notice how the hidden units imitate the behavior of the intermediate AND gates.

Now we use decimation to analyze what happens on any AND gate, represented by a given hidden unit, when a certain input is used. As a matter of fact, we will consider that any $J_{i h}^{(n)} \gg J_{h o}^{(n)}$, for the same order $n=1,2$ in this, our BM. We will also consider that the AND operations that are made by the hidden units are stochastic with expected values assimptotically close to $\pm 1$ as we did in the previous section, and that the weights have the values described there (see Eq. 5.8). Since we want each hidden unit to become active for each separate input vector, we need to set the weights at the values shown in table 5.18. In this table, we consider only one two-body weight $W \in \Re^{+}$, and eight different terms $d_{h_{j}} \ll W, d_{h_{j}} \in \Re$ that are added to the biases, just as we did in the previous section.

| $S_{i_{1}}$ | $S_{i_{2}}$ | $S_{i_{3}}$ | $\left\langle S_{h_{1}}\right\rangle$ | $\left\langle S_{h_{2}}\right\rangle$ | $\left\langle S_{h_{3}}\right\rangle$ | $\left\langle S_{h_{4}}\right\rangle$ | $\left\langle S_{h_{5}}\right\rangle$ | $\left\langle S_{h_{6}}\right\rangle$ | $\left\langle S_{h_{7}}\right\rangle$ | $\left\langle S_{h_{8}}\right\rangle$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1 | -1 | -1 | $f\left(S_{o}\right)_{1}$ | -1 | -1 | -1 | -1 | -1 | -1 | -1 |
| -1 | -1 | 1 | -1 | $f\left(S_{o}\right)_{2}$ | -1 | -1 | -1 | -1 | -1 | -1 |
| -1 | 1 | -1 | -1 | -1 | $f\left(S_{o}\right)_{3}$ | -1 | -1 | -1 | -1 | -1 |
| -1 | 1 | 1 | -1 | -1 | -1 | $f\left(S_{o}\right)_{4}$ | -1 | -1 | -1 | -1 |
| 1 | -1 | -1 | -1 | -1 | -1 | -1 | $f\left(S_{o}\right)_{5}$ | -1 | -1 | -1 |
| 1 | -1 | 1 | -1 | -1 | -1 | -1 | -1 | $f\left(S_{o}\right)_{6}$ | -1 | -1 |
| 1 | 1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | $f\left(S_{o}\right)_{7}$ | -1 |
| 1 | 1 | 1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | $f\left(S_{o}\right)_{8}$ |

Table 5.17: Expected values for the hidden units of the system, when the unit is active it depends on the value that we want at the output neuron.

We begin the discussion of the behavior of the network by analyzing the first possible input value, which is $S_{i_{1}}=S_{i_{2}}=S_{i_{3}}=-1$. We associate all the weights connecting input units with their bias terms by using parallel association from decimation, and find a new set of bias terms $H_{i}^{(1)}$ that leads to the representation shown in Fig. 5.8.


Figure 5.8: Parallel association with the input units and the bias terms.

|  | $J_{i_{1} h}^{(2)}$ | $J_{i_{2} h}^{(2)}$ | $J_{i_{3} h}^{(2)}$ | $J_{h}^{(1)}$ |
| :---: | ---: | ---: | ---: | :---: |
| $S_{h_{1}}$ | $-W$ | $-W$ | $-W$ | $-3 W+d_{h_{1}}$ |
| $S_{h_{2}}$ | $-W$ | $-W$ | $W$ | $-3 W+d_{h_{2}}$ |
| $S_{h_{3}}$ | $-W$ | $W$ | $-W$ | $-3 W+d_{h_{3}}$ |
| $S_{h_{4}}$ | $-W$ | $W$ | $W$ | $-3 W+d_{h_{4}}$ |
| $S_{h_{5}}$ | $W$ | $-W$ | $-W$ | $-3 W+d_{h_{5}}$ |
| $S_{h_{6}}$ | $W$ | $-W$ | $W$ | $-3 W+d_{h_{6}}$ |
| $S_{h_{7}}$ | $W$ | $W$ | $-W$ | $-3 W+d_{h_{7}}$ |
| $S_{h_{8}}$ | $W$ | $W$ | $W$ | $-3 W+d_{h_{8}}$ |

Table 5.18: Weights connecting input and hidden units.

We reach then the following values

$$
\begin{align*}
& H_{1}^{(1)}=J_{i_{1} h_{1}}^{(2)} S_{i_{1}}+J_{i_{2} h_{1}}^{(2)} S_{i_{2}}+J_{i_{3} h_{1}}^{(2)} S_{i_{3}}+J_{h_{1}}^{(1)}=W+W+W-3 W+d_{h_{1}}=d_{h_{1}} \\
& H_{2}^{(1)}=W+W-W-3 W+d_{2}=-2 W+d_{h_{2}} \\
& H_{3}^{(1)}=W-W+W-3 W+d_{3}=-2 W+d_{h_{3}} \\
& H_{4}^{(1)}=W-W-W-3 W+d_{4}=-4 W+d_{h_{4}} \\
& H_{5}^{(1)}=-W+W+W-3 W+d_{5}=-2 W+d_{h_{5}} \\
& H_{6}^{(1)}=-W+W-W-3 W+d_{6}=-4 W+d_{h_{6}} \\
& H_{7}^{(1)}=-W-W+W-3 W+d_{7}=-4 W+d_{h_{7}} \\
& H_{8}^{(1)}=-W-W-W-3 W+d_{8}=-6 W+d_{h_{8}} \tag{5.41}
\end{align*}
$$

Notice that if $|W| \gg d_{h_{\alpha}}, \forall \alpha$, one can consider that $H_{j}^{(1)} \rightarrow \infty$ except for $H_{1}^{(1)}$, being this one the only relevant contribution.

We now associate these weights with those connecting the hidden units with the output neuron by serial association. As we are performing an OR operation, the values of the weights $J_{h o}^{(2)}$ and $J_{o}^{(1)}$ are set to

$$
\begin{align*}
& J_{h_{1} o}^{(2)}=J_{h_{2} o}^{(2)}=J_{h_{3} o}^{(2)}=J_{h_{4} o}^{(2)}=J_{h_{5} o}^{(2)}=J_{h_{6} o}^{(2)}=J_{h_{7} o}^{(2)}=J_{h_{8} o}^{(2)}=J, \\
& J_{o}^{(1)}=7 J, \tag{5.42}
\end{align*}
$$

where $J \in \Re$ and $|J| \ll|W|$. We now calculate the serial association of $H_{j}^{(1)}$ and $J_{h_{j} o}^{(2)}$, thus producing new bias terms for $S_{o}$ of the form $h_{j}^{(1)}$ as

$$
\begin{equation*}
h_{j}^{(1)}=\frac{1}{2} \ln \left(\frac{\cosh \left(J_{h_{j} o}^{(2)}+H_{j}^{(1)}\right)}{\cosh \left(J_{h_{j} o}^{(2)}-H_{j}^{(1)}\right)}\right) \tag{5.43}
\end{equation*}
$$

this process is shown in Fig. 5.9.


Figure 5.9: Serial association of the bias terms from the hidden units $H_{j}^{(1)}$ and the weights $J_{h_{j} o}^{(2)}$ connecting them with the output unit, resulting in the new $h_{j}^{(1)}$ connections.

For any $j \neq 1$, we are willing to achieve the following

$$
\begin{equation*}
h_{j}^{(1)} \simeq-J_{h_{j} o}^{(2)}=-J, \tag{5.44}
\end{equation*}
$$

as with $J \gg 1$, the corresponding unit $S_{h_{j}}$ will remain inactive; thus meaning that $\left\langle S_{h_{j}}\right\rangle \simeq-1$ and $p\left(S_{h_{j}}=1\right) \simeq 0$. This can be done if $W$ is big enough; in this case we assume $W \rightarrow \infty$ in

$$
\begin{align*}
\lim _{W \rightarrow \infty} \ln \left(\cosh \left(J-n W+d_{h_{j}}\right)\right) & =\lim _{W \rightarrow \infty} \ln \left(\mathrm{e}^{-J+n W-d_{h_{j}}}+\mathrm{e}^{J-n W+d_{h_{j}}}\right)-\ln 2 \\
& \simeq \ln \left(\mathrm{e}^{n W-J-d_{h_{j}}}\right)-\ln 2 \\
& \simeq n W-J-d_{h_{j}}-\ln 2 \tag{5.45}
\end{align*}
$$

and then

$$
\begin{align*}
h_{j}^{(1)} & =\frac{1}{2} \ln \left(\frac{\cosh \left(J_{h_{j} o}^{(2)}+H_{j}^{(1)}\right)}{\cosh \left(J_{h_{j} O}^{(2)}-H_{j}^{(1)}\right)}\right)=\frac{1}{2} \ln \left(\frac{\cosh \left(J-n W+d_{h_{j}}\right)}{\cosh \left(J+n W-d_{h_{j}}\right)}\right) \\
& =\ln \left(\frac{\mathrm{e}^{J-n W+d_{h_{j}}}+\mathrm{e}^{-J+n W-d_{h_{j}}}}{\mathrm{e}^{J+n W-d_{h_{j}}}+\mathrm{e}^{-J-n W+d_{h_{j}}}}\right) \simeq \frac{1}{2} \ln \left(\frac{\mathrm{e}^{-J+n W-d_{h_{j}}}}{\mathrm{e}^{J+n W-d_{h_{j}}}}\right) \\
& \simeq \frac{1}{2} \ln \left(\mathrm{e}^{-2 J}\right)=-J, \tag{5.46}
\end{align*}
$$

for $n=2, n=4$ and $n=6$, which are the possible values that $n$ can take. Then $h_{j}^{(1)} \simeq-J, \forall j \neq 1$. Since $J_{o}^{(1)}=7 J$, the parallel association of all the $h_{j}^{(1)}$ terms results in

$$
\begin{align*}
h_{o}^{(1)} & =h_{1}^{(1)}+h_{2}^{(1)}+h_{3}^{(1)}+h_{4}^{(1)}+h_{5}^{(1)}+h_{6}^{(1)}+h_{7}^{(1)}+h_{8}^{(1)}+J_{o}^{(1)} \\
& =\frac{1}{2} \ln \left(\frac{\cosh \left(J+H_{1}^{(1)}\right)}{\cosh \left(J-H_{1}^{(1)}\right)}\right)-7 J+7 J \\
& =\frac{1}{2} \ln \left(\frac{\cosh \left(J+d_{h_{1}}\right)}{\cosh \left(J-d_{h_{1}}\right)}\right) . \tag{5.47}
\end{align*}
$$

We now assume $J \gg d_{h_{j}}$ and repeat the approximation

$$
\begin{equation*}
h_{o}^{(1)}=\lim _{J \rightarrow \infty} \frac{1}{2} \ln \left(\frac{\cosh \left(J+d_{h_{1}}\right)}{\cosh \left(J-d_{h_{1}}\right)}\right)=d_{h_{1}}, \tag{5.48}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\left\langle S_{o}\right\rangle_{1}=\tanh \left(h_{o}^{(1)}\right)=\tanh d_{h_{1}} \tag{5.49}
\end{equation*}
$$

hence the value of the output unit in this case depends only on $d_{h_{1}}$, provided that $W \gg$ $J \gg d_{h_{j}}$.

In summary, we have seen that the expected value of the output unit depends on the value of the bias from the active hidden unit; but we have also shown that this topology can learn any problem involving three input and one output units. This same process can be carried out for a neural network with $n_{i}$ input units and 1 output neuron, thus using up to $n_{h}=2^{n_{i}}$ hidden units (it will cover all the possible combinations that the input units can take).

| $S_{i_{1}}$ | $S_{i_{2}}$ | $S_{i_{3}}$ | $\left\langle S_{o}\right\rangle$ |
| :---: | :---: | :---: | :---: |
| -1 | -1 | -1 | $\left\langle S_{o}\right\rangle_{1}$ |
| -1 | 1 | 1 | $\left\langle S_{o}\right\rangle_{2}$ |
| 1 | 1 | -1 | $\left\langle S_{o}\right\rangle_{3}$ |
| 1 | 1 | 1 | $\left\langle S_{o}\right\rangle_{4}$ |

Table 5.19: Non-exhaustive probability distribution for a three inputs BM.


Figure 5.10: BM topology for the non-exhaustive probability distribution.

Notice however that it is not mandatory to provide an exhaustive probability distribution to the system: we could build the equivalent AND systems in the first stage of the BM to become active due to certain inputs, according to the probability distribution shown in table 5.19.

| $S_{i_{1}}$ | $S_{i_{2}}$ | $S_{i_{3}}$ | $\left\langle S_{o}\right\rangle$ |
| :---: | :---: | :---: | :---: |
| -1 | -1 | -1 | $\left\langle S_{o}\right\rangle_{1}$ |
| -1 | -1 | 1 | -1 |
| -1 | 1 | -1 | -1 |
| -1 | 1 | 1 | $\left\langle S_{o}\right\rangle_{2}$ |
| 1 | -1 | -1 | -1 |
| 1 | -1 | 1 | -1 |
| 1 | 1 | -1 | $\left\langle S_{o}\right\rangle_{3}$ |
| 1 | 1 | 1 | $\left\langle S_{o}\right\rangle_{4}$ |

Table 5.20: Real behavior of the smaller BM built with the Boolean equivalence. Even though it is not possible for the neural network to reach -1 values, the real result would be closer.

The topology for this neural network is shown in Fig. 5.10, the values of its connections
calculated by using the same method that has been described so far. In this sense, the weights resulting from the process would be the ones shown in table 5.21; though the bias term $J_{o}^{(1)}$ is changed into $J_{o}^{(1)}=3 J$, because we now consider the output unit to behave as a four input OR type gate. However, this BM would show a probability distribution as the one described in table 5.20, because the hidden units would stay only active as a response to some input values and remain inactive for the other ones, thus forcing the output unit to remain inactive.

|  | $J_{i_{1} h}^{(2)}$ | $J_{i_{2} h}^{(2)}$ | $J_{i_{3} h}^{(2)}$ | $J_{h}^{(1)}$ |
| :---: | ---: | ---: | ---: | :---: |
| $S_{h_{1}}$ | $-W$ | $-W$ | $-W$ | $-3 W+d_{h_{1}}$ |
| $S_{h_{2}}$ | $-W$ | $W$ | $W$ | $-3 W+d_{h_{2}}$ |
| $S_{h_{3}}$ | $W$ | $W$ | $-W$ | $-3 W+d_{h_{3}}$ |
| $S_{h_{4}}$ | $W$ | $W$ | $W$ | $-3 W+d_{h_{4}}$ |

Table 5.21: Weights connecting input and hidden units for the non-exhaustive model.

### 5.2.4 System with two output units and several inputs

Now we consider the situation where the probability distribution of the output units is described in terms of both units, thus being a joint probability distribution. We propose a simple example of this problem in table 5.22 , where a three input neural network with two output units is expected to learn a given probability distribution. Since it is hard to fit all the possible values that the units can take in the table, we have not written them all. Instead, they are represented in terms of the decimal values that correspond to the binary counting (where 0 value is replaced by -1 ) that the units can take as

$$
\begin{equation*}
p\left(S_{o_{1}}, S_{o_{2}} \mid S_{i_{1}}, S_{i_{2}}, S_{i_{3}}\right)=p\left(m_{o} \mid m_{i}\right) . \tag{5.50}
\end{equation*}
$$

Then, we would use

$$
\begin{equation*}
p\left(S_{o_{1}}=-1, S_{o_{2}}=-1 \mid S_{i_{1}}=-1, S_{i_{2}}=-1, S_{i_{3}}=-1\right)=p(0 \mid 0) \tag{5.51}
\end{equation*}
$$

| $S_{i_{1}}$ | $S_{i_{2}}$ | $S_{i_{3}}$ | $S_{o_{1}}$ | $S_{o_{2}}$ | $p\left(S_{o_{1}}, S_{o_{2}} \mid S_{i_{1}}, S_{i_{2}}, S_{i_{3}}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -1 | -1 | -1 | -1 | -1 | $p(0 \mid 0)$ |
| -1 | -1 | -1 | -1 | -1 | $p(1 \mid 0)$ |
| -1 | -1 | -1 | -1 | -1 | $p(2 \mid 0)$ |
| -1 | -1 | -1 | -1 | -1 | $p(3 \mid 0)$ |
| -1 | -1 | -1 | -1 | -1 | $p(0 \mid 1)$ |
| -1 | -1 | -1 | -1 | -1 | $p(1 \mid 1)$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| -1 | -1 | -1 | -1 | -1 | $p(1 \mid 7)$ |
| -1 | -1 | -1 | -1 | -1 | $p(2 \mid 7)$ |
| -1 | -1 | -1 | -1 | -1 | $p(3 \mid 7)$ |

Table 5.22: Probability distribution for a three input units BM with two output neurons.

The second order structure that we will use to learn this probability distribution is shown in Fig. 5.11. This structure has 8 hidden units linked with the three inputs and separately connected to the output units, for a total of 16 hidden units. There are also 8 hidden units connecting both output units that are linked with the input ones, hence there are $16+8=24$ hidden neurons. All these hidden neurons will remain inactive by following the same principles that we described in the previous section: they work as simple logical gates that are activated only when the input vector is the desired one.

The weights that we use in the neural network are described in terms of the units they connect. The weights connecting all input units $S_{i_{1}}, S_{i_{2}}$ and $S_{i_{3}}$ to the hidden ones $S_{h_{j}}$ are set as

$$
\begin{equation*}
\left|J_{i_{1} h_{j}}^{(2)}\right|=\left|J_{i_{2} h_{j}}^{(2)}\right|=\left|J_{i_{3} h_{j}}^{(2)}\right|=W, \tag{5.52}
\end{equation*}
$$

while the bias terms of the hidden units are

$$
\begin{equation*}
J_{h_{j}}^{(1)}=-3 W+d_{h_{j}}, \quad d_{h_{j}} \in \Re \tag{5.53}
\end{equation*}
$$

On the other hand, the hidden units are connected to the outputs $S_{o_{1}}$ and $S_{o_{2}}$ by the


Figure 5.11: Sparsely connected BM with three input units and two outputs.

| $S_{i_{1}}$ | $S_{i_{2}}$ | $S_{i_{3}}$ | Active units |
| :---: | :---: | :---: | :---: |
| -1 | -1 | -1 | $S_{h_{1}}, S_{h_{9}}, S_{h_{17}}$ |
| -1 | -1 | 1 | $S_{h_{2}}, S_{h_{10}}, S_{h_{18}}$ |
| -1 | 1 | -1 | $S_{h_{3}}, S_{h_{11}}, S_{h_{19}}$ |
| -1 | 1 | 1 | $S_{h_{4}}, S_{h_{12}}, S_{h_{20}}$ |
| 1 | -1 | -1 | $S_{h_{5}}, S_{h_{13}}, S_{h_{21}}$ |
| 1 | -1 | 1 | $S_{h_{6}}, S_{h_{14}}, S_{h_{22}}$ |
| 1 | 1 | -1 | $S_{h_{7}}, S_{h_{15}}, S_{h_{23}}$ |
| 1 | 1 | 1 | $S_{h_{8}}, S_{h_{16}}, S_{h_{24}}$ |

Table 5.23: Activation pattern for the hidden units.
weights

$$
\begin{equation*}
J_{h_{j} o_{1}}^{(2)}=J_{h_{j} o_{2}}^{(2)}=J, \tag{5.54}
\end{equation*}
$$

consider however that the discussion from the previous sections does also apply here, and that the signs of the weights are placed depending on whether we want the hidden unit to become active due to a certain input value; it does also happen that $W \gg J \gg 1$ and that $W \gg J \gg\left|d_{h_{j}}\right|$. The hidden units that become active and the input that activates
them is shown in table 5.23, and the weights connecting these sets of units with the input ones are represented in table 5.24.

| Set of hidden units connected to the inputs | $S_{i_{1}}$ | $S_{i_{2}}$ | $S_{i_{3}}$ |
| :---: | :---: | :---: | :---: |
| $S_{h_{1}}, S_{h_{9}}, S_{h_{17}}$ | $-J$ | $-J$ | $-J$ |
| $S_{h_{2}}, S_{h_{10}}, S_{h_{18}}$ | $-J$ | $-J$ | $J$ |
| $S_{h_{3}}, S_{h_{11}}, S_{h_{19}}$ | $-J$ | $J$ | $-J$ |
| $S_{h_{4}}, S_{h_{12}}, S_{h_{20}}$ | $-J$ | $J$ | $J$ |
| $S_{h_{5}}, S_{h_{13}}, S_{h_{21}}$ | $J$ | $-J$ | $-J$ |
| $S_{h_{6}}, S_{h_{14}}, S_{h_{22}}$ | $J$ | $-J$ | $J$ |
| $S_{h_{7}}, S_{h_{15}}, S_{h_{23}}$ | $J$ | $J$ | $-J$ |
| $S_{h_{8}}, S_{h_{16}}, S_{h_{24}}$ | $J$ | $J$ | $J$ |

Table 5.24: Weights connecting the hidden units with the input ones.
We begin the example by analyzing the first case, which is given by $S_{i_{1}}=S_{i_{2}}=S_{i_{3}}=$ -1 . Now we show that the parallel association of the bias terms and weights connecting the input and the hidden units will lead to the following values for the bias terms of units $S_{h_{1}}, S_{h_{9}}$ and $S_{h_{17}}$

$$
\begin{align*}
& J_{h_{1}}^{(1)}=-J_{i_{1} h_{1}}^{(2)}-J_{i_{2} h_{1}}^{(2)}-J_{i_{3} h_{1}}^{(2)}+J_{h_{1}}^{(1)}=W+W+W-3 W+d_{h_{1}}=d_{h_{1}} \\
& J_{h_{9}}^{(1)}=-J_{i_{1} h_{9}}^{(2)}-J_{i_{2} h_{9}}^{(2)}-J_{i_{3} h_{9}}^{(2)}+J_{h_{9}}^{(1)}=W+W+W-3 W+d_{h_{9}}=d_{h_{9}} \\
& J_{h_{17}}^{(1)}=-J_{i_{1} h_{17}}^{(2)}-J_{i_{2} h_{17}}^{(2)}-J_{i_{3} h_{17}}^{(2)}+J_{h_{17}}^{(1)}=W+W+W-3 W+d_{h_{17}}=d_{h_{17}} . \tag{5.55}
\end{align*}
$$

The parallel association for the other, inactive, hidden units leads to

$$
\begin{equation*}
J_{h_{j}}^{(1)}=-J_{i_{1} h_{j}}^{(2)}-J_{i_{2} h_{j}}^{(2)}-J_{i_{3} h_{j}}^{(2)}+J_{h_{j}}^{(1)}=W-W-W-3 W+d_{h_{j}}=-4 W+d_{h_{j}} \tag{5.56}
\end{equation*}
$$

for $j=2,3,5,10,11,13,18,19,21$, while

$$
\begin{equation*}
J_{h_{j}}^{(1)}=-J_{i_{1} h_{j}}^{(2)}-J_{i_{2} h_{j}}^{(2)}-J_{i_{3} h_{j}}^{(2)}+J_{h_{j}}^{(1)}=W+W-W-3 W+d_{h_{j}}=-2 W+d_{h_{j}}, \tag{5.57}
\end{equation*}
$$

for $j=4,6,7,12,14,15,20,22,23$, and

$$
\begin{equation*}
J_{h_{j}}^{(1)}=-J_{i_{1} h_{j}}^{(2)}-J_{i_{2} h_{j}}^{(2)}-J_{i_{3} h_{j}}^{(2)}+J_{h_{j}}^{(1)}=-W-W-W-3 W+d_{h_{j}}=-6 W+d_{h_{j}} \tag{5.58}
\end{equation*}
$$

for $j=8,16,24$, thus arriving to the structure shown in Fig. 5.12.


Figure 5.12: Parallel association of the weights connecting the input units and the bias terms from the hidden units.

Now we carry out serial association to suppress hidden units from $S_{h_{1}}$ to $S_{h_{16}}$, thus associating weights $J_{h_{j}}^{(1)}$ with $J_{h_{j} o_{k}}^{(2)}$ for $j$ from 1 to 16 ; the resulting model is shown in Fig. 5.13. We have split this process in two steps: in the the first one we decimate units $S_{h_{1}}$ and $S_{h_{9}}$, which are the active ones, thus obtaining new set of biases $T_{o_{1}}^{(1)}$ and $T_{o_{2}}^{(1)}$ for the output neurons; we will then proceed with the remaining hidden units. This second step will produce some different bias terms, which will be represented as $H_{o_{1}}^{(1)}$ and $H_{o_{2}}^{(1)}$. Notice however that this process is the same that one would follow in order to build the two stage structure that was shown in the previous section. We find $T_{o_{1}}^{(1)}$ and $T_{o_{2}}^{(1)}$ as

$$
\begin{align*}
& T_{o_{1}}^{(1)}=\frac{1}{2} \ln \left(\frac{\cosh \left(J+d_{h_{1}}\right)}{\cosh \left(J-d_{h_{1}}\right)}\right)=d_{h_{1}},  \tag{5.59}\\
& T_{o_{2}}^{(1)}=\frac{1}{2} \ln \left(\frac{\cosh \left(J+d_{h_{9}}\right)}{\cosh \left(J-d_{h_{9}}\right)}\right)=d_{h_{9}} . \tag{5.60}
\end{align*}
$$

We now associate the bias terms $J_{h_{j}}^{(1)}$ and the weights connecting the inactive hidden units $J_{h_{j} o_{k}}^{(2)}$ with the output neurons, to find $H_{o_{1}}^{(1)}$ and $H_{o_{2}}^{(1)}$. This process is done for $j$ spanning
from 2 to 8 and from 10 to 16 , and considers again that $W \gg J$ in the following equations

$$
\begin{align*}
H_{o_{1}}^{(1)} & =\frac{1}{4} \ln \left(\frac{\cosh \left(J+n W-d_{h_{j}}\right)}{\cosh \left(J-n W+d_{h_{j}}\right)}\right)  \tag{5.61}\\
H_{o_{2}}^{(1)} & =\frac{1}{4} \ln \left(\frac{\cosh \left(J+n W-d_{h_{j}}\right)}{\cosh \left(J-n W-d_{h_{j}}\right.}\right) \tag{5.62}
\end{align*},
$$

where $n$ stands for $n=-2,-4,-6$ depending on the value of $j$. We apply then the approximation from Eq 5.24, and thus

$$
\begin{align*}
4 H_{o_{1}}^{(1)} & =|n| W+d_{h_{j}}-2 J-|n| W-d_{h_{j}}-2 J=-4 J \\
4 H_{o_{2}}^{(1)} & =|n| W+d_{h_{j}}-2 J-|n| W-d_{h_{j}}-2 J=-4 J \tag{5.63}
\end{align*}
$$

so $H_{o_{1}}^{(1)}=H_{o_{2}}^{(1)}=-J$.


Figure 5.13: Parallel and serial association with the input units, the bias terms and the hidden units from units $S_{h_{1}}$ to $S_{h_{16}}$.

Now we use star-triangle decimation from the basic decimation procedures to suppress unit $S_{h_{17}}$, which is connected to units $S_{o_{1}}$ and $S_{o_{2}}$ by weights $J_{h_{17} O_{1}}^{(2)}$ and $J_{h_{17} O_{2}}^{(2)}$ and has a bias term $J_{h_{17}}^{(1)}$. This operation will generate a second order weight $G_{o_{1} o_{2}}^{(2)}$ linking $S_{o_{1}}$ with $S_{o_{2}}$ and two new bias terms $G_{o_{1}}^{(1)}, G_{o_{2}}^{(1)}$ connected to these units. The equations that we
use are the following

$$
\begin{align*}
& G_{o_{1} O_{2}}^{(2)}=\frac{1}{4} \ln \left(\frac{\cosh \left(J_{h_{17} O_{1}}^{(2)}+J_{h_{17} O_{2}}^{(2)}-J_{h_{17}}^{(1)}\right) \cosh \left(J_{h_{17} O_{1}}^{(2)}+J_{h_{17} O_{2}}^{(2)}+J_{h_{17}}^{(1)}\right)}{\cosh \left(J_{h_{17} O_{1}}^{(2)}-J_{h_{17} O_{2}}^{(2)}+J_{h_{17}}^{(1)}\right) \cosh \left(J_{h_{17} O_{1}}^{(2)}-J_{h_{17} O_{2}}^{(2)}-J_{h_{17}}^{(1)}\right)}\right),  \tag{5.64}\\
& G_{o_{1}}^{(1)}=\frac{1}{4} \ln \left(\frac{\cosh \left(J_{h_{17} O_{1}}^{(2)}-J_{h_{17} O_{2}}^{(2)}+J_{h_{17}}^{(1)}\right) \cosh \left(J_{h_{17} O_{1}}^{(2)}+J_{h_{17} O_{2}}^{(2)}+J_{h_{17}}^{(1)}\right)}{\cosh \left(J_{h_{17} O_{1}}^{(2)}+J_{h_{17} O_{2}}^{(2)}-J_{h_{17}}^{(1)}\right) \cosh \left(J_{h_{17} O_{1}}^{(2)}-J_{h_{17} O_{2}}^{(2)}-J_{h_{17}}^{(1)}\right)}\right),  \tag{5.65}\\
& G_{o_{2}}^{(1)}=\frac{1}{4} \ln \left(\frac{\cosh \left(J_{h_{17} O_{1}}^{(2)}-J_{h_{17} O_{2}}^{(2)}-J_{h_{17}}^{(1)}\right) \cosh \left(J_{h_{17} O_{1}}^{(2)}+J_{h_{17} O_{2}}^{(2)}+J_{h_{17}}^{(1)}\right)}{\cosh \left(J_{h_{17} O_{1}}^{(2)}-J_{h_{17} O_{2}}^{(2)}+J_{h_{17}}^{(1)}\right) \cosh \left(J_{h_{17} O_{1}}^{(2)}+J_{h_{17} O_{2}}^{(2)}-J_{h_{17}}^{(1)}\right)}\right) . \tag{5.66}
\end{align*}
$$

If we put values to these expressions we obtain

$$
\begin{align*}
G_{o_{1} o_{2}}^{(2)} & =\frac{1}{4} \ln \left(\frac{\cosh \left(J+J-d_{h_{17}}\right) \cosh \left(J+J+d_{h_{17}}\right)}{\cosh \left(J-J+d_{h_{17}}\right) \cosh \left(J-J-d_{h_{17}}\right)}\right) \\
& =\frac{1}{4} \ln \left(\frac{\cosh \left(2 J+d_{h_{17}}\right) \cosh \left(2 J-d_{h_{17}}\right)}{\cosh ^{2}\left(d_{h_{17}}\right)}\right),  \tag{5.67}\\
G_{o_{1}}^{(1)} & =\frac{1}{4} \ln \left(\frac{\cosh \left(J+J+d_{h_{17}}\right)}{\cosh \left(J+J-d_{h_{17}}\right)}\right),  \tag{5.68}\\
G_{o_{2}}^{(1)} & =\frac{1}{4} \ln \left(\frac{\cosh \left(J+J+d_{h_{17}}\right)}{\cosh \left(J+J-d_{h_{17}}\right)}\right), \tag{5.69}
\end{align*}
$$

where we now analyze the values of the weights for $J \gg d_{h_{17}}$ and $J$ is big enough to carry out the approximation from Eq. 5.24 again

$$
\begin{align*}
& 4 G_{o_{1} o_{2}}^{(2)} \simeq 4 J-2 \ln 2-\ln \cosh ^{2}\left(d_{h_{17}}\right) \\
& 4 G_{o_{1}}^{(1)}=4 G_{o_{2}}^{(1)} \simeq 2 J+d_{h_{17}}-\ln 2-2 J+d_{h_{17}}+\ln 2=d_{h_{17}} \tag{5.70}
\end{align*}
$$

We finally use star-triangle decimation to suppress the units that are connected to the output units, and that remain inactive; these are units $S_{h_{18}}$ to $S_{h_{24}}$. The resulting weights will be named as $H_{o_{1} o_{2}}^{(2)}, H_{o_{1}}^{(1)}$ and $H_{o_{2}}^{(1)}$, and stand for the second order weight that connect units $S_{o_{1}}$ and $S_{o_{2}}$ and their respective bias terms. Notice that these are the same names that we previously used when decimating the other inactive units: we will see that the
result is the same. We use the following equations

$$
\begin{align*}
H_{o_{1} o_{2}}^{(2)} & =\frac{1}{4} \ln \left(\frac{\cosh \left(2 J-n W+d_{h_{j}}\right) \cosh \left(2 J+n W-d_{h_{j}}\right)}{\cosh (n W) \cosh \left(-n W+d_{h_{j}}\right)}\right)  \tag{5.71}\\
H_{o_{1}}^{(1)} & =\frac{1}{4} \ln \left(\frac{\cosh \left(2 J+n W-d_{h_{j}}\right)}{\cosh \left(2 J-n W+d_{h_{j}}\right)}\right),  \tag{5.72}\\
H_{o_{2}}^{(1)} & =\frac{1}{4} \ln \left(\frac{\cosh \left(2 J+n W-d_{h_{j}}\right)}{\cosh \left(2 J-n W+d_{h_{j}}\right)}\right), \tag{5.73}
\end{align*}
$$

where $n$ stands again for $n=-2,-4,-6$ depending on the value of $j$. We apply then the approximation from Eq 5.24, and thus

$$
\begin{align*}
4 H_{o_{1} O_{2}}^{(2)} & =|n| W-2 J+d_{h_{j}}+|n| W+2 J+d_{h_{j}}-2|n| W-d_{h_{j}}=0 \\
4 H_{o_{1}}^{(1)} & =|n| W-2 J+d_{h_{j}}-|n| W-2 J-d_{h_{j}}=-4 J \\
4 H_{o_{2}}^{(1)} & =|n| W-2 J+d_{h_{j}}-|n| W-2 J-d_{h_{j}}=-4 J, \tag{5.74}
\end{align*}
$$

so $H_{o_{1} o_{2}}^{(2)}=0, H_{o_{1}}^{(1)}=H_{o_{2}}^{(1)}=-J$.


Figure 5.14: Equivalent decimated neural network.

Consider now that all the hidden units have been decimated, and thus we have an equivalent neural network that is represented in Fig. 5.14. In this picture, we have represented $J_{o_{1} o_{2}}^{(2)}, J_{o_{1}}^{(1)}$ and $J_{o_{2}}^{(1)}$ as the connections that the original network had, $G_{o_{1} o_{2}}^{(2)}, G_{o_{1}}^{(1)}$ and $G_{o_{2}}^{(1)}$ as the weights obtained through star-triangle association of unit $S_{h_{17}}, H_{o_{1} O_{2}}^{(2)}, H_{o_{1}}^{(1)}$ and $H_{o 2}^{(1)}$ as the terms obtained decimating all the hidden, inactive units of the neural
network (this is, from unit $S_{h_{2}}$ to $S_{h_{8}}$, from $S_{h_{10}}$ to $S_{h_{16}}$ and from $S_{h_{18}}$ to $S_{h_{24}}$ ) and, finally, $T_{o_{1}}^{(1)}$ and $T_{o_{2}}^{(1)}$ are the bias terms that are found by decimating active units $S_{h_{1}}$ and $S_{h_{9}}$.

We now write down the values of these variables

$$
\begin{align*}
& G_{o_{1}}^{(1)}=\frac{d_{h_{17}}}{2} \\
& G_{o_{2}}^{(1)}=\frac{d_{h_{17}}}{2} \\
& G_{o_{1} o_{2}}^{(2)}=H-\frac{1}{2} \ln 2-\frac{1}{4} \ln \cosh ^{2}\left(d_{h_{17}}\right) \\
& H_{o_{1}}^{(1)}=-J \\
& H_{o_{2}}^{(1)}=-J \\
& T_{o_{1}}^{(1)}=d_{h_{1}} \\
& T_{o_{2}}^{(1)}=d_{h_{9}} \tag{5.75}
\end{align*}
$$

and add their value to the original $J_{\sigma}^{(n)}$ set of weights that connects the output units, thus obtaining a new set of weights $J_{\sigma}^{(n)^{\prime}}$

$$
\begin{align*}
& J_{o_{1} o_{2}}^{(2)^{\prime}}=J_{o_{1} o_{2}}^{(2)}+G_{o_{1} o_{2}}^{(2)}, \\
& J_{o_{1}}^{(1)^{\prime}}=J_{o_{1}}^{(1)}+G_{o_{1}}^{(1)}+14 H_{o_{1}}^{(1)}+T_{o_{1}}^{(1)}, \\
& J_{o_{2}}^{(1)^{\prime}}=J_{o_{2}}^{(1)}+G_{o_{2}}^{(1)}+14 H_{o_{2}}^{(1)}+T_{o_{2}}^{(1)}, \tag{5.76}
\end{align*}
$$

which leads to

$$
\begin{align*}
& J_{o_{1} O_{2}}^{(2)^{\prime}}=J_{o_{1} o_{2}}^{(2)}+J-\frac{1}{2} \ln 2-\frac{1}{4} \ln \cosh ^{2}\left(d_{h_{17}}\right) \\
& J_{o_{1}}^{(1)^{\prime}}=J_{o_{1}}^{(1)}+\frac{d_{h_{17}}}{2}-14 J+d_{h_{1}} \\
& J_{o_{2}}^{(1)^{\prime}}=J_{o_{2}}^{(1)}+\frac{d_{h_{17}}}{2}-14 J+d_{h_{9}} . \tag{5.77}
\end{align*}
$$

Notice that $J_{o_{1} O_{2}}^{(2)}, J_{o_{1}}^{(1)}$ and $J_{o_{2}}^{(1)}$ are still free and untouched. We can give values to them freely, and make them take the right values that cancel with quantities we want to remove. On the other hand, we compute $J_{o_{1} O_{2}}^{(2)^{\prime}}, J_{o_{1}}^{(1)^{\prime}}$ and $J_{o_{2}}^{(1)^{\prime}}$ by solving the backwards problem for the model shown in Fig. 5.15. In this sense, we would use the four probabilities $p(0 \mid 0)$,


Figure 5.15: Backwards problem structure solved for two output units.
$p(1 \mid 0), p(2 \mid 0), p(3 \mid 0)$ as follows

$$
\begin{align*}
& \ln \ln p(0 \mid 0)=J^{(0)^{\prime}}-J_{o_{1}}^{(1)^{\prime}}-J_{o_{2}}^{(1)^{\prime}}+J_{o_{1} o_{2}}^{(2)^{\prime}}, \\
& \ln \ln p(1 \mid 0)=J^{(0)^{\prime}}-J_{o_{1}}^{(1)^{\prime}}+J_{o_{2}}^{(1)^{\prime}}-J_{o_{1} o_{2}}^{(2)^{\prime}}, \\
& \ln \ln p(2 \mid 0)=J^{(0)^{\prime}}+J_{o_{1}}^{(1)^{\prime}}-J_{o_{2}}^{(1)^{\prime}}-J_{o_{1} o_{2}}^{(2)^{\prime}} \\
& \ln \ln p(3 \mid 0)=J^{(0)^{\prime}}+J_{o_{1}}^{(1)^{\prime}}+J_{o_{2}}^{(1)^{\prime}}+J_{o_{1} o_{2}}^{(2)^{\prime}}, \tag{5.78}
\end{align*}
$$

so now we can find the values for the $J_{\sigma}^{(n)}$ set of weights. To this purpose, we analyze Eq. 5.77 and decide that $d_{h_{1}}, d_{h_{9}}$ and $d_{h_{17}}$ depend on the value of the input units; an easy solution for the bias terms is then

$$
\begin{align*}
& J_{o_{1}}^{(1)}=14 J, \\
& J_{o_{2}}^{(1)}=14 J, \tag{5.79}
\end{align*}
$$

however the second order weight is not so direct. Notice that

$$
\begin{equation*}
J_{o_{1} O_{2}}^{(2)}=-J+\frac{1}{2} \ln 2, \tag{5.80}
\end{equation*}
$$

may lead to a non-existent solution for Eq. 5.77, because the inverse of the hyperbolic cosine might not exist. To prevent from this, we take

$$
\begin{equation*}
-J_{o_{1} o_{2}}^{(2)^{\prime}}-J_{o_{1} o_{2}}^{(2)}-J+\frac{1}{2} \ln 2=\frac{1}{4} \ln \cosh ^{2}\left(d_{h_{17}}\right) \tag{5.81}
\end{equation*}
$$

and then carry out some basic operations

$$
\begin{equation*}
\sqrt{\mathrm{e}^{4\left(-J_{o_{1} o_{2}}^{(2)}-J_{o_{1} o_{2}}^{(2)}-J+\frac{1}{2} \ln 2\right)}}=\cosh \left(d_{h_{17}}\right) . \tag{5.82}
\end{equation*}
$$

In order to provide an always existing solution to this expression, one has to force the following condition

$$
\begin{equation*}
\sqrt{\mathrm{e}^{4\left(-J_{o_{1} o_{2}}^{(2)}-J_{o_{1} o_{2}}^{(2)}-J+\frac{1}{2} \ln 2\right)}} \geq 1, \tag{5.83}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
J_{o_{1} o_{2}}^{(2)} \leq \frac{1}{2} \ln 2-J_{o_{1} o_{2}}^{(2)^{\prime}}-J \tag{5.84}
\end{equation*}
$$

The process that one should follow then in order to find the correct weight is to solve the system in Eq. 5.78 for all possible output values, for all the possible values that the input units can take. In this example, and since there are 3 input units, this would lead to $2^{3}=8$ possible sets of equations; we would then find $J_{o_{1} O_{2}}^{(2)}$ for $d_{h_{17}}$ to $d_{h_{24}}$ and select the value that allows solving

$$
\begin{equation*}
\sqrt{\mathrm{e}^{4\left(-J_{o_{1} o_{2}}^{(2)}-J_{o_{1} o_{2}}^{(2)}-J+\frac{1}{2} \ln 2\right)}}=\cosh \left(d_{h_{j}}\right) \quad, \text { for any } j \in[17,24] . \tag{5.85}
\end{equation*}
$$



Figure 5.16: Structure with no second order weight connecting the output units, this connection is replaced by unit $S_{h_{25}}$.

However, we are more interested in showing that this system can be solved: it is always possible to build a second order neural network with two output units that solves a given problem that requires two output units. In this case, we would have to use $3 \cdot 2^{3}$ hidden neurons: $2^{3}$ for each output, and $2^{3}$ linked to both outputs; this is actually the maximum number of weights that one would use to connect these units. Notice now that, for an $n$-input BM, one would require up to $3 \cdot 2^{n}$ hidden neurons. In the following section, we now discuss the case for $n_{o}$ output units and $n_{i}$ input neurons.

Finally, it is interesting to point out that $J_{O_{1} O_{2}}^{(2)}$ is included in our analysis but this may not be required. In this sense, we could have used the topology shown in Fig. 5.16 instead, where this connection is replaced by a hidden unit connected to both output units, due to the star-triangle decimation equivalence.

### 5.2.5 General case for the output joint probability distribution

We now show that the topology proposed in the previous sections can be extended to analyze the more general case of having $n_{i}$ inputs and $n_{o}$ outputs. We begin this discussion with a three outputs, second order BM with $n_{i}$ input units. For the sake of simplicity, we consider that all input units have already been parallel associated, thus leading to the neural network that we represent in Fig. 5.17. In this figure, we use the concepts detailed above: there are $2^{n_{i}}$ hidden units for each output unit, $2^{n_{i}}$ hidden units for each second order connection between the three units, thus yielding $3 \cdot 2^{n_{i}}$ neurons; and finally $2^{n_{i}}$ hidden units connecting all three output units altogether. Finally, the values of the weights are $J_{h o}^{(2)}=J$ for connections between hidden and output units, $\left|J_{i h}^{(2)}\right|=W$ for the connections between input and hidden units; the sign for these weights is again given depending on the input combination that activates them. The bias terms $J_{h}^{(1)}$ are set as $J_{h}^{(1)}=-n_{i} W+d_{h}$, where $d_{h}$ is a value that depends on each hidden unit and whose value will be discussed in this section.

Notice however that the hidden units connecting the output units in pairs have already been discussed in the previous section, as the hidden units connected only to a given


Figure 5.17: Structure with three output units and $n_{i}$ input neurons. Notice that, in order to create a simpler figure, the input units connecting the hidden neurons are already associated with the bias terms.
output. Since each one of these neurons is isolated from the other hidden units, the analysis carried out before is still valid. In this sense, we do only need to analyze what happens with the hidden units connecting all the outputs altogether, which are the units shown in Fig. 5.18, and discuss how decimating these hidden units affects the system.


Figure 5.18: Structure with three output units with a decimated structure, there are only left these connections that will generate third order weights.

We will also consider that the hidden units from Fig. 5.18 are activated by following
the same principles that we describe above: there is a single hidden unit that is active for a certain input value, while the other ones are inactive and thus $S_{h}=-1$. We will name the active unit as $S_{h_{a}}$, the inactive ones will be therefore referred to as $S_{h_{i}}$. Since they are not connected between themselves, this should not be an issue. We begin our discussion by decimating unit $S_{h_{a}}$ and so we recall the high order Decimation equations for this case

$$
\begin{align*}
& G_{o_{1} o_{0} o_{3}}^{(3)}=\frac{1}{8} \ln \left(\frac{A_{1} A_{2} A_{4} A_{7}}{A_{0} A_{3} A_{5} A_{6}}\right), \\
& G_{o_{1} o_{2}}^{(2)}=\frac{1}{8} \ln \left(\frac{A_{0} A_{1} A_{6} A_{7}}{A_{2} A_{3} A_{4} A_{5}}\right), \\
& G_{o_{1} o_{3}}^{(2)}=\frac{1}{8} \ln \left(\frac{A_{0} A_{2} A_{5} A_{7}}{A_{1} A_{3} A_{4} A_{6}}\right), \\
& G_{o_{2} o_{3}}^{(2)}=\frac{1}{8} \ln \left(\frac{A_{0} A_{3} A_{4} A_{7}}{A_{1} A_{2} A_{5} A_{6}}\right), \\
& G_{o_{1}}^{(1)}=\frac{1}{8} \ln \left(\frac{A_{4} A_{5} A_{6} A_{7}}{A_{0} A_{1} A_{2} A_{3}}\right), \\
& G_{o_{2}}^{(1)}=\frac{1}{8} \ln \left(\frac{A_{2} A_{3} A_{6} A_{7}}{A_{0} A_{1} A_{4} A_{5}}\right), \\
& G_{o_{3}}^{(1)}=\frac{1}{8} \ln \left(\frac{A_{1} A_{3} A_{5} A_{7}}{A_{0} A_{2} A_{4} A_{6}}\right), \tag{5.86}
\end{align*}
$$

where $A_{i}$ is given by the following relations

$$
\begin{align*}
& \ln \cosh \left(J_{h_{a}}^{(1)}-J_{h_{a} O_{1}}^{(2)}-J_{h_{a} O_{2}}^{(2)}-J_{h_{a} O_{3}}^{(2)}\right)=\ln A_{0}, \\
& \ln \cosh \left(J_{h_{a}}^{(1)}-J_{h_{a} O_{1}}^{(2)}-J_{h_{a} O_{2}}^{(2)}+J_{h_{a} O_{3}}^{(2)}\right)=\ln A_{1}, \\
& \ln \cosh \left(J_{h_{a}}^{(1)}-J_{h_{a} O_{1}}^{(2)}+J_{h_{a} O_{2}}^{(2)}-J_{h_{a} O_{3}}^{(2)}\right)=\ln A_{2}, \\
& \ln \cosh \left(J_{h_{a}}^{(1)}-J_{h_{a} O_{1}}^{(2)}+J_{h_{a} O_{2}}^{(2)}+J_{h_{a} O_{3}}^{(2)}\right)=\ln A_{3}, \\
& \ln \cosh \left(J_{h_{a}}^{(1)}+J_{h_{a} O_{1}}^{(2)}-J_{h_{a} O_{2}}^{(2)}-J_{h_{a} O_{3}}^{(2)}\right)=\ln A_{4}, \\
& \ln \cosh \left(J_{h_{a}}^{(1)}+J_{h_{a} O_{1}}^{(2)}-J_{h_{a} O_{2}}^{(2)}+J_{h_{a} O_{3}}^{(2)}\right)=\ln A_{5}, \\
& \ln \cosh \left(J_{h_{a}}^{(1)}+J_{h_{a} O_{1}}^{(2)}+J_{h_{a} O_{2}}^{(2)}-J_{h_{a} O_{3}}^{(2)}\right)=\ln A_{6}, \\
& \ln \cosh \left(J_{h_{a}}^{(1)}+J_{h_{a} O_{1}}^{(2)}+J_{h_{2} O_{2}}^{(2)}+J_{2}^{(2)}\right)=\ln A_{7}, \tag{5.87}
\end{align*}
$$

where $J_{h_{a} o_{k}}^{(2)}=J \forall k$ and, for the same reasons discussed in the previous section, we take
$J_{h_{a}}^{(1)}=d_{h_{a}}$, considering again that $J \gg d_{h_{a}}$. Now

$$
\begin{align*}
& \ln A_{0}=\ln \cosh \left(3 J-d_{h_{a}}\right), \\
& \ln A_{1}=\ln \cosh \left(J-d_{h_{a}}\right), \\
& \ln A_{2}=\ln \cosh \left(J-d_{h_{a}}\right), \\
& \ln A_{3}=\ln \cosh \left(J+d_{h_{a}}\right), \\
& \ln A_{4}=\ln \cosh \left(J-d_{h_{a}}\right), \\
& \ln A_{5}=\ln \cosh \left(J+d_{h_{a}}\right), \\
& \ln A_{6}=\ln \cosh \left(J+d_{h_{a}}\right), \\
& \ln A_{7}=\ln \cosh \left(3 J+d_{h_{a}}\right), \tag{5.88}
\end{align*}
$$

and using the approximation from Eq. 5.24

$$
\begin{equation*}
\ln \cosh (n J) \simeq n J-\ln 2, \tag{5.89}
\end{equation*}
$$

we use Eq. 5.86 to get

$$
\begin{align*}
& \ln A_{0} \simeq 3 J-d_{h_{a}}, \\
& \ln A_{1} \simeq J-d_{h_{a}}, \\
& \ln A_{2} \simeq J-d_{h_{a}}, \\
& \ln A_{3} \simeq J+d_{h_{a}}, \\
& \ln A_{4} \simeq J-d_{h_{a}}, \\
& \ln A_{5} \simeq J+d_{h_{a}}, \\
& \ln A_{6} \simeq J+d_{h_{a}}, \\
& \ln A_{7} \simeq 3 J+d_{h_{a}}, \tag{5.90}
\end{align*}
$$

so we now find the values of the weights

$$
\begin{align*}
& G_{o_{1} O_{2} O_{3}}^{(3)}=-\frac{d_{h_{a}}}{2}, \\
& G_{o_{1} O_{2}}^{(2)}=\frac{J}{2}, \\
& G_{o_{1} O_{3}}^{(2)}=\frac{J}{2}, \\
& G_{o_{2} O_{3}}^{(2)}=\frac{J}{2}, \\
& G_{o_{1}}^{(1)}=\frac{d_{h_{a}}}{2}, \\
& G_{o_{2}}^{(1)}=\frac{d_{h_{a}}}{2}, \\
& G_{o_{3}}^{(1)}=\frac{d_{h_{a}}}{2} . \tag{5.91}
\end{align*}
$$

Notice how the new bias and the high order term depend only on the original parameter from the hidden active unit $d_{h_{a}}$.

We also have to analyze the case where the hidden units are inactive. In order to do so, we proceed as we did in the previous section: the equivalent bias term for units $S_{h_{i}}$ is now $J_{h_{i}}^{(1)}=-n W+d_{h_{i}}$, being $n$ any value that results from the parallel association of the weights from the input units. We use the same approximation as above, thus considering that $W \gg J$ and hence

$$
\begin{align*}
& \ln A_{0} \simeq n W+3 J-d_{h_{i}} \\
& \ln A_{1} \simeq n W+J-d_{h_{i}} \\
& \ln A_{2} \simeq n W+J-d_{h_{i}} \\
& \ln A_{3} \simeq n W-J-d_{h_{i}} \\
& \ln A_{4} \simeq n W+J-d_{h_{i}} \\
& \ln A_{5} \simeq n W-J-d_{h_{i}} \\
& \ln A_{6} \simeq n W-J-d_{h_{i}} \\
& \ln A_{7} \simeq n W-3 J-d_{h_{i}} \tag{5.92}
\end{align*}
$$

thus yielding

$$
\begin{align*}
& G_{o_{10} O_{3}}^{(3)}=0 \\
& G_{o_{1} o_{2}}^{(2)}=0 \\
& G_{o_{10} o_{3}}^{(2)}=0 \\
& G_{o_{2} o_{3}}^{(2)}=0 \\
& G_{o_{1}}^{(1)}=-J \\
& G_{o_{2}}^{(1)}=-J \\
& G_{o_{3}}^{(1)}=-J \tag{5.93}
\end{align*}
$$

This process can be repeated for all the possible values that the input units can take, thus effectively finding all the connections of the neural network. It is then possible to find all the weights needed to build a second order BM with three output units and an arbitrary number of input neurons.


Figure 5.19: Structure that is added for a four output units and $n_{i}$ input neurons.

Now we inquiry about the case for a neural network with four output units: we create a structure that uses the same topology as shown above, that should be added to the one shown in Fig. 5.19. We will add to this model $2^{n_{i}}$ hidden units connected to each separate output unit and to all the inputs, for a total of $4 \cdot 2^{n_{i}}$ units. We will also add $2^{n_{i}}$ hidden units connecting all the possible pairs of outputs, for a total of $6 \cdot 2^{n_{i}}$ hidden units; and finally $2^{n_{i}}$ hidden units connecting the output units in groups of three, this will make $4 \cdot 2^{n_{i}}$ more hidden units; and a total number of $14 \cdot 2^{n_{i}}$ which adds to the $2^{n_{i}}$ units
from Fig. 5.19 for a final number of $15 \cdot 2^{n_{i}}$ hidden units. Notice then that this stands for $\left(2^{4}-1\right) 2^{n_{i}}$ hidden units.

## 

Figure 5.20: Dressed weights structure to build a BM with 4 output units.

The resulting structure is shown in a simplified version in Fig. 5.20. This representation uses dressed weights in order to show the hidden units connected to the output units: the equivalence for this weights is depicted in Fig. 5.21, where one can generalize for a high order dressed weight.

$$
\odot \square \Sigma
$$



Figure 5.21: Dressed weights equivalence up to a third order dressed connection.

Notice now that a BM with five output units will use as many as $2^{n_{o}}-1$ dressed weights, which represent all the required connections with the input and hidden units. This structure is shown in Fig. 5.22.


Figure 5.22: Structure used to build a 5 outputs BM.

This process can be repeated to build any BM, regardless of the number of input and output units that it needs. In essence, the structure that one needs is shown in Fig. 5.23, where there are $2^{n_{o}}-1$ dressed weights that one uses to reproduce any probability distribution. Since each of these weights stands for $2^{n_{i}}$ input units, the resulting neural network yields a total of $\left(2^{n_{o}}-1\right) 2^{n_{i}}$ hidden units.


Figure 5.23: Structure used to build an $n_{o}$ outputs BM.

### 5.2.6 Error term due to the hyperbolic cosine approximation

In the previous sections, we have made an approximation for the hyperbolic cosine terms of the decimation expressions; so now we inquiry about the error introduced there. We recall the approximation from Eq. 5.24, which in a general form is expressed as

$$
\begin{equation*}
\lim _{W \rightarrow \infty} \ln \cosh \left(n W-J-d_{h}\right)=n W-J-d_{h}-\ln 2 \tag{5.94}
\end{equation*}
$$

for finite $J$ and $d_{h}$, and $n \in \mathbb{N}^{*}$; or either

$$
\begin{equation*}
\lim _{J \rightarrow \infty} \ln \cosh \left(n J-d_{h}\right)=n J-d_{h}-\ln 2 \tag{5.95}
\end{equation*}
$$

for finite $d_{h}$ and $n \in \mathbb{N}^{*}$, again; and depending on the section of the neural network that we are decimating. Notice however that the first expression assumes $|W| \gg|J| \pm\left|d_{h}\right|$, while the second one goes for $|J| \gg\left|d_{h}\right|$. Since the approximation that we are using here considers the difference of the biggest terms in the operation where the error is introduced, we will later show how both Eq. 5.94 and Eq. 5.95 are unified.

We will consider that, for a multiple variable function

$$
\begin{equation*}
z=f\left(x_{1}, x_{2}, \ldots, x_{N}\right) \tag{5.96}
\end{equation*}
$$

the error $\varepsilon_{z}$ is, to first order

$$
\begin{equation*}
\varepsilon_{z}=\sqrt{\left(\frac{\partial f}{\partial x_{1}} \varepsilon_{x_{1}}\right)^{2}+\left(\frac{\partial f}{\partial x_{2}} \varepsilon_{x_{2}}\right)^{2}+\ldots+\left(\frac{\partial f}{\partial x_{M}} \varepsilon_{x_{M}}\right)^{2}} \tag{5.97}
\end{equation*}
$$

where $\varepsilon_{x_{j}}$ is the error introduced by the $j$-th variable. In our case, we define

$$
\begin{equation*}
z=f\left(x_{1}, x_{2}, \ldots, x_{M}\right)=\sum_{j=1}^{M}(-1)^{\alpha} \ln \cosh \left(x_{j}\right), \alpha_{j}=0,1 \tag{5.98}
\end{equation*}
$$

and consider that $M$ is the product of three values

$$
\begin{equation*}
M=m_{1} \cdot m_{2} \cdot m_{3} \tag{5.99}
\end{equation*}
$$

where $m_{1}$ is the number of times that one has to apply decimation to the neural network. Since we decimate all the hidden units, this stands for $2^{n_{i}+n_{o}}-2^{n_{i}}$. On the other hand, $m_{2}$ is the number of times that we associate the resulting weights in parallel, this is, $m_{2}=2^{n_{i}+n_{o}}-2^{n_{i}}$, which is the number of dressed weights that we have in the system and the sum of the resulting decimated weights that they represent. Finally, $m_{3}$ is the number of operations that one has to carry out when decimating a given unit. This value depends on the number of neurons this unit is connected to, being 2 for two units and $2^{n_{o}}$ for $n_{o}$ output units. The error reaches its worst value for $m_{3}=2^{n_{o}}$, hence

$$
\begin{equation*}
M \leq\left(2^{n_{i}+n_{o}}-2^{n_{i}}\right)^{2} 2^{n_{o}} \tag{5.100}
\end{equation*}
$$

Now we need to define the error for a given $x_{j}$, we begin from

$$
\begin{align*}
\ln \cosh \left(x_{j}\right) & =\ln \left(\mathrm{e}^{x_{j}}+\mathrm{e}^{-x_{j}}\right)-\ln 2=\ln \left[\mathrm{e}^{x_{j}}\left(1+\mathrm{e}^{-2 x_{j}}\right)\right]-\ln 2 \\
& =x_{j}+\ln \left(1+\mathrm{e}^{-2 x_{j}}\right)-\ln 2 \tag{5.101}
\end{align*}
$$

hence

$$
\begin{equation*}
\varepsilon_{x_{j}}=\ln \left(1+\mathrm{e}^{-2 x_{j}}\right), \tag{5.102}
\end{equation*}
$$

because $x_{j} \rightarrow \infty$. Now we calculate the partial derivatives of $z$ as

$$
\begin{equation*}
\frac{\partial f}{\partial x_{j}}=\frac{1}{\cosh \left(x_{j}\right)} \sinh \left(x_{j}\right)=\tanh \left(x_{j}\right) \tag{5.103}
\end{equation*}
$$

and finally arrive at

$$
\begin{equation*}
\varepsilon_{z}=\sqrt{\sum_{j=1}^{M} \tanh ^{2}\left(x_{j}\right) \ln ^{2}\left(1+\mathrm{e}^{-2 x_{j}}\right)} . \tag{5.104}
\end{equation*}
$$

The worst case for this expression is that $\tanh ^{2}\left(x_{j}\right)=1$, and thus

$$
\begin{equation*}
\varepsilon_{z}=\sqrt{\sum_{j=1}^{M} \tanh ^{2}\left(x_{j}\right) \ln ^{2}\left(1+\mathrm{e}^{-2 x_{j}}\right)} \leq \sqrt{\sum_{j=1}^{M} \ln ^{2}\left(1+\mathrm{e}^{-2 x_{j}}\right)} \tag{5.105}
\end{equation*}
$$

If we consider the biggest $x_{j}$ to be $y$, we can obtain a standard expression form these worst cases

$$
\begin{equation*}
x_{j}=y=|W|-J-|d|=A_{j}-B_{j}, \forall j, \tag{5.106}
\end{equation*}
$$

for $B_{j}=J+|d|$, or either

$$
\begin{equation*}
x_{j}=y=J-|d|=A_{j}-B_{j}, \quad \forall j, \tag{5.107}
\end{equation*}
$$

and so we will use a certain $A-B$ such as the minimum value of any given, possible worst case

$$
\begin{equation*}
A-B=\max \{|W|-J-|d|, J-|d|\} \tag{5.108}
\end{equation*}
$$

thus we can write a general equation for the error as

$$
\begin{equation*}
\varepsilon_{z}=\left(2^{n_{i}+n_{o}}-2^{n_{o}}\right) 2^{\frac{n_{o}}{2}} \ln \left(1+\mathrm{e}^{-2 A+2 B}\right) \tag{5.109}
\end{equation*}
$$

notice then that the error can be expressed in terms of a Taylor expansion for the logarithmic term as

$$
\begin{equation*}
\varepsilon_{z} \simeq\left(2^{n_{i}+n_{o}}-2^{n_{o}}\right) 2^{\frac{n_{o}}{2}} \frac{1}{\mathrm{e}^{-2 A+2 B}} \tag{5.110}
\end{equation*}
$$

However, since we are building the BM, $n_{i}$ and $n_{o}$ are imposed and $W, J$ and $d$ are fixed. In this sense, we can guarantee that the error can be made arbitrarily small, because we will select the values that satisfy $W \gg J \gg d$ and $J \gg n_{i}+n_{o}$. It has been shown then that it is possible to build a second order BM that is able to learn any given probability distribution with an error as low as desired.

### 5.3 Practical implementation of a BM

In this section we build two BMs by using the method presented above. We first describe the process that should be followed in order to use the equations shown above to build a given BM model. We then proceed by building a simple neural network with two input units and two output neurons, in this example all the weights of the system are calculated and explicitly written down. The section is concluded highlighting the more relevant aspects of the process, regarding a second order BM with three input and three output units.

### 5.3.1 Description of the implementation

We now describe the process that one should follow in order to build a given BM model according to a certain p.d.f. that describes its behavior. This process is carried out by using the equations that have been discussed above, and hence we will divide it in the following steps:

1. Count the number of required hidden units.
2. Carry out a backwards learning problem to obtain the values of the high order weights for each given input value.
3. Set the values of the $d_{h_{j}}$ terms from the bias terms of the hidden units that become active due to each one of the input patterns.
4. Give values to the weights connecting any pair of connected units, according to the previous equations and the desired error term value.

The number oh hidden units $n_{h}$ depends on the number of input $n_{i}$ and output $n_{o}$ neurons: we will need $2^{n_{i}}+1$ hidden units for each connection that is generated through the backwards problem solution, with the exception of the first and second order terms. This value is directly found as $2^{n_{o}}-1$, hence one arrives to

$$
\begin{align*}
& n_{h}=2^{n_{i}}\left(2^{n_{o}}-1\right) \text { if } n_{o} \in[1,3]  \tag{5.111}\\
& n_{h}=\left(2^{n_{i}}+1\right)\left(2^{n_{o}}-1\right)-n_{o}-\frac{n_{o}\left(n_{o}-1\right)}{2} \text { if } n_{o}>3 .
\end{align*}
$$

### 5.3.2 Two inputs, two outputs BM

In this section we show how the process described so far is used to build a second order BM with two inputs and two output units. We will create a system that is able to learn the probability distribution that is represented in table 5.25.

To build this neural network, we use the structure represented in Fig. 5.24, and that has been discussed in the previous section. We will carry out this process by assuming that $J_{i_{j} h_{k}}^{(2)}=|W|, J_{h_{j} o_{k}}^{(2)}=J$ and that $J_{h_{j}}^{(1)}=-2 W+d_{h_{j}}$, the objective is therefore to find $W$ (where the sign is fixed according to the unit that becomes active due to a certain unit), $J$ and $d_{h_{j}}$ for $j=1$ to $j=12$. We begin this process by finding $J_{o_{1}}^{(1)}, J_{o_{2}}^{(1)}$ and $J_{O_{1} o_{2}}^{(2)}$. In order to calculate these values it is necessary to set $d_{h_{j}}, d_{h_{k}}$ and $d_{h_{l}}$, corresponding to the hidden units that connect $S_{o_{1}}, S_{o_{2}}$ and both of them, respectively. We first decimate the system in Fig. 5.24 to reach the one shown in Fig. 5.25, which contains the weights $J_{o_{1}}^{(1)}, J_{o_{2}}^{(1)}$ and $J_{o_{1} o_{2}}^{(2)}$.

We then proceed by decimating this structure to obtain the final one shown in Fig. 5.26, which has the set of weights $G_{o_{1}}^{(1)}, G_{o_{2}}^{(1)}$ and $G_{o_{1} o_{2}}^{(2)}$. These weights are related to $J_{o_{1}}^{(1)}, J_{o_{2}}^{(1)}$

| $S_{i_{1}}$ | $S_{i_{2}}$ | $S_{o_{1}}$ | $S_{o_{2}}$ | $p\left(S_{o_{1}}, S_{o_{2}} \mid S_{i_{1}}, S_{i_{2}}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| -1 | -1 | -1 | -1 | 0.1 |
| -1 | -1 | -1 | 1 | 0.4 |
| -1 | -1 | 1 | -1 | 0.4 |
| -1 | -1 | 1 | 1 | 0.1 |
| -1 | 1 | -1 | -1 | 0.2 |
| -1 | 1 | -1 | 1 | 0.3 |
| -1 | 1 | 1 | -1 | 0.4 |
| -1 | 1 | 1 | 1 | 0.1 |
| 1 | -1 | -1 | -1 | 0.4 |
| 1 | -1 | -1 | 1 | 0.1 |
| 1 | -1 | 1 | -1 | 0.1 |
| 1 | -1 | 1 | 1 | 0.4 |
| 1 | 1 | -1 | -1 | 0.7 |
| 1 | 1 | -1 | 1 | 0.1 |
| 1 | 1 | 1 | -1 | 0.1 |
| 1 | 1 | 1 | 1 | 0.1 |

Table 5.25: Output probability distribution for a two input two output BM.
and $J_{o_{1} o_{2}}^{(2)}$ by the following expressions

$$
\begin{align*}
& G_{o_{1}}^{(1)}=J_{o_{1}}^{(1)}+\frac{d_{h_{l}}}{2}+d_{h_{j}}-6 J,  \tag{5.112}\\
& G_{o_{2}}^{(1)}=J_{o_{2}}^{(1)}+\frac{d_{h_{l}}}{2}+d_{h_{k}}-6 J,  \tag{5.113}\\
& G_{o_{1} o_{2}}^{(2)}=J_{o_{1} o_{2}}^{(2)}+J-\frac{1}{2} \ln 2-\frac{1}{4} \ln \cosh ^{2}\left(d_{h_{l}}\right) . \tag{5.114}
\end{align*}
$$



Figure 5.24: Structure with two output units and two input neurons.


Figure 5.25: Decimated structure with the hidden units.
The set of weights $G_{o_{1}}^{(1)}, G_{o_{2}}^{(1)}$ and $G_{o_{1} O_{2}}^{(2)}$ is found by solving the backwards problem as

$$
\begin{align*}
& \ln p\left(S_{o_{1}}=-1, S_{o_{2}}=-1\right)=G^{(0)}-G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}+G_{o_{1} o_{2}}^{(2)} \\
& \ln p\left(S_{o_{1}}=-1, S_{o_{2}}=1\right)=G^{(0)}-G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}-G_{o_{1} o_{2}}^{(2)} \\
& \ln p\left(S_{o_{1}}=1, S_{o_{2}}=-1\right)=G^{(0)}+G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}-G_{o_{1} o_{2}}^{(2)}, \\
& \ln p\left(S_{o_{1}}=1, S_{o_{2}}=1\right)=G^{(0)}+G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}+G_{o_{1} o_{2}}^{(2)} \tag{5.115}
\end{align*}
$$

notice however that these expressions are solved for each one of the combinations that


Figure 5.26: Structure with the active set of hidden units.
the input units can take. Hence, one will have to solve this equations for $S_{i_{1}}=S_{i_{2}}=-1$, as well as $S_{i_{1}}=1, S_{i_{2}}=-1 ; S_{i_{1}}=-1, S_{i_{2}}=1$ and finally $S_{i_{1}}=S_{i_{2}}=1$. The results for each input vector are represented in table 5.26.

| $S_{i_{1}}$ | $S_{i_{2}}$ | $G_{o_{1}}^{(1)}$ | $G_{o_{2}}^{(1)}$ | $G_{o_{1} O_{2}}^{(2)}$ |
| :---: | :---: | :---: | :---: | :---: |
| -1 | -1 | 0.0 | 0.0 | -0.15 |
| -1 | 1 | 0.0 | -0.05 | -0.10 |
| 1 | -1 | 0.0 | 0.0 | 0.15 |
| 1 | 1 | -0.15 | -0.15 | 0.15 |

Table 5.26: Backwards problem solution for each input vector combination.

Now, using Eq. 5.114 we can decide that $J_{o_{1}}^{(1)}=J_{o_{2}}^{(1)}=6 J$, and from the results in table 5.26 we find

$$
\begin{align*}
& -0.15=J_{o_{1} o_{2}}^{(2)}+J-\frac{1}{2} \ln 2-\frac{1}{4} \ln \cosh ^{2}\left(d_{h_{9}}\right) \\
& -0.10=J_{o_{1} o_{2}}^{(2)}+J-\frac{1}{2} \ln 2-\frac{1}{4} \ln \cosh ^{2}\left(d_{h_{10}}\right) \\
& 0.15=J_{o_{1} o_{2}}^{(2)}+J-\frac{1}{2} \ln 2-\frac{1}{4} \ln \cosh ^{2}\left(d_{h_{11}}\right) \\
& 0.15=J_{o_{1} o_{2}}^{(2)}+J-\frac{1}{2} \ln 2-\frac{1}{4} \ln \cosh ^{2}\left(d_{h_{12}}\right) \tag{5.116}
\end{align*}
$$

and we set up the values that allow the hyperbolic cosine to be inverted. Hence

$$
\begin{align*}
& \cosh \left(d_{9}\right)=\mathrm{e}^{2 J_{o_{1} o_{2}}^{(2)}+2 J-\ln 2+0.3} \geq 1, \\
& \cosh \left(d_{10}\right)=\mathrm{e}^{2 J_{o_{1} o_{2}}^{(2)}+2 J-\ln 2+0.2} \geq 1, \\
& \cosh \left(d_{11}\right)=\mathrm{e}^{2 J_{o_{1} o_{2}}^{(2)}+2 J-\ln 2-0.3} \geq 1, \\
& \cosh \left(d_{12}\right)=\mathrm{e}^{2 J_{o_{1} o_{2}}^{(2)}+2 J-\ln 2-0.3} \geq 1 . \tag{5.117}
\end{align*}
$$

Now we will have to set a proper value to $J_{o_{1} O_{2}}^{(2)}$ and $J$ to find $d_{h_{j}}$. The most restrictive condition comes from the last two equations and mean that

$$
\begin{equation*}
2 J_{o_{1} o_{2}}^{(2)}+2 J-\ln 2-0.3 \geq 0 \tag{5.118}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
J_{o_{1} o_{2}}^{(2)}=-J+\frac{1}{2} \ln 2+0.15=-J+0.50 \tag{5.119}
\end{equation*}
$$

which, once inserted back in Eq. 5.117, leads to

$$
\begin{align*}
& \cosh \left(d_{h_{9}}\right)=\mathrm{e}^{0.6}=1.82 \geq 1 \\
& \cosh \left(d_{h_{10}}\right)=\mathrm{e}^{0.5}=1.65 \geq 1 \\
& \cosh \left(d_{h_{11}}\right)=\cosh \left(d_{12}\right)=\mathrm{e}^{0}=1 \geq 1 \tag{5.120}
\end{align*}
$$

and one finds

$$
\begin{align*}
& d_{h_{9}}=1.21 \\
& d_{h_{10}}=1.09 \\
& d_{h_{11}}=d_{h_{12}}=0.0 \tag{5.121}
\end{align*}
$$

Now we have found $d_{h_{j}}$ for $j=9,10,11,12$, as the bias terms from the central unit shown in Fig. 5.25. Notice then that $J_{o_{1} O_{2}}^{(2)}$ and $J$ are still undefined; we will set their values at the end of the calculations. Now we go for the other terms of Fig. 5.25; since we have set $J_{o_{1}}^{(1)}=J_{o_{2}}^{(1)}=6 J$, we get

$$
\begin{align*}
& G_{o_{1}}^{(1)}=J_{o_{1}}^{(1)}+\frac{d_{h_{l}}}{2}+d_{h_{j}}-6 J=\frac{d_{h_{l}}}{2}+d_{h_{j}}, \\
& G_{o_{2}}^{(1)}=J_{o_{2}}^{(1)}+\frac{d_{h_{l}}}{2}+d_{h_{k}}-6 J=\frac{d_{h_{l}}}{2}+d_{h_{k}}, \tag{5.122}
\end{align*}
$$

and solve this system for $d_{h_{1}}, d_{h_{2}}, d_{h_{3}}, d_{h_{4}}, d_{h_{5}}, d_{h_{6}}, d_{h_{7}}$ and $d_{h_{8}}$. Thus, using the values from table 5.26 , we obtain the following results corresponding to the input units values as

$$
\left.\left.\begin{array}{l}
0.0=\frac{d_{h_{9}}}{2}+d_{h_{1}} \\
0.0=\frac{d_{h_{9}}}{2}+d_{h_{5}}
\end{array}\right\} \text { for } S_{i_{1}}=-1, S_{i_{2}}=-1, ~ \begin{array}{l}
0.0=\frac{d_{h_{10}}}{2}+d_{h_{2}} \\
-0.05=\frac{d_{h_{10}}}{2}+d_{h_{6}}
\end{array}\right\} \text { for } S_{i_{1}}=-1, \quad S_{i_{2}}=1,
$$

so we get trivially

$$
\begin{align*}
& d_{h_{1}}=-0.61, \\
& d_{h_{5}}=-0.61, \\
& d_{h_{2}}=0.55 \\
& d_{h_{6}}=0.52, \\
& d_{h_{3}}=0.0 \\
& d_{h_{7}}=0.0 \\
& d_{h_{4}}=-0.15, \\
& d_{h_{8}}=-0.15 \tag{5.124}
\end{align*}
$$

Now that we know the values for the bias terms, we can finally fix $J$ and $W$. This values are set satisfying $|W| \gg|J| \gg\left|d_{h_{j}}\right|$, so the error introduced in the approximation from Eq. 5.24 is little enough. We can take for instance

$$
\begin{align*}
& 2 W-2 J-2\left|d_{h_{j}}\right| \leq 9.3, \forall j \\
& 2 J-2\left|d_{h_{j}}\right| \leq 9.3, \forall j \tag{5.125}
\end{align*}
$$

thus yielding $W=19.6, J=10.3$ and $A-B=9.3$ in

$$
\begin{equation*}
A-B=\min \{|W|-J-|d|, J-|d|\} \tag{5.126}
\end{equation*}
$$

from

$$
\begin{equation*}
\varepsilon_{z} \simeq\left(2^{n_{i}+n_{o}}-2^{n_{o}}\right) 2^{\frac{n_{o}}{2}} \frac{1}{\mathrm{e}^{2 A-2 B}} \leq 0.01 \tag{5.127}
\end{equation*}
$$

hence the error $\varepsilon_{z}$ becomes smaller than $10^{-2}$.
We finally write down all the the values of the weights for this BM

$$
\begin{align*}
& -J_{i_{1} h_{1}}^{(2)}=-J_{i_{2} h_{1}}^{(2)}=-J_{i_{1} h_{2}}^{(2)}=J_{i_{2} h_{2}}^{(2)}=J_{i_{1} h_{3}}^{(2)}=-J_{i_{2} h_{3}}^{(2)}=J_{i_{1} h_{4}}^{(2)}=J_{i_{2} h_{4}}^{(2)}=19.6, \\
& -J_{i_{1} h_{5}}^{(2)}=-J_{i_{2} h_{5}}^{(2)}=-J_{i_{1} h_{6}}^{(2)}=J_{i_{2} h_{6}}^{(2)}=J_{i_{1} h_{7}}^{(2)}=-J_{i_{2} h_{7}}^{(2)}=J_{i_{1} h_{8}}^{(2)}=J_{i_{2} h_{8}}^{(2)}=19.6 \text {, } \\
& -J_{i_{1} h_{9}}^{(2)}=-J_{i_{2} h_{9}}^{(2)}=-J_{i_{1} h_{10}}^{(2)}=J_{i_{2} h_{10}}^{(2)}=J_{i_{1} h_{11}}^{(2)}=-J_{i_{2} h_{11}}^{(2)}=J_{i_{1} h_{12}}^{(2)}=J_{i_{2} h_{12}}^{(2)}=19.6, \\
& J_{h_{1} O_{1}}^{(2)}=J_{h_{2} O_{1}}^{(2)}=J_{h_{3} O_{1}}^{(2)}=J_{h_{4} O_{1}}^{(2)}=10.3 \text {, } \\
& J_{h_{5} O_{1}}^{(2)}=J_{h_{6} O_{1}}^{(2)}=J_{h_{7} O_{1}}^{(2)}=J_{h_{8} O_{1}}^{(2)}=10.3 \text {, } \\
& J_{h_{9} O_{1}}^{(2)}=J_{h_{10} O_{1}}^{(2)}=J_{h_{11} O_{1}}^{(2)}=J_{h_{12} O_{1}}^{(2)}=10.3 \text {, } \\
& J_{h_{1} O_{2}}^{(2)}=J_{h_{2} O_{2}}^{(2)}=J_{h_{3} O_{2}}^{(2)}=J_{h_{4} O_{2}}^{(2)}=10.3 \text {, } \\
& J_{h_{5} O_{2}}^{(2)}=J_{h_{6} O_{2}}^{(2)}=J_{h_{7} O_{2}}^{(2)}=J_{h_{8} O_{2}}^{(2)}=10.3 \text {, } \\
& J_{h_{9} O_{2}}^{(2)}=J_{h_{10} O_{2}}^{(2)}=J_{h_{11} O_{2}}^{(2)}=J_{h_{12} O_{2}}^{(2)}=10.3 \text {, } \\
& J_{o_{1} O_{2}}^{(2)}=-9.7, \tag{5.128}
\end{align*}
$$

and the bias terms

$$
\begin{align*}
& J_{h_{1}}^{(1)}=-39.81 \quad J_{h_{2}}^{(1)}=-38.65 \quad J_{h_{3}}^{(1)}=-39.2 \quad J_{h_{4}}^{(1)}=-39.35, \\
& J_{h_{5}}^{(1)}=-39.81 \quad J_{h_{6}}^{(1)}=-38.68 \quad J_{h_{7}}^{(1)}=-39.2 \quad J_{h_{8}}^{(1)}=-39.35, \\
& J_{h_{9}}^{(1)}=-37.99 \quad J_{h_{10}}^{(1)}=-38.11 \quad J_{h_{11}}^{(1)}=-39.2 \quad J_{h_{12}}^{(1)}=-39.2, \\
& J_{o_{1}}^{(1)}=61.8 \quad J_{o_{2}}^{(1)}=61.8 . \tag{5.129}
\end{align*}
$$

Notice now that the error from the approximation can become minimized if the values set at $W$ and $J$ are big enough. In this sense, it is possible to select any given value
provided that the error related equations are satisfied, because the probability distribution of the neural network is based upon the subtraction or addition of the values when parallel decimating.

### 5.3.3 Three inputs, three outputs BM

In this last example we build a BM with three input units and three output neurons. We create a system that is able to learn the probability distribution that is represented in table 5.27; notice that there are only some instances of the $2^{3+3}=64$ total number of states that can be generated with three input and three output units. Hence, this problem is not exhaustive. This has been made for practical reasons, since an exhaustive, fully defined probability distribution requires an excessive amount of weights: there are $2^{3}$ hidden units connecting each output with the input units for some dressed bias terms, these need 4 weights each and a bias term for a total of $3 \cdot 2^{3} \cdot 4=96$ weights, plus the 3 bias terms of the output units; $2^{3}$ hidden units linking each pair of output units which are represented as 3 second order dressed weights, with 4 weights each one for $3 \cdot 2^{3} \cdot 5=120$ weights, which are added to the 3 second order terms connecting the output neurons. Finally, there is a third order dressed weight that needs $2^{3}$ hidden units with 6 connections each, for a total of $3 \cdot 2^{3} \cdot 6=144$ weights. In essence, this makes a total of $3 \cdot 2^{3}+3 \cdot 2^{3}+2^{3}=56$ hidden units and $99+123+144=366$ weights. However, since we are only considering the probability distribution associated to three different input patterns, we will use the structure is represented in Fig. 5.27 using the dressed weights notation from the previous section, this is shown in Fig. 5.28. Notice though that we will only need 3 hidden units for each dressed weight instead of the $2^{3}$ shown above. This makes $3 \cdot 3 \cdot 4=36$ weights for the dressed bias terms, $3 \cdot 3 \cdot 5=45$ connections for the second order dressed weights and $3 \cdot 3 \cdot 6=54$ for the third order dressed links; for a total of 135 weights.

Again, we begin by analyzing the set of weights $G_{\sigma}^{(n)}$ that results from decimating all the hidden units in the neural network and joining the resulting weights by parallel

| Inputs |  |  | Outputs |  | Probabilities |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $S_{i_{1}}$ | $S_{i_{2}}$ | $S_{i_{3}}$ | $S_{o_{1}}$ | $S_{o_{2}}$ | $S_{o_{3}}$ | $p\left(S_{o_{1}}, S_{o_{2}}, S_{o_{3}} \mid S_{i_{1}}, S_{i_{2}}, S_{i_{3}}\right)$ |
| -1 | -1 | -1 | -1 | -1 | -1 | 0.15 |
| -1 | -1 | -1 | -1 | -1 | 1 | 0.15 |
| -1 | -1 | -1 | -1 | 1 | -1 | 0.25 |
| -1 | -1 | -1 | -1 | 1 | 1 | 0.05 |
| -1 | -1 | -1 | 1 | -1 | -1 | 0.10 |
| -1 | -1 | -1 | 1 | -1 | 1 | 0.10 |
| -1 | -1 | -1 | 1 | 1 | -1 | 0.15 |
| -1 | -1 | -1 | 1 | 1 | 1 | 0.05 |
| -1 | 1 | -1 | -1 | -1 | -1 | 0.10 |
| -1 | 1 | -1 | -1 | -1 | 1 | 0.15 |
| -1 | 1 | -1 | -1 | 1 | -1 | 0.30 |
| -1 | 1 | -1 | -1 | 1 | 1 | 0.05 |
| -1 | 1 | -1 | 1 | -1 | -1 | 0.15 |
| -1 | 1 | -1 | 1 | -1 | 1 | 0.15 |
| -1 | 1 | -1 | 1 | 1 | -1 | 0.05 |
| -1 | 1 | -1 | 1 | 1 | 1 | 0.05 |
| 1 | -1 | 1 | -1 | -1 | -1 | 0.05 |
| 1 | -1 | 1 | -1 | -1 | 1 | 0.05 |
| 1 | -1 | 1 | -1 | 1 | -1 | 0.05 |
| 1 | -1 | 1 | -1 | 1 | 1 | 0.05 |
| 1 | -1 | 1 | 1 | -1 | -1 | 0.20 |
| 1 | -1 | 1 | 1 | -1 | 1 | 0.15 |
| 1 | -1 | 1 | 1 | 1 | -1 | 0. |
| 1 | -1 | 1 | 1 | 1 | 1 | 0 |

Table 5.27: Non-exhaustive output probability distribution for a 3 input 3 output BM.
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Figure 5.27: Structure with three output units and three input neurons for a nonexhaustive probability distribution with its required dressed weights.


Figure 5.28: Dressed weights equivalence for the 3 inputs, 3 outputs example.
association. Assuming that $J_{h_{j} o_{k}}^{(2)}=J,\left|J_{i_{j} h_{k}}^{(2)}\right|=W$ and $J_{h_{j}}^{(1)}=-3 W+d_{h_{j}}$, we recall

Eqs. 5.91, 5.93 and 5.114 which are now written down as

$$
\begin{align*}
& \tilde{G}_{o_{1} o_{2} o_{3}}^{(3)}=-\frac{d_{h_{j_{1}}}}{2}, \\
& \tilde{G}_{o_{1} o_{2}}^{(2)}=\frac{J}{2} \\
& \tilde{G}_{o_{1} o_{3}}^{(2)}=\frac{J}{2} \\
& \tilde{G}_{o_{2} o_{3}}^{(2)}=\frac{J}{2} \\
& \tilde{G}_{o_{1}}^{(1)}=\frac{d_{h_{j_{1}}}}{2} \\
& \tilde{G}_{o_{2}}^{(1)}=\frac{d_{h_{j_{1}}}}{2} \\
& \tilde{G}_{o_{3}}^{(1)}=\frac{d_{h_{j_{1}}}}{2} \tag{5.130}
\end{align*}
$$

for the active neuron $S_{h_{j}}$. The contribution from the other two hidden, inactive neurons becomes

$$
\begin{align*}
& \hat{G}_{o_{0} o_{2}} \\
& (3) \\
& \hat{G}_{o_{1} o_{2}}^{(2)}=0 \\
& \hat{G}_{o_{1} o_{3}}^{(2)}=0 \\
& \hat{G}_{o_{2} o_{3}}^{(2)}=0, \\
& \hat{G}_{o_{1}}^{(1)}=-2 J, \\
& \hat{G}_{o_{2}}^{(1)}=-2 J,  \tag{5.131}\\
& \hat{G}_{o_{3}}^{(1)}=-2 J
\end{align*}
$$

Now we consider the hidden units that connect each pair of output units as

$$
\begin{align*}
& \check{G}_{o_{1} o_{2}}^{(2)}=J-\frac{1}{2} \ln 2-\frac{1}{4} \ln \cosh ^{2}\left(d_{h_{j_{2}}}\right) \\
& \check{G}_{o_{1} o_{3}}^{(2)}=J-\frac{1}{2} \ln 2-\frac{1}{4} \ln \cosh ^{2}\left(d_{h_{j_{3}}}\right), \\
& \check{G}_{o_{2} o_{3}}^{(2)}=J-\frac{1}{2} \ln 2-\frac{1}{4} \ln \cosh ^{2}\left(d_{h_{j_{4}}}\right), \\
& \check{G}_{o_{1}}^{(1)}=\frac{d_{j_{2}}}{2}+\frac{d_{j_{3}}}{2}-4 J \\
& \check{G}_{o_{2}}^{(1)}=\frac{d_{j_{2}}}{2}+\frac{d_{j_{4}}}{2}-4 J \\
& \check{G}_{o_{3}}^{(1)}=\frac{d_{j_{3}}}{2}+\frac{d_{j_{4}}}{2}-4 J, \tag{5.132}
\end{align*}
$$

Finally, we write down the values that emulate the original boolean building system as

$$
\begin{align*}
& \bar{G}_{o_{1}}^{(1)}=d_{h_{j_{5}}}-2 J, \\
& \bar{G}_{o_{2}}^{(1)}=d_{h_{j_{6}}}-2 J, \\
& \bar{G}_{o_{3}}^{(1)}=d_{h_{j_{7}}}-2 J, \tag{5.133}
\end{align*}
$$

and now we associate the weights $\tilde{G}_{\sigma}^{(n)}, \hat{G}_{\sigma}^{(n)}, \check{G}_{\sigma}^{(n)}, \bar{G}_{\sigma}^{(n)}$ and the previously existing $J_{\sigma}^{(n)}$ set as $G_{\sigma}^{(n)}=J_{\sigma}^{(n)}+\tilde{G}_{\sigma}^{(n)}+\hat{G}_{\sigma}^{(n)}+\check{G}_{\sigma}^{(n)}+\bar{G}_{\sigma}^{(n)}$ to reach the following equations

$$
\begin{align*}
& G_{o_{1} O_{2} O_{3}}^{(3)}=-\frac{1}{2} d_{h_{j_{1}}}, \\
& G_{o_{1} o_{2}}^{(2)}=J_{o_{1} o_{2}}^{(2)}-\frac{1}{2} \ln 2-\frac{1}{2} \ln \cosh \left(d_{h_{j_{2}}}\right)-\frac{1}{2} J, \\
& G_{o_{1} o_{3}}^{(2)}=J_{o_{1} O_{3}}^{(2)}-\frac{1}{2} \ln 2-\frac{1}{2} \ln \cosh \left(d_{h_{j_{3}}}\right)-\frac{1}{2} J, \\
& G_{o_{2} O_{3}}^{(2)}=J_{o_{2} o_{3}}^{(2)}-\frac{1}{2} \ln 2-\frac{1}{2} \ln \cosh \left(d_{h_{j_{4}}}\right)-\frac{1}{2} J, \\
& G_{o_{1}}^{(1)}=J_{o_{1}}^{(1)}+\frac{d_{j_{2}}}{2}+\frac{d_{j_{3}}}{2}+d_{h_{j_{5}}}-8 J+\frac{1}{2} d_{h_{j_{1}}}, \\
& G_{o_{2}}^{(1)}=J_{o_{2}}^{(1)}+\frac{d_{j_{2}}}{2}+\frac{d_{j_{4}}}{2}+d_{h_{j_{6}}}-8 J+\frac{1}{2} d_{h_{j_{1}}}, \\
& G_{o_{3}}^{(1)}=J_{o_{3}}^{(1)}+\frac{d_{j_{3}}}{2}+\frac{d_{j_{4}}}{2}+d_{h_{j_{7}}}-8 J+\frac{1}{2} d_{h_{j_{1}}} . \tag{5.134}
\end{align*}
$$

At this point we should now solve the backwards problem for each one of the output
vectors. For the input vector $S_{i_{1}}=S_{i_{2}}=S_{i_{3}}=-1$ these read as

$$
\begin{align*}
& \ln 0.15=G^{(0)}-G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}-G_{o_{3}}^{(1)}+G_{o_{1} o_{2}}^{(2)}+G_{o_{1} O_{3}}^{(2)}+G_{o_{2} o_{3}}^{(2)}-G_{o_{1} o_{2} O_{3}}^{(3)}, \\
& \ln 0.15=G^{(0)}-G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}+G_{o_{3}}^{(1)}+G_{o_{1} o_{2}}^{(2)}-G_{o_{1} o_{3}}^{(2)}-G_{o_{2} o_{3}}^{(2)}+G_{o_{1} o_{2} o_{3}}^{(3)}, \\
& \ln 0.25=G^{(0)}-G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}-G_{o_{3}}^{(1)}-G_{o_{1} o_{2}}^{(2)}+G_{o_{1} 0_{3}}^{(2)}-G_{o_{2} o_{3}}^{(2)}+G_{o_{1} o_{2} O_{3}}^{(3)}, \\
& \ln 0.05=G^{(0)}-G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}+G_{o_{3}}^{(1)}-G_{o_{1} o_{2}}^{(2)}-G_{o_{1} o_{3}}^{(2)}+G_{o_{2} o_{3}}^{(2)}-G_{o_{1} o_{2} o_{3}}^{(3)}, \\
& \ln 0.10=G^{(0)}+G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}-G_{o_{3}}^{(1)}-G_{o_{1} o_{2}}^{(2)}-G_{o_{1} o_{3}}^{(2)}+G_{o_{2} o_{3}}^{(2)}+G_{o_{1} o_{2} o_{3}}^{(3)}, \\
& \ln 0.10=G^{(0)}+G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}+G_{o_{3}}^{(1)}-G_{o_{1} o_{2}}^{(2)}+G_{o_{1} O_{3}}^{(2)}-G_{o_{2} o_{3}}^{(2)}-G_{o_{1} O_{2} O_{3}}^{(3)} \text {, } \\
& \ln 0.15=G^{(0)}+G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}-G_{o_{3}}^{(1)}+G_{o_{1} O_{2}}^{(2)}-G_{o_{1} O_{3}}^{(2)}-G_{o_{2} O_{3}}^{(2)}-G_{o_{1} O_{2} O_{3}}^{(3)} \text {, } \\
& \ln 0.05=G^{(0)}+G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}+G_{o_{3}}^{(1)}+G_{o_{1} O_{2}}^{(2)}+G_{o_{103}}^{(2)}+G_{o_{2 O 3}}^{(2)}+G_{o_{1} O_{2} O_{3}}^{(3)}, \tag{5.135}
\end{align*}
$$

while for input vector $S_{i_{1}}=-S_{i_{2}}=S_{i_{3}}=-1$ we obtain

$$
\begin{align*}
& \ln 0.10=G^{(0)}-G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}-G_{o_{3}}^{(1)}+G_{o_{1} o_{2}}^{(2)}+G_{o_{1} o_{3}}^{(2)}+G_{o_{2} o_{3}}^{(2)}-G_{o_{1} o_{2} o_{3}}^{(3)}, \\
& \ln 0.15=G^{(0)}-G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}+G_{o_{3}}^{(1)}+G_{o_{1} O_{2}}^{(2)}-G_{o_{1} O_{3}}^{(2)}-G_{o_{2} O_{3}}^{(2)}+G_{o_{1} O_{2} O_{3}}^{(3)}, \\
& \ln 0.30=G^{(0)}-G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}-G_{o_{3}}^{(1)}-G_{o_{1} o_{2}}^{(2)}+G_{o_{1} O_{3}}^{(2)}-G_{o_{2} o_{3}}^{(2)}+G_{o_{1} O_{2} O_{3}}^{(3)} \text {, } \\
& \ln 0.05=G^{(0)}-G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}+G_{o_{3}}^{(1)}-G_{o_{1} O_{2}}^{(2)}-G_{o_{1} O_{3}}^{(2)}+G_{o_{2} O_{3}}^{(2)}-G_{o_{1} 0_{2} O_{3}}^{(3)}, \\
& \ln 0.15=G^{(0)}+G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}-G_{o_{3}}^{(1)}-G_{o_{1} O_{2}}^{(2)}-G_{o_{1} O_{3}}^{(2)}+G_{o_{2} O_{3}}^{(2)}+G_{o_{1} O_{2} O_{3}}^{(3)} \text {, } \\
& \ln 0.15=G^{(0)}+G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}+G_{o_{3}}^{(1)}-G_{o_{1} o_{2}}^{(2)}+G_{o_{1} O_{3}}^{(2)}-G_{o_{2} O_{3}}^{(2)}-G_{o_{1} O_{2} O_{3}}^{(3)}, \\
& \ln 0.05=G^{(0)}+G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}-G_{o_{3}}^{(1)}+G_{o_{1} o_{2}}^{(2)}-G_{o_{1} O_{3}}^{(2)}-G_{o_{2} O_{3}}^{(2)}-G_{o_{1} O_{2} O_{3}}^{(3)}, \\
& \ln 0.05=G^{(0)}+G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}+G_{o_{3}}^{(1)}+G_{o_{1} O_{2}}^{(2)}+G_{o_{1} O_{3}}^{(2)}+G_{o_{2} O_{3}}^{(2)}+G_{o_{1} O_{2} O_{3}}^{(3)} \text {. } \tag{5.136}
\end{align*}
$$

Finally, the system of equations for $S_{i_{1}}=-S_{i_{2}}=S_{i_{3}}=1$ is

$$
\begin{align*}
& \ln 0.05=G^{(0)}-G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}-G_{o_{3}}^{(1)}+G_{o_{1} o_{2}}^{(2)}+G_{o_{1} O_{3}}^{(2)}+G_{o_{2} o_{3}}^{(2)}-G_{o_{1} o_{2} O_{3}}^{(3)}, \\
& \ln 0.05=G^{(0)}-G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}+G_{o_{3}}^{(1)}+G_{o_{1} o_{2}}^{(2)}-G_{o_{1} o_{3}}^{(2)}-G_{o_{2} o_{3}}^{(2)}+G_{o_{1} o_{2} O_{3}}^{(3)}, \\
& \ln 0.05=G^{(0)}-G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}-G_{o_{3}}^{(1)}-G_{o_{1} o_{2}}^{(2)}+G_{o_{1} o_{3}}^{(2)}-G_{o_{2} o_{3}}^{(2)}+G_{o_{1} o_{2} o_{3}}^{(3)}, \\
& \ln 0.05=G^{(0)}-G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}+G_{o_{3}}^{(1)}-G_{o_{1} o_{2}}^{(2)}-G_{o_{1} o_{3}}^{(2)}+G_{o_{2} O_{3}}^{(2)}-G_{o_{1} o_{2} o_{3}}^{(3)}, \\
& \ln 0.20=G^{(0)}+G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}-G_{o_{3}}^{(1)}-G_{o_{1} o_{2}}^{(2)}-G_{o_{1} o_{3}}^{(2)}+G_{o_{2} o_{3}}^{(2)}+G_{o_{1} o_{2} o_{3}}^{(3)}, \\
& \ln 0.20=G^{(0)}+G_{o_{1}}^{(1)}-G_{o_{2}}^{(1)}+G_{o_{3}}^{(1)}-G_{o_{1} o_{2}}^{(2)}+G_{o_{1} o_{3}}^{(2)}-G_{o_{2} o_{3}}^{(2)}-G_{o_{1} o_{2} O_{3}}^{(3)}, \\
& \ln 0.05=G^{(0)}+G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}-G_{o_{3}}^{(1)}+G_{o_{1} o_{2}}^{(2)}-G_{o_{1} o_{3}}^{(2)}-G_{o_{2} o_{3}}^{(2)}-G_{o_{1} o_{2} o_{3}}^{(3)}, \\
& \ln 0.15=G^{(0)}+G_{o_{1}}^{(1)}+G_{o_{2}}^{(1)}+G_{o_{3}}^{(1)}+G_{o_{1} O_{2}}^{(2)}+G_{o_{1} O_{3}}^{(2)}+G_{o_{20} O_{3}}^{(2)}+G_{o_{1} O_{2} O_{3}}^{(3)} \text {. } \tag{5.137}
\end{align*}
$$

The results for these systems of equations can be seen in table 5.28.

| $G_{\sigma}^{(n)}$ | $S_{i_{1}}=S_{i_{2}}=S_{i_{3}}=-1$ | $S_{i_{1}}=-S_{i_{2}}=S_{i_{3}}=-1$ | $S_{i_{1}}=-S_{i_{2}}=S_{i_{3}}=1$ |
| :---: | :---: | :---: | :---: |
| $G_{o_{1}}^{(1)}$ | -0.1652 | -0.1733 | 0.4839 |
| $G_{o_{2}}^{(1)}$ | -0.1094 | -0.2747 | -0.2092 |
| $G_{o_{3}}^{(1)}$ | -0.3385 | -0.1733 | 0.1373 |
| $G_{o_{1} O_{2}}^{(2)}$ | 0.0375 | -0.2747 | -0.2092 |
| $G_{o_{1} O_{3}}^{(2)}$ | 0.0639 | 0.1733 | 0.1373 |
| $G_{o_{2} O_{3}}^{(2)}$ | -0.3385 | -0.2747 | 0.1373 |
| $G_{o_{1} O_{2} O_{3}}^{(3)}$ | -0.0639 | -0.2747 | -0.1373 |

Table 5.28: Solution to the backwards problems for the three inputs, three outputs nonexhaustive system.

Now we take Eq. 5.134 to find the set of weights $J_{\sigma}^{(n)}$, and write it down for the
$S_{i_{1}}=S_{i_{2}}=S_{i_{3}}=-1$ configuration

$$
\begin{align*}
& G_{o_{1} O_{2} O_{3}}^{(3)}=-\frac{d_{h_{1}}}{2}, \\
& G_{o_{1} o_{2}}^{(2)}=J_{o_{1} o_{2}}^{(2)}-\frac{1}{2} \ln 2-\frac{1}{2} \ln \cosh \left(d_{h_{2}}\right)-\frac{J}{2}, \\
& G_{o_{1} O_{3}}^{(2)}=J_{o_{1} O_{3}}^{(2)}-\frac{1}{2} \ln 2-\frac{1}{2} \ln \cosh \left(d_{h_{3}}\right)-\frac{J}{2}, \\
& G_{o_{2} O_{3}}^{(2)}=J_{o_{2} O_{3}}^{(2)}-\frac{1}{2} \ln 2-\frac{1}{2} \ln \cosh \left(d_{h_{4}}\right)-\frac{J}{2}, \\
& G_{o_{1}}^{(1)}=J_{o_{1}}^{(1)}+\frac{d_{2}}{2}+\frac{d_{3}}{2}+d_{h_{5}}-8 J+\frac{d_{h_{1}}}{2}, \\
& G_{o_{2}}^{(1)}=J_{o_{2}}^{(1)}+\frac{d_{2}}{2}+\frac{d_{4}}{2}+d_{h_{6}}-8 J+\frac{d_{h_{1}}}{2}, \\
& G_{o_{3}}^{(1)}=J_{o_{3}}^{(1)}+\frac{d_{3}}{2}+\frac{d_{4}}{2}+d_{h_{7}}-8 J+\frac{d_{h_{1}}}{2}, \tag{5.138}
\end{align*}
$$

so we can fix $J_{o_{1}}^{(1)}=J_{o_{2}}^{(1)}=J_{o_{3}}^{(1)}=8 J$. Now we fix the second order terms; we begin with $J_{o_{1} O_{2}}^{(2)}$ as we did in the previous example

$$
\begin{align*}
& 0.0375=J_{o_{1} o_{2}}^{(2)}-\frac{1}{2} \ln 2-\frac{1}{2} \ln \cosh \left(d_{h_{2}}\right)-\frac{J}{2} \\
& -0.2747=J_{o_{1} o_{2}}^{(2)}-\frac{1}{2} \ln 2-\frac{1}{2} \ln \cosh \left(d_{h_{9}}\right)-\frac{J}{2} \\
& -0.2092=J_{o_{1} o_{2}}^{(2)}-\frac{1}{2} \ln 2-\frac{1}{2} \ln \cosh \left(d_{h_{16}}\right)-\frac{J}{2} \tag{5.139}
\end{align*}
$$

we obtain

$$
\begin{align*}
& \cosh \left(d_{h_{2}}\right)=\mathrm{e}^{2 J_{o_{1} o_{2}}^{(2)}-\ln 2-0.075-J} \geq 1 \\
& \cosh \left(d_{h_{9}}\right)=\mathrm{e}^{2 J_{o_{1} o_{2}}^{(2)}-\ln 2+0.5494-J} \geq 1 \\
& \cosh \left(d_{h_{16}}\right)=\mathrm{e}^{2 J_{o_{1} o_{2}}^{(2)}-\ln 2+0.4148-J} \geq 1 \tag{5.140}
\end{align*}
$$

so we have to satisfy the following constraints

$$
\begin{align*}
& 2 J_{o_{1} O_{2}}^{(2)}-\ln 2-0.075-J \geq 0 \\
& 2 J_{o_{1} O_{2}}^{(2)}-\ln 2+0.5494-J \geq 0 \\
& 2 J_{o_{1} O_{2}}^{(2)}-\ln 2+0.4148-J \geq 0 \tag{5.141}
\end{align*}
$$

being the most restrictive solution $2 J_{o_{1} O_{2}}^{(2)}=\ln 2+0.075+J$, hence $J_{o_{1} O_{2}}^{(2)}=\frac{\ln 2}{2}+0.0375+\frac{J}{2}$.

Now we find

$$
\begin{align*}
& d_{h_{2}}=0 \\
& d_{h_{9}}=\text { acoshe }^{0.075+0.5494}=1.237, \\
& d_{h_{16}}=\operatorname{acoshe}^{0.075+0.4148}=1.072 \tag{5.142}
\end{align*}
$$

and repeat this process with the remaining $J_{o_{1} O_{3}}^{(2)}, J_{o_{2} O_{3}}^{(2)}, d_{h_{3}}, d_{h_{4}}, d_{h_{10}}, d_{h_{11}}, d_{h_{17}}$ and $d_{h_{18}}$ terms

$$
\begin{array}{ll}
J_{o_{1} O_{3}}^{(2)}=\frac{\ln 2}{2}-0.0320+\frac{J}{2}, & J_{o_{2} O_{3}}^{(2)}=\frac{\ln 2}{2}+0.169+\frac{J}{2}, \\
d_{h_{3}}=0, & d_{h_{4}}=0, \\
d_{h_{10}}=0.476, & d_{h_{11}}=0.361, \\
d_{h_{17}}=0.389, & d_{h_{18}}=1.054 . \tag{5.143}
\end{array}
$$

We proceed now with the $d_{h_{1}}, d_{h_{8}}$ and the $d_{h_{15}}$ terms, which are directly found by using the third order term that one can obtain through the backwards problem solution $G_{o_{1} O_{2} O_{3}}^{(3)}=-\frac{1}{2} d_{h_{j}}$, and so

$$
\begin{align*}
& d_{h_{1}}=0.1278 \\
& d_{h_{8}}=0.5494 \\
& d_{h_{15}}=0.2746 \tag{5.144}
\end{align*}
$$

We conclude the example by finding the proper values for the terms $d_{h_{5}}, d_{h_{6}}, d_{h_{7}}, d_{h_{12}}$,
$d_{h_{13}}, d_{h_{14}}, d_{h_{19}}, d_{h_{20}}$ and $d_{h_{21}}$ through the following equations

$$
\begin{align*}
& -0.1652=J_{o_{1}}^{(1)}+\frac{d_{h_{2}}}{2}+\frac{d_{h_{3}}}{2}+d_{h_{5}}-8 J+\frac{d_{h_{1}}}{2} \\
& -0.1094=J_{o_{2}}^{(1)}+\frac{d_{h_{2}}}{2}+\frac{d_{h_{4}}}{2}+d_{h_{6}}-8 J+\frac{d_{h_{1}}}{2} \\
& -0.3385=J_{o_{3}}^{(1)}+\frac{d_{h_{3}}}{2}+\frac{d_{h_{4}}}{2}+d_{h_{7}}-8 J+\frac{d_{h_{1}}}{2} \\
& -0.1733=J_{o_{1}}^{(1)}+\frac{d_{h_{9}}}{2}+\frac{d_{h_{10}}}{2}+d_{h_{12}}-8 J+\frac{d_{h_{8}}}{2}, \\
& -0.2747=J_{o_{2}}^{(1)}+\frac{d_{h_{9}}}{2}+\frac{d_{h_{11}}}{2}+d_{h_{13}}-8 J+\frac{d_{h_{8}}}{2} \\
& -0.1733=J_{o_{3}}^{(1)}+\frac{d_{h_{10}}}{2}+\frac{d_{h_{11}}}{2}+d_{h_{14}}-8 J+\frac{d_{h_{8}}}{2} \\
& 0.4839=J_{o_{1}}^{(1)}+\frac{d_{h 16}}{2}+\frac{d_{h_{17}}}{2}+d_{h_{19}}-8 J+\frac{d_{h_{15}}}{2} \\
& -0.2092=J_{o_{2}}^{(1)}+\frac{d_{h_{16}}}{2}+\frac{d_{h_{18}}}{2}+d_{h_{20}}-8 J+\frac{d_{h_{15}}}{2} \\
& 0.1373=J_{o_{3}}^{(1)}+\frac{d_{h_{17}}}{2}+\frac{d_{h_{18}}}{2}+d_{h_{21}}-8 J+\frac{d_{h_{15}}}{2} \tag{5.145}
\end{align*}
$$

and so

$$
\begin{align*}
& d_{h_{5}}=-0.2291 \\
& d_{h_{6}}=-0.1733, \\
& d_{h_{7}}=-0.4024, \\
& d_{h_{12}}=-1.3045, \\
& d_{h_{13}}=-1.3484, \\
& d_{h_{14}}=-0.8665, \\
& d_{h_{19}}=-0.3839, \\
& d_{h_{20}}=-1.4095 \\
& d_{h_{21}}=-0.7215 \tag{5.146}
\end{align*}
$$

Notice however that to complete the example it requires $J$ and $W$ to be fixed. To this purpose, we define an arbitrary error $\varepsilon_{z} \leq 0.01$, and choose $J=11.2$ and $W=20.9$, according again to Eq. 5.110.

## Chapter 6

## Summary and conclusions

In this work, we have studied new aspects of the learning process, the dynamics and the capacity of Boltzmann Machines (BM) and their extension to High Order Boltzmann Machines (HOBM) where weights can connect more than two units at a time. The Boltzmann Machine neural network is a system with the ability of learning and extrapolating probability distributions. However, the exhaustive computational cost and the large amount of time associated to the learning process have prevented widespread usage of this model. Though there are several authors who have proposed different methods to reduce the learning time, the BM is still better known as the parallel implementation of the Simulated Annealing (SA) algorithm than as a neural network useful in solving practical, real-life problems. Up to now, the existing relations between a BM, a probability distribution (p.d.f.) and a High Order Boltzmann Machine were the ones shown in Fig. 6.1.

In its standard form, learning in Boltzmann Machines is carried out using a gradient descent algorithm where in each iteration weights are modified according to the update rules

$$
\begin{align*}
\Delta w_{i}^{(1)} & \propto\left(\left\langle S_{i}\right\rangle^{*}-\left\langle S_{i}\right\rangle\right) \\
\Delta w_{i j}^{(2)} & \propto\left(\left\langle S_{i} S_{j}\right\rangle^{*}-\left\langle S_{i} S_{j}\right\rangle\right) \tag{6.1}
\end{align*}
$$



Figure 6.1: The BM, its probability distribution and the HOBM.
Being a gradient descent algorithm, this leads to the local minimum of the KullbackLeibler distance closest to the departing state. Though this is the standard procedure, statistically exact methods such as Simulated Annealing optimization could be used to achieve better results. These considerations also apply to the High Order Boltzmann Machine, whose weights are updated according to the rule

$$
\begin{equation*}
\Delta w_{i_{1} i_{2} i_{3} \ldots}^{(3)} \propto\left(\left\langle S_{i_{1}} S_{i_{3}} S_{i_{3}} \cdots\right\rangle^{*}-\left\langle S_{i_{1}} S_{i_{3}} S_{i_{3}} \cdots\right\rangle\right) \tag{6.2}
\end{equation*}
$$

On the other hand, if the weights of a BM are known the p.d.f. reproduced by the network can estimated by Monte Carlo (MC) simulation employing the Metropolis algorithm. Once again, the same thing applies to the HOBM model.

So far this describes the state of the art prior to this work. In this thesis we have made some extensions of that, introducing new relevant aspects that improve the performance of the dynamics and learning in BMs and HOBMs.

In chapter 3 the original decimation algorithm that was presented in Ref. [Saul and Jordan, 1994] and further extended in Ref. [Rüger et al., 1996] is described. Decimation was conceived as a procedure that can be used in sparsely connected BMs to analytically compute the statistical moments of Eq. 6.1. Decimation of a unit is a process that eliminates it and produces a new network with one less neuron and additional connections between the remaining ones, keeping their probability distribution unaffected. Decimation of several units was obtained by successive application of this algorithm to each one of the units to be removed. A serious drawback of the method proposed was that it could


Figure 6.2: New connections between the BM and HOBM , due to the HOD equivalence; and the p.d.f. and the $\mathrm{BM} / \mathrm{HOBM}$ models when using HOD to carry out a learning process.
not be used when units are connected to more than three other units. We have derived an extension of this procedure that overcomes this problem, thus allowing the unit to be decimated to connect to an arbitrary number of units in the network. This has been referred to as High Order Decimation (HOD), where the moments required to update the weights of any BM or HOBM can be computed analytically (instead of using the standard MC based algorithm), at the expense of producing as a result high order weights connecting the remaining units. When used on a HOBM, this method is more precise that other popular algorithms like the high order Mean Field (MF) approximation proposed in Ref. [Kuroki et al., 1999]. In this sense, and as a first contribution, we have added additional links relating the p.d.f. to both the BM and the HOBM to the scheme of Fig. 6.1, as shown in Fig. 6.2.

In particular, High Order Decimation can be used to decimate all hidden units in a BM, producing a HOBM with only visible units. In this way, we have shown that hidden units in a BM can be replaced by a set of high order connections, keeping the probability distribution of the visible units unaffected. This is schematically represented in Fig. 6.3. This process relates the BM and the HOBM as shown by the lower link in Fig. 6.2.


Figure 6.3: Schematic representation of the equivalence between hidden units in a BM and high order weights (represented as a solid pattern) on a HOBM.

Furthermore, an extension of the decimation process, where any number of units is decimated at once, has also been proposed and checked to work. This method, referred to as Multiple Decimation (MD), is also shown to be faster than reiterated application of the HOD procedure. HOD and MD lead to the same decimated system. Additionally, we have also tested the efficiency of the HOD method when applied to the learning process of a BM in classifying problems. When compared to other well-known classifying algorithms, the HOD method is shown to be competitive at least in accuracy. With this method we have solved real-life problems such as the balance and the tic-tac-toe from Ref. [Newman et al., 1998], the gene problem from Ref. [Prechelt, 1994], and the benchmarking Monk's problem from Ref. [Thrun et al., 1991].


Figure 6.4: New link established between the analysis of the p.d.f. and the HOBM model.

In chapter 4 we have discussed a representation of the set of equations connecting the high order weights of the network and the p.d.f. implemented by a HOBM, in terms of

Hadamard matrices. This representation turns out to be quite useful since the particular properties of Hadamard matrices allow for a neat determination of the weights of the network when the whole p.d.f. of the system is known. This has been referred to as the backwards problem, which is the inverse of the much simpler forward problem where one knows all the weights of the network and computes the values of the probabilities. The backwards problem has been shown to be exactly solvable for a p.d.f. that is fully known, that is, for a p.d.f. where one knows the probability of every state of the network. However when only some probabilities are known (as happens in real problems), there is an infinite set of solutions that can reproduce them. We have not discussed in detail the whole family of solutions, but have analyzed a specific solution based on an LU factorization of the Hadamard matrix of the system. This establishes an additional link between the p.d.f. to be learnt and the HOBM model as shown with a dotted line in Fig. 6.4.


Figure 6.5: New link established between the analysis of the p.d.f. and the HOBM model.

Finally, in chapter 5 a specific BM with a fixed topology has been devised in such a way that one can directly find the values of the weights linking the different units when the whole p.d.f. of the system is know. In this sense, a solution to the backwards problem for that specific topology has been given. This topology has been adopted in order to prove the existing equivalence between hidden units in a BM and high order weights in a HOBM. Starting from the known p.d.f. a HOBM is built by solving the corresponding backwards
problem. Once the high order weights are known, the high order decimation equations for the adopted BM are inverted and the associated two-body weights are obtained. In this way, a second order BM with a fixed topology is shown to be able to reproduce any p.d.f. that does not assign zero probability to any state.

## Appendix

## Properties of Hadamard matrices

In this appendix, we briefly describe what Hadamard matrices are and how they are related to the systems of equations that are discussed in this thesis. We will only discuss the concepts that are needed to understand the ideas presented in the text.

This appendix has been structured in two sections: first, we discuss Hadamard matrices in general, and their most relevant mathematical properties. The next section focuses on the specific type of Hadamard matrices that are used in this work, we also discuss an alternative Hadamard matrix creation rule that better suits our requirements, and prove that they can be generated with a slight modification of the general recursive rule.

## A. 1 General properties of Hadamard matrices

Hadamard matrices were first presented by J. J. Sylvester in Ref. [Sylvester, 1867]. They are binary valued square $m \times m$ matrices $H_{m}$ with $\{-1,+1\}$ entries whose rows are pairwise orthogonal [Hedayat and Wallis, 1978], in other words

$$
\begin{equation*}
H_{m} \cdot H_{m}^{T}=m I \tag{A.1}
\end{equation*}
$$

Consequently, one immediately derives the following properties

$$
\begin{align*}
& \operatorname{det}\left\{H_{m \times m}\right\} \neq 0  \tag{A.2}\\
& H_{m \times m}^{-1}=\frac{1}{m} H_{m \times m}^{T}  \tag{A.3}\\
& H_{m \times m} \cdot H_{m \times m}^{T}=H_{m \times m}^{T} \cdot H_{m \times m}=m I \tag{A.4}
\end{align*}
$$

$I$ being the identity matrix. Property A. 2 is a direct consequence of the fact that all row vectors are orthogonal. Furthermore, since the determinant of the product of square matrices equals the product of their respective determinants, and the determinant of the transpose equals the determinant of the original matrix, one readily infers that

$$
\begin{equation*}
\operatorname{det}\left\{H_{m \times m}\right\}= \pm \sqrt{m} . \tag{A.5}
\end{equation*}
$$

In this way, $H_{m \times m}^{-1}$ is guaranteed to exist. On the other hand, multiplying Eq. A. 1 on the left by $H_{m \times m}^{-1}$ we find property A.3. We now multiply Eq. A. 3 on the right by $H_{m \times m}$

$$
\begin{equation*}
I=\frac{1}{m} H_{m \times m}^{T} \cdot H_{m \times m} \tag{A.6}
\end{equation*}
$$

thus proving Eq. A.4.
It is not obvious that Hadamard matrices of any dimensionality do actually exist. It has been conjectured in Ref. [Paley, 1933] that, if $m=1, m=2$ or either $m$ is divisible by 4 and is of the form

$$
\begin{equation*}
m=2^{c}\left(p^{k}+1\right) \quad k, c \in \mathbb{Z}, \quad k>0, c \geq 0 \tag{A.7}
\end{equation*}
$$

where $p$ is a prime number different from 2, there always exist Hadamard matrices of order $m$. Still, Hadamard matrices for $m=2^{k}, \forall k \in \mathbb{Z} \geq 0$ are confirmed to exist [Hedayat and Wallis, 1978]. There are several operations that can be carried out on a Hadamard matrix which will still preserve the Hadamard properties [Orrick, 2008], and therefore yield another Hadamard matrix. Examples of such operations are transposition, the permutation of rows or columns, or changing the sign of any number of rows or columns.

Hadamard matrices are nowadays extensively used in cryptography [Lipmaa, 2002], error detection [Fenwick et al., 1977], spectrography [Gentry et al., 2006], modulation
[Nyström and Popovic, 1998] and signal correlation [Horadam, 2006]. They are generated in many different ways, depending on the value of $m$ [Kharaghani and Tayfeh-Rezaie, 2004, Bouyukliev et al., 2005, Doković, 2008]. In this thesis, we are only interested in values of the form $m=2^{N}, N$ being (possibly a subset of) the number of neurons in the network. These Hadamard matrices can be built via the Sylvester rule [Sylvester, 1867]

$$
H_{2 m}=\left(\begin{array}{cc}
H_{m} & H_{m}  \tag{A.8}\\
H_{m} & -H_{m}
\end{array}\right) \quad, \quad H_{2}=\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)
$$

We now show by induction that any Hadamard matrix that is generated through this rule satisfies Eq. A.2. It is obvious that the row vectors of $H_{2}$ are orthogonal. We now assume that all row vectors in $H_{m}$ are orthogonal, and show that this is also true for $H_{2 m}$. We start assuming that the row vectors in $H_{m}$ are orthogonal. Take two row vectors $\vec{u}_{i}^{(2 m)}$ and $\vec{u}_{j}^{(2 m)}$ from $H_{2 m}$ with $i \neq j$. These are of the general form

$$
\begin{equation*}
\vec{u}_{i}^{(2 m)}=\binom{\vec{u}^{(m)}}{ \pm \vec{u}^{(m)}}, \vec{u}_{j}^{(2 m)}=\binom{\vec{v}^{(m)}}{ \pm \vec{v}^{(m)}}, \tag{A.9}
\end{equation*}
$$

with $\vec{u}^{(m)} \neq \vec{v}^{(m)}$ and $\vec{u}^{(m)} \cdot \vec{v}^{(m)}=0$, since $\vec{u}^{(m)}$ and $\vec{v}^{(m)}$ are orthogonal vectors from $H_{m}$. Then

$$
\begin{equation*}
\vec{u}_{i}^{(2 m)} \cdot \vec{u}_{j}^{(2 m)}=\vec{u}^{(m)} \cdot \vec{v}^{(m)} \pm \vec{u}^{(m)} \cdot \vec{v}^{(m)}=0 . \tag{A.10}
\end{equation*}
$$

We have shown that Sylvester's rule always produces Hadamard matrices.

## A. 2 Use of Hadamard matrices in HOBMs

In this work, we have used Hadamard matrices to build the systems of equations that define the HOBM model. However, we do not use Sylvester's rule directly. In this section, we write explicitly the equations of the HOD process and the backwards problem using Hadamard matrices. We begin this discussion analyzing a simple example consisting in the serial association of a two-unit network, as shown in Fig. A.1a, which after decimation produces A.1b.


Figure A.1: Serial association to obtain a bias term.

The decimation equations for $S_{d}$ are

$$
\begin{array}{ll}
\ln \cosh \left(J_{d}^{(1)}+J_{d}^{(2)}\right)=G^{(0)}+G^{(1)} & \text { for } \quad S=1 \\
\ln \cosh \left(J_{d}^{(1)}-J_{d}^{(2)}\right)=G^{(0)}-G^{(1)} & \text { for } \quad S=-1 \tag{A.11}
\end{array}
$$

In matrix notation this system becomes

$$
\binom{\ln \cosh \left(J_{d}^{(1)}+J_{d}^{(2)}\right)}{\ln \cosh \left(J_{d}^{(1)}-J_{d}^{(2)}\right)}=\left(\begin{array}{cc}
1 & 1  \tag{A.12}\\
1 & -1
\end{array}\right)\binom{G^{(0)}}{G^{(1)}}
$$

where $\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)$ fulfills properties A. 2 to A. 3 and is therefore of the Hadamard type. Actually this matrix is $H_{2}$ in Sylvester rule. Notice that Eq. A. 12 could also be represented in matrix form using the alternative matrix $H_{2 \times 2}=\left(\begin{array}{cc}1 & -1 \\ 1 & 1\end{array}\right)$ by simply reversing the order of the equations in Eq. A.11. Since this matrix does also fulfill properties A. 2 to A.3, it is of the Hadamard type. We thus see that one can find at least two different Hadamard matrices describing the system. As we shall see below, this statement is general and applies to all the networks analyzed in this text.

Now we work out the first non-trivial example, corresponding to the star-triangle transformation shown in Fig. A.2. The system of equations related to the decimation
process of unit $S_{d}$ reads

$$
\begin{aligned}
& \ln \cosh \left(J_{d}^{(1)}-J_{d 1}^{(2)}-J_{d 2}^{(2)}-J_{d 3}^{(2)}\right)=A_{0}= \\
& \quad=G^{(0)}-G_{1}^{(1)}-G_{2}^{(1)}-G_{3}^{(1)}+G_{12}^{(2)}+G_{13}^{(2)}+G_{23}^{(2)}-G_{123}^{(3)} \\
& \ln \cosh \left(J_{d}^{(1)}-J_{d 1}^{(2)}-J_{d 2}^{(2)}+J_{d 3}^{(2)}\right)=A_{1}= \\
& \quad=G^{(0)}-G_{1}^{(1)}-G_{2}^{(1)}+G_{3}^{(1)}+G_{12}^{(2)}-G_{13}^{(2)}-G_{23}^{(2)}+G_{123}^{(3)} \\
& \ln \cosh \left(J_{d}^{(1)}-J_{d 1}^{(2)}+J_{d 2}^{(2)}-J_{d 3}^{(2)}\right)=A_{2}= \\
& \quad=G^{(0)}-G_{1}^{(1)}+G_{2}^{(1)}-G_{3}^{(1)}-G_{12}^{(2)}+G_{13}^{(2)}-G_{23}^{(2)}+G_{123}^{(3)}
\end{aligned}
$$

$\ln \cosh \left(J_{d}^{(1)}-J_{d 1}^{(2)}+J_{d 2}^{(2)}+J_{d 3}^{(2)}\right)=A_{3}=$

$$
=G^{(0)}-G_{1}^{(1)}+G_{2}^{(1)}+G_{3}^{(1)}-G_{12}^{(2)}-G_{13}^{(2)}+G_{23}^{(2)}-G_{123}^{(3)}
$$

$\ln \cosh \left(J_{d}^{(1)}+J_{d 1}^{(2)}-J_{d 2}^{(2)}-J_{d 3}^{(2)}\right)=A_{4}=$

$$
=G^{(0)}+G_{1}^{(1)}-G_{2}^{(1)}-G_{3}^{(1)}-G_{12}^{(2)}-G_{13}^{(2)}+G_{23}^{(2)}+G_{123}^{(3)}
$$

$\ln \cosh \left(J_{d}^{(1)}+J_{d 1}^{(2)}-J_{d 2}^{(2)}+J_{d 3}^{(2)}\right)=A_{5}=$

$$
=G^{(0)}+G_{1}^{(1)}-G_{2}^{(1)}+G_{3}^{(1)}-G_{12}^{(2)}+G_{13}^{(2)}-G_{23}^{(2)}-G_{123}^{(3)}
$$

$\ln \cosh \left(J_{d}^{(1)}+J_{d 1}^{(2)}+J_{d 2}^{(2)}-J_{d 3}^{(2)}\right)=A_{6}=$

$$
=G^{(0)}+G_{1}^{(1)}+G_{2}^{(1)}-G_{3}^{(1)}+G_{12}^{(2)}-G_{13}^{(2)}-G_{23}^{(2)}-G_{123}^{(3)}
$$

$\ln \cosh \left(J_{d}^{(1)}+J_{d 1}^{(2)}+J_{d 2}^{(2)}+J_{d 3}^{(2)}\right)=A_{7}=$

$$
\begin{equation*}
=G^{(0)}+G_{1}^{(1)}+G_{2}^{(1)}+G_{3}^{(1)}+G_{12}^{(2)}+G_{13}^{(2)}+G_{23}^{(2)}+G_{123}^{(3)}, \tag{A.13}
\end{equation*}
$$

where $A_{\gamma}$ stands for

$$
\begin{align*}
& A_{\gamma}=  \tag{A.14}\\
& \quad=G^{(0)}+G_{1}^{(1)} S_{1}+G_{2}^{(1)} S_{2}+G_{3}^{(1)} S_{3}+G_{12}^{(2)} S_{1} S_{2}+G_{13}^{(2)} S_{1} S_{3}+G_{23}^{(2)} S_{2} S_{3}+G_{123}^{(3)} S_{1} S_{2} S_{3}
\end{align*}
$$



Figure A.2: High order star-triangle association.

This system of equations can also be expressed in matrix form as

$$
\left(\begin{array}{c}
A_{0}  \tag{A.15}\\
A_{1} \\
A_{2} \\
A_{3} \\
A_{4} \\
A_{5} \\
A_{6} \\
A_{7}
\end{array}\right)=\left(\begin{array}{cccccccc}
1 & -1 & -1 & -1 & 1 & 1 & 1 & -1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & -1 & 1 & 1 & -1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & 1 & -1 & 1 & -1 & 1 & -1 & -1 \\
1 & 1 & 1 & -1 & 1 & -1 & -1 & -1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right)\left(\begin{array}{c}
G^{(0)} \\
G_{1}^{(1)} \\
G_{2}^{(1)} \\
G_{3}^{(1)} \\
G_{12}^{(2)} \\
G_{13}^{(2)} \\
G_{23}^{(2)} \\
G_{123}^{(3)}
\end{array}\right) .
$$

Notice that the matrix in Eq. A. 15 is of the Hadamard type, though it has not directly been generated through Sylvester's rule. This system results from the specific order in which the equations have been written (defining the order of the rows in Eq. A.15) and the order chosen for the different terms entering in each equation (defining the order of the columns in Eq. A.15). One could, for instance, obtain an equivalent matrix representation of the system of equations permuting rows 1 and 3 , which would correspond to write, in Eq. A.13, first the third equation, then the second one, then the first one, and finally all the others in the same order they appear. In this way, all permutations of rows are allowed, since they correspond to a different order in which the equations are being presented. Furthermore, one could also change columns in the matrix, and that would correspond to a rearrangement of the different terms entering in the energy functional. The order in
which the terms appear in Eq. A. 13 corresponds to writing the energy functional in the standard form

$$
\begin{aligned}
E & = \\
& =G^{(0)}+G_{1}^{(1)} S_{1}+G_{2}^{(1)} S_{2}+G_{3}^{(1)} S_{3}+G_{12}^{(2)} S_{1} S_{2}+G_{13}^{(2)} S_{1} S_{3}+G_{23}^{(2)} S_{2} S_{3}+G_{123}^{(3)} S_{1} S_{2} S_{3}
\end{aligned}
$$

where one writes first the zero order weight $G^{(0)}$, next all the first order (bias) terms, then the second order (two-body weights) terms, and so on until the last, unique $N$-th order connection. For instance, a permutation of columns two and five in Eq. A. 15 corresponds to changing the second and fifth terms in this previous expression, leading to

$$
\begin{align*}
E & =  \tag{A.17}\\
& =G^{(0)}+G_{12}^{(2)} S_{1} S_{2}+G_{2}^{(1)} S_{2}+G_{3}^{(1)} S_{3}+G_{1}^{(1)} S_{1}+G_{13}^{(2)} S_{1} S_{3}+G_{23}^{(2)} S_{2} S_{3}+G_{123}^{(3)} S_{1} S_{2} S_{3},
\end{align*}
$$

which obviously represents the same energy. We can now take advantage of the fact that permutation of rows and/or columns are allowed, as we have just discussed, to build an equivalent Hadamard matrix describing this very same system. In the system matrix of Eq. A. 15 , change rows as follows: $1 \leftrightarrow 8,2 \leftrightarrow 7,3 \leftrightarrow 6$, and finally $4 \leftrightarrow 5$, to produce

$$
\tilde{H}_{2^{3} \times 2^{3}}=\left(\begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1  \tag{A.18}\\
1 & 1 & 1 & -1 & 1 & -1 & -1 & -1 \\
1 & 1 & -1 & 1 & -1 & 1 & -1 & -1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & 1 & -1 & -1 & 1 & -1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & -1 & -1 & -1 & 1 & 1 & 1 & -1
\end{array}\right) .
$$

Next change columns as follows: column 2 goes to column 5, column 4 goes to column 2, column 5 goes to column 7 , and column 7 goes to column 4 . The outcome of the whole
process is

$$
H_{2^{3} \times 2^{3}}=\left(\begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1  \tag{A.19}\\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1 & -1 & 1 & 1 & -1
\end{array}\right)
$$

which is a Hadamard matrix that has been directly generated through Sylvester rule, as can be easily checked. Once again, the decimation process can be described in terms of a Hadamard matrix.

Now we prove the general statement that the system of equations describing the result of any HOD process can be expressed in terms of a Hadamard matrix. We recall the expression of the decimation equations (single or multiple) corresponding to an $N$-th order, $N$ units neural network

$$
\begin{equation*}
A_{\gamma}=-J^{(0)}-\sum_{i_{1}} J_{i_{1}}^{(1)} S_{i_{1}}-\sum_{i_{1}<i_{2}} J_{i_{1} i_{2}}^{(2)} S_{i_{1}} S_{i_{2}}-\sum_{i_{1}<i_{2}<i_{3}} J_{i_{1} i_{2} i_{3}}^{(3)} S_{i_{1}} S_{i_{3}} S_{i_{3}}-\ldots, \tag{A.20}
\end{equation*}
$$

where $A_{\gamma}$ stand for the logarithm terms involving the weights of the network prior to decimation. The matrix associated to this system of equations is usually written in the form

$$
\begin{align*}
& \hat{H}_{2^{N} \times 2^{N}}=  \tag{A.21}\\
& \qquad\left[\begin{array}{llllllll}
\{1\} & \left\{S_{1}\right\} & \left\{S_{2}\right\} & \ldots & \left\{S_{N}\right\} & \left\{S_{i_{1}} S_{i_{2}}\right\} & \ldots & \left\{S_{i_{1}} S_{i_{2}} \cdots S_{i_{N-1}}\right\}
\end{array}\left\{S_{1} S_{2} \cdots S_{N}\right\}\right] .
\end{align*}
$$

The first column $\{1\}$ in $\hat{H}_{2^{N} \times 2^{N}}$ represents a column vector with every component set equal to 1 . The next $N$ terms $\left\{S_{1}\right\},\left\{S_{2}\right\}$ to $\left\{S_{N}\right\}$ stand for $N$ column vectors of $2^{N}$ components each one. Their values are drawn from a $2^{N}$ rows $\times N$ columns matrix corresponding to the different $N$-bit words (organized in rows), representing the integer
numbers $0,1,2, \ldots, 2^{N}-1$ in ascendant order with the lowest value 0 on top and the highest value $2^{N}-1$ on the bottom, and with every 0 replaced by -1 . All other elements in $\hat{H}_{2^{N} \times 2^{N}}$ are obtained multiplying the values of units $S_{i_{1}}, S_{i_{2}}, \ldots, S_{i_{N}}$ taken from columns 2 to $N+1$ in the same row. In this way and following the previous example corresponding to a neural network with $N=3$ units, one starts from


Joining all the columns generated in this way one ends up with the full $2^{3} \times 2^{3}$ matrix of Eq. A. 19.

All in all, what we end up with is a matrix formed by columns corresponding to all possible products of units, ranging from zero units (this is the first column of 1's) to the product of all the $N$ units (last column). The order in which the different columns appear is irrelevant, and the same applies to the rows. One can build a simple rule that generates iteratively all the required rows and columns. In order to do so, one starts writing a $2 \times 2$ matrix $H_{2 \times 2}$ corresponding to the elements $\{1\}$ and $\left\{S_{1}\right\}$ with $S_{1}=1$ on top and $S_{1}=-1$ on the bottom

$$
H_{2 \times 2}=\left[\begin{array}{ll}
1 & S_{1}
\end{array}\right]=\left(\begin{array}{cc}
1 & 1  \tag{A.22}\\
1 & -1
\end{array}\right)
$$

Now we can describe a system with a second neuron building a $2^{2} \times 2^{2}$ matrix $H_{2^{2} \times 2^{2}}$, multiplying $H_{2 \times 2}$ by $\{1\}$ and $H_{2 \times 2}$ by $\left\{S_{2}\right\}$, with $S_{2}=1$ on top and $S_{2}=-1$ on the
bottom

$$
\begin{align*}
& H_{2^{2} \times 2^{2}}= {\left.\left[H_{2 \times 2} \times 1 H_{2 \times 2} \times S_{2}\right]=\left[\begin{array}{ll}
1 & S_{1}
\end{array}\right]\left[\begin{array}{ll}
1 & S_{1}
\end{array}\right] S_{2}\right] } \\
& {\left[\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \times 1\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \times\left(S_{2}=1\right)\right.} \\
&\left.\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \times 1\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \times\left(S_{2}=-1\right)\right]  \tag{A.23}\\
&=\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right)
\end{align*}
$$

We can now include a third neuron $S_{3}$ to generate $H_{2^{3} \times 2^{3}}$, by following the same procedure

$$
\begin{align*}
H_{2^{3} \times 2^{3}} & =\left[H_{2^{2} \times 2^{2}} \times 1 H_{2^{2} \times 2^{2}} \times S_{3}\right] \\
& {\left[\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right) \times 1\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right) \times\left(S_{3}=1\right)\right.}  \tag{A.24}\\
& {\left[\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right) \times 1\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right) \times\left(S_{3}=-1\right)\right] }
\end{align*}
$$

thus arriving to

$$
H_{2^{3} \times 2^{3}}=\left(\begin{array}{rrrrrrrr}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1  \tag{A.25}\\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1 & -1 & 1 & 1 & -1
\end{array}\right) .
$$

This process can obviously be iterated in order to obtain $H_{2^{N} \times 2^{N}}$, which fulfills

$$
\begin{align*}
H_{2^{N} \times 2^{N}} & =\left[\begin{array}{ll}
H_{2^{N-1} \times 2^{N-1}} \times 1 & H_{2^{N-1} \times 2^{N-1}} \times S_{N}
\end{array}\right]= \\
& =\left[\begin{array}{ll}
H_{2^{N-1} \times 2^{N-1}} \times 1 & H_{2^{N-1} \times 2^{N-1}} \times\left(S_{N}=1\right) \\
H_{2^{N-1} \times 2^{N-1}} \times 1 & H_{2^{N-1} \times 2^{N-1}} \times\left(S_{N}=-1\right)
\end{array}\right] \tag{A.26}
\end{align*}
$$

which matches the Sylvester rule for Hadamard matrix generation. Since $H_{2 \times 2}$ is already Hadamard, and Sylvester rule applied to Hadamard matrices is known to produce new Hadamard matrices, $H_{2^{N} \times 2^{N}}$ is guaranteed to be of the Hadamard type. Therefore, the system of linear equations that is derived from this algorithm can always be solved. The same argument applies to the equations of the backwards problem that appear in chapter 4.

## A.2.1 The Walsh-Hadamard transform

It has been shown that both the HOD method and the backwards problem use Hadamard matrices to carry out the decimation process over a given BM topology. Actually, the Hadamard matrices, other than a set of binary values, are the standard numerical representation of the Walsh functions [Walsh, 1923], as seen in Fig. A.3. This functions conform an orthogonal set that can be used to generate a Fourier-like transform which is known as Walsh-Hadamard transform [Shanks, 1969].


Figure A.3: Walsh functions.

The Walsh-Hadamard transform $W(k)$ of a given sequence $x(t)$ of length $2^{N}$ is defined as

$$
\begin{equation*}
W(k)=H_{2^{N} \times 2^{N}} \cdot x(t), \tag{A.27}
\end{equation*}
$$

where $H_{2^{N} \times 2^{N}}$ is the Hadamard matrix of order $2^{N}$. This transform can be applied to solve complex Boolean functions [Langevin and Zanotti, 2005] and image compression and signal processing [Pichler, 2004], since it returns a numerical sequence comparable to the one generated by a Discrete Fourier transform [Tallia et al., 1984]. In this sense, and close to the Fast Fourier transform algorithm, there is a Fast Walsh Hadamard transform algorithm that can be implemented in order to speed up the process [Shanks, 1969]. Notice now that the high order Decimation algorithm is equivalent to carrying out a WHT over a given sequence, being it the set of weights of the neural network.
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