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## Chapter 1

## Introduction

The concept of repetition plays a major role in natural sciences, in general, and in mathematics and computer science, in particular. This is due to the fact that in most of the cases repetition is what makes a structure easier to describe and analyse. From repeating genes in DNA strands to regularly occurring events in astronomy and economy, the study of repetitive phenomena is generally the foundation on which theories are laid out. Repetitions can be of several types. In everyday language repetition may suggest similarity ranging from identical matches of several objects observed at little or no distance (be that space or time, etc.) from each other to approximate reproductions of an event happening possibly with a large time difference.

In mathematics repetitions can occur in a wide variety of contexts. Binary idempotencies are an example of this phenomenon and we will study a particular idempotence relation in Chapter 6. In computer science, perhaps the most evident and earliest example is the appearance of subroutines. Writing the same piece of code repeatedly even if in a slightly different form is far from efficient. This was recognised early on by computer scientists and they came up with reusable program parts to save storage space and working hours. This takes us to the idea of compactness. Not to waste valuable storage space it is often required to compress the stored data. This is most often achieved by, roughly speaking, replacing repeatedly occurring data blocks with some shorter code that identifies this block and thus it is only required that the duplicated block is stored once.

A great number of papers and books on Combinatorics on Words start by revoking the work of Axel Thue on square free sequences. Thus it turns out that the theoretical study of repetitions in strings marks the beginning of Combinatorics on Words. Avoiding repetitions and other patterns became a central topic in combinatorics since then.

Theory in this domain has very close links to practical applications. The software industry boom experienced in the last few years happened to a large extent due to emerging companies which turned searching and structuring information into a lucrative business. The algorithms used in text-search and information retrieval are in many cases direct results of theoretical work in the field of Combinatorics on Words. A great number of these algorithms used for searching and producing compact representation of information are based on finding and processing repetitive substrings.

A basic notion in string combinatorics connected to repetitions is primitivity. Primitive words are simply words that are not formed by concatenating several copies of another word. Primitive words have received strong interest both in Combinatorics on Words and in Formal Language Theory. The latter field has grown out of the efforts of Church, Kleene, Post Turing and Chomsky. Although basically part of Theoretical Computer Science, this field always had tight relations with linguistics. The "holy grail" of formal language theorists is finding a suitable generative or accepting device to model natural language grammars. Here, suitable is subject to interpretation; however, a common ground is probably that context-free grammars are not quite enough and context-sensitive languages are too complex for efficient parsing. Hence, a class of languages in between should be found, one that retains the beneficial properties of both classes, namely it is powerful enough to describe natural languages but still parsable in deterministic polynomial time. One of the arguments brought in favour of a class wider than that of the context-free languages is that in some languages repetitive constructions like $a^{m} b^{n} a^{m} b^{n}$ or $w w$ may appear and context free grammars are not capable of generating these languages. We can see that the topic of repetitions is fundamental in formal languages as well. Besides the questions with obvious practical importance, there have been a number of purely theoretical problems proposed in relation with primitive words.

A well known example is the question of the language of all primitive words being a context-free language. Dömösi et al. posed this problem in [13]. Despite the numerous attempts to prove the intuitive negative answer, the problem is still open after more than 15 years. In connection with this problem, regular and context-free languages consisting solely of primitive or non-primitive words have been investigated. We will reflect on this topic in Chapter 5.

Another problem omnipresent in science is the inference of an entire object from partial information. An instance of this problem in computer science is the inference of strings from information about its subsequences. The chapter on subwords in [41] deals in detail with this. What is really interesting here is the case of words having repeating subsequences or being entirely repetitive themselves, since for words which are highly non-repetitive, we often require an amount of partial information that is close to the information content of the entire string.

Finally we mention a field which receives a lot of attention lately and where repetitions play a central role. Ever since the beginning of the Human Genome Project the need to process large data sets defined the research directions in Bioinformatics. We already mentioned how the algorithms used in this field relate in many ways to repetitions in strings. There is another aspect, though, which pushes repetitions into the spotlight. One of the operations by which the genome evolves is the so called gene repeating duplication. Basically, this means the reoccurrence of a previously existing nucleotide sequence at another spot on a DNA strand. Analysis of these gene duplications can lead to results of public interest as in some cases it holds clues to the function or the origins of specific genes. This gave rise to the study of duplications in computer science, which we will detail in Chapter 6.

Repetition is such a general notion that we believe that it exceeds the scope of a PhD thesis to cover all aspects of it even when restricted to computer science. We will try to give an overview of the topics mentioned above and present results to some problems from these topics.

Chapter 2 surveys briefly the main concepts and notations needed in the other chapters. Very basic results on words, languages and automata theory are given.

Chapter 3 considers the bounds for the maximum number of integer and fractional powers occurring in strings. The $\Theta(n \log n)$ bound for square occurrences in
strings of length $n$ is known since [6]. The upper bound for squares implies the same for higher integer powers and we show how to reach the same lower bound for these powers. We also give a $\Theta\left(n^{2}\right)$ bound for both the maximal number of distinct powers and the maximal number of occurrences of powers with exponent between 1 and 2. The number of distinct squares in a word is conjectured to be at most $n$ in a word of length $n$. We cannot settle this question but we prove that this bound holds for higher powers, in fact it decreases as the exponent grows.

In Chapter 4 we investigate conditions given in terms of scattered subword multiplicities for words to be non-primitive. First we take a look at the Parikh image of languages consisting only of primitive words and then we move on to state a characteristic inequality which is a necessary condition for a word to be nonprimitive. We also analyze an open problem posed by Mateescu et al. [46] concerning the fundamental question of decidability of scattered subword inequalities. We provide partial results but the general problem remains open.

In Chapter 5 we discuss some problems related to repetitions occurring in formal language theory. After briefly surveying the state of research on the open problem of Dömösi et al. mentioned previously, we go on to solve a decidability question posed by Calbrix and Nivat [5] regarding the so called power of a regular language. Previous attempts by Cachat [4] and Horváth et al. [27] resulted in partial solutions. Rather than extending their results, we choose an alternative path and give a positive answer to the decidability problem.

In Chapter 6 we describe the mathematical model of gene repeating duplication, introduced for this purpose by Dassow et al. [11], although it was studied before with different terminology (see copying systems [15]). We present a reproof of a theorem by Bovet and Varricchio [3] which states that over a binary alphabet, the duplication closure of any recursively enumerable language is regular. The original proof that duplication over a binary alphabet is a well quasi order, is done through demonstrating by contradiction that no anti-chain exists with respect to binary duplication. Our proof, on the other hand, reduces this order to the scattered subword order. It is shorter and simpler than the one by Bovet and Varricchio and perhaps more illustrative of the relation itself.

The material of the thesis comes mostly from papers [7], [19], [20], [16], [17]
and [18] authored or co-authored by me. However, some new results are introduced and some of the proofs are improved.
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## Chapter 2

## Background

In this chapter we will introduce the notation used throughout the thesis and describe the context of the results presented later. First we will give a short overview of basic notions in combinatorics on words. The theorems presented in this section are at the very foundation of the field and perhaps it is not exaggerated to say that they come up in almost all works dealing with combinatorial properties of words. Among these we can find the theorem of Fine and Wilf, the Defect theorem and some other so called folklore results that are widely used, but it is not always possible to trace back their origins to a specific paper. In the second section of the chapter we give a short presentation of formal language theory. We look at the Chomsky-hierarchy of languages, the equivalent classes of accepting machines, as well as several basic results and closure properties that will come handy in our treatise.

### 2.1 Combinatorics on words

Let $\Sigma$ be a set that we shall call an alphabet. Its elements will be called letters. In this thesis we only deal with words over a finite alphabet, so without further mentioning we suppose that $\Sigma$ is finite.

A word over the alphabet $\Sigma$ is a finite sequence of elements of $\Sigma$ :

$$
\left(a_{1}, a_{2}, \ldots, a_{n}\right), \quad a_{i} \in \Sigma
$$

We will use non-capital letters from the beginning of the English alphabet to denote letters and non-capitals from the end to denote words. The set of all words over alphabet $\Sigma$ is denoted by $\Sigma^{*}$. It is equipped with a binary operation obtained by concatenating two sequences.

$$
\left(a_{1}, a_{2}, \ldots, a_{n}\right)\left(b_{1}, b_{2}, \ldots, b_{m}\right)=\left(a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{m}\right)
$$

We will call this operation concatenation. It is associative, which allows writing a word as

$$
a_{1} a_{2} \cdots a_{n}
$$

instead of

$$
\left(a_{1}, a_{2}, \ldots, a_{n}\right)
$$

by identifying a letter $a \in \Sigma$ with the sequence ( $a$ ).
The empty sequence, called the empty word, is a neutral element for the operation of concatenation. It is denoted by $\lambda$. For any word $w$ :

$$
\lambda w=w \lambda=w .
$$

The concatenation of two sets of words $A$ and $B$ is denoted by $A B$ and represents the set

$$
A B=\{u v \mid u \in A \wedge v \in B\} .
$$

The repeated concatenation of words or sets will be denoted as powers. That is $u^{2}$ represents $u u$ and $A^{n} A$ we will write as $A^{n+1}$. The Kleene-closure or star closure of a (possibly empty or singleton) set of words $A$ is

$$
A^{*}=\{\lambda\} \cup A \cup A^{2} \cup A^{3} \cup \ldots
$$

A semigroup is a set with an associative binary operation, hence $\Sigma^{*} \backslash\{\lambda\}$ equipped with concatenation is a semigroup. A monoid is a set $M$ with a binary operation that is associative and has a neutral element denoted by $1_{M}$, that is a semigroup completed with a neutral element. Hence, what has been defined on the set $\Sigma^{*}$ is a monoid structure.

A morphism of a monoid $M$ into a monoid $N$ is a mapping $\varphi$ of $M$ into $N$ that preserves the operations of $M$ and $N$ and translates the neutral element of $M$ into that of $N$ :

$$
\varphi\left(m m^{\prime}\right)=\varphi(m) \varphi\left(m^{\prime}\right), \quad m, m^{\prime} \in M
$$

and such that $\varphi\left(1_{M}\right)=1_{N}$.

Proposition 1. For any mapping $\alpha$ of $\Sigma$ into a monoid $M$, there exists a unique morphism $\varphi$ of monoids from $\Sigma^{*}$ into $M$ such that the following diagram is commutative:

where $i$ is the natural injection of $\Sigma$ into $\Sigma^{*}$.

Because of this property, the set $\Sigma^{*}$ of all words over the alphabet $\Sigma$ is called the free monoid over the set $\Sigma$.

The set of all nonempty words over $\Sigma$ will be denoted by $\Sigma^{+}$:

$$
\Sigma^{+}=\Sigma^{*} \backslash\{\lambda\} .
$$

$\Sigma^{+}$is called the free semigroup over $\Sigma$. It may be readily verified that Proposition 1 can be stated for $\Sigma^{+}$instead of $\Sigma^{*}$ by replacing the term "monoids" by "semigroups".

Let $u=a_{1} a_{2} \ldots a_{n}$ be a word over the alphabet $\Sigma$. The length of the word $w=a_{1} a_{2} \cdots a_{n}, a_{i} \in \Sigma$ is the number $n$ of the letters $w$ is a product of. It will be denoted by $|w|$ :

$$
|w|=n
$$

The length of the empty word is 0 . The length of a word can be computed by the mapping $\|: \Sigma^{*} \rightarrow I N$, which is a morphism of the free monoid $A^{*}$ onto the additive monoid $\mathbb{N}$ of positive integers.

For a letter $a$ of the alphabet $\Sigma$, we denote by $|w|_{a}$ the number of occurrences of $a$ in $w$, e.g. $|a a b|_{a}=2$.

Denoted by $\operatorname{alph}(w)$ is the subset of the alphabet formed by the letters actually occurring in $w$. Therefore $a \in \Sigma$ belongs to $\operatorname{alph}(w)$ iff

$$
|w|_{a} \geq 1
$$

A word $v \in \Sigma^{*}$ is said to be a factor of a word $x \in \Sigma^{*}$ if there exist words $u, w \in \Sigma^{*}$ such that

$$
x=u v w .
$$

The relation " $v$ is factor of $x$ " is an order on $\Sigma^{*}$. A factor $v$ of $x \in \Sigma^{*}$ is said to be proper if $v \neq x$.

A word $v$ is said to be a prefix of $x \in \Sigma^{*}$ if there exists a word $w \in \Sigma^{*}$ such that

$$
x=v w,
$$

and $w$ is said to be a suffix if $v \neq x$. The relation " $v$ is a prefix of $x$ " is again an order on $\Sigma^{*}$; it will be denoted by

$$
v \leq x
$$

This order has the fundamental property that if

$$
v \leq x, \quad v^{\prime} \leq x
$$

then $v$ and $v^{\prime}$ are comparable: $v \leq v^{\prime}$ or $v^{\prime} \leq v$.
More precisely, if

$$
v w=v^{\prime} w^{\prime}
$$

either there exists $s \in \Sigma^{*}$ such that $v=v^{\prime} s$ (and then $s w=w^{\prime}$ ) or there exists $t \in \Sigma^{*}$ such that $v^{\prime}=v t$ (and then $w=t w^{\prime}$ ).

The definition of a suffix is symmetrical to that of a prefix. The reversal of a word $w=a_{1} a_{2} \cdots a_{n}, a_{i} \in \Sigma$, is the word

$$
w_{r}=a_{n} \cdots a_{2} a_{1}
$$

Hence $v$ is a prefix of $x$ iff $v_{r}$ is a right factor of $x_{r}$. For all $u, v \in \Sigma^{+}$,

$$
(u v)_{r}=v_{r} u_{r}
$$

This last property means that reversal is a so called anti-morphism. A word $w$ is palindrome if $w=w_{r}$.

A word $v \in \Sigma^{*}$ is said to be a (scattered) subword of a word $x \in \Sigma^{*}$ if

$$
v=a_{1} a_{2} \cdots a_{n}, \quad a_{i} \in \Sigma, n \geq 0
$$

and there exist $y_{0}, y_{1}, \ldots, y_{n} \in \Sigma^{*}$ such that

$$
x=y_{0} a_{1} y_{1} a_{2} \cdots a_{n} y_{n}
$$

Therefore $v$ is a subword of $x$ if it is a sub-sequence of $x$. The term subword in the literature is often used also with the same meaning as factor, and what we call here subwords are referred to as scattered subwords. However, as we are mostly concerned with subsequences, we will use the shorter subword for them and keep factor to refer to continuous subsequences. In accordance with $|w|_{a}$ meaning the number of occurrences of the letter $a$ in the word $w$ we extend the notation to subwords, i.e. by $|w|_{u}$ the number of times $u$ occurs as a subword of $w$ with any two occurrences differing by at least one position. Looking at our previous example the word $a b$ occurs twice in $a a b$ because we can choose to match the first letter of $a b$ with any of the two $a$ 's in $a a b$, therefore $|a a b|_{a b}=2$. In [41] the notation used is $\binom{a a b}{a b}$, taken from the binomial coefficients. Indeed, over a unary alphabet, $\left|a^{n}\right|_{a^{k}}=\binom{n}{k}$. From here we acquire the convention that the empty word occurs once in any word, that is $|w|_{\lambda}=1\left(|\lambda|=0\right.$ and $\left.\binom{n}{0}=1\right)$. The prefix, suffix and scattered subword orders mentioned above are all partial orders, i.e. it is possible for two words to be incomparable with respect to them. Natural extensions of the prefix order to total orderings are the lexicographic and the alphabetic orders. Suppose our alphabet $\Sigma$ is totally ordered by some relation $\prec$. The lexicographic order is defined as follows: $u \prec_{l} v$ if

- $u$ is a prefix of $v$ or
- there exist words $x, y, z \in \Sigma^{*}$ and letters $a \prec b$ such that $u=x a y$ and $v=x b z$.

The alphabetic order $\prec_{a}$, as opposed to the lexicographic one, takes into account the length of the two sides: $u \prec_{a} v$ if

- $|u|<|v|$ or
- $|u|=|v|$ and there exist words $x, y, z \in \Sigma^{*}$ and letters $a \prec b$ such that $u=x a y$ and $v=x b z$.

Note that for words of the same length the two orders coincide. Now let us turn to another fundamental property of words that is very relevant to us, periodicity. We will introduce the notions of conjugacy, primitive words and a few famous results concerning these.

A word $x \in \Sigma^{*}$ is said to be primitive if it is not a power of another word; that is, if $x \neq \lambda$ and $x \in z^{*}$ for $z \in \Sigma^{*}$ implies $x=z$.

Two words $x$ and $y$ are said to be conjugate if there exist words $u, v \in \Sigma^{*}$ such that

$$
\begin{equation*}
x=u v, \quad y=v u \tag{2.1}
\end{equation*}
$$

This is an equivalence relation on $\Sigma^{*}$ since $x$ is conjugate to $y$ iff $y$ can be obtained by a cyclic permutation of the letters of $x$. A primitive word $w$ is a Lyndon word if it is minimal with respect to the lexicographic order among its conjugate words, that is

$$
u=a_{1} a_{2} \ldots a_{n} \text { is a Lyndon word } \Leftrightarrow \forall i, 1<i \leq n, u \prec_{l} a_{i} \ldots a_{n} a_{1} \ldots a_{i-1} .
$$

Proposition 2. If

$$
x^{n}=y^{m}, \quad x, y \in \Sigma^{*}, n, m \geq 0
$$

there exists a word $z$ such that $x, y \in z^{*}$.
In particular, for each word $w \in \Sigma^{+}$, there exists a unique primitive word $x$ such that $w \in x^{*}$.

The primitive word $x$ in our previous proposition is called the primitive root of $w$ and we denote it by $\sqrt{w}$. We can extend the meaning of this term to languages, i.e. arbitrary sets of words for now. For a set $A$ of words, $\sqrt{A}$ is the collection of
all the roots of the words in $A$, formally

$$
\sqrt{A}=\{\sqrt{w} \mid w \in A\}
$$

We will call $\sqrt{A}$ the primitive root of the language $A$.

Proposition 3. Two words $x, y \in \Sigma^{+}$commute ( $x y=y x$ ) iff they are powers of the same word. More precisely the set of words commuting with a word $x \in \Sigma^{+}$is a monoid generated by a single primitive word.

Proposition 4. Let $x, y \in \Sigma^{*}$ and $z, t$ be the primitive words such that $x \in z^{*}$, $y \in t^{*}$. Then $x$ and $y$ are conjugate iff $z$ and $t$ are also conjugate; in this case, there exists a unique pair $(u, v) \in \Sigma^{*} \times \Sigma^{+}$such that $z=u v, t=v u$.

Proposition 5. Two words $x, y \in \Sigma^{+}$are conjugate iff there exists a $z \in \Sigma^{*}$ such that

$$
\begin{equation*}
x z=z y . \tag{2.2}
\end{equation*}
$$

More precisely, equality (2.2) holds iff there exist $u, v \in \Sigma^{*}$ such that

$$
\begin{equation*}
x=u v, \quad y=v u, \quad z \in u(v u)^{*} \tag{2.3}
\end{equation*}
$$

Before we arrive to discuss periods, let us say a few words about the defect theorem, which is a very important result on words. It is often considered to be a folklore result due to the fact that there are many papers and results describing the same phenomenon. Without presenting the rather various formalizations of this theorem, we will give the following intuitive description: if a set of $n$ words satisfies a non-trivial relation, then these words can be expressed simultaneously as products of at most $n-1$ words.

It may be observed that, in accordance with the defect theorem, the equality $x z=z y$ implies $x, y, z \in\{u, v\}^{*}$, a submonoid with two generators.

At this point we have to define periodicity. If a word $w$ is a prefix of some $u^{k}$, with $u$ primitive, $|u|<|w|$ and $k>1$ then we say that $w$ is periodic and $|u|$ is its period. We can relax the requirements of $u$ being primitive and say that if $w(i)=w(i+p)$ for some $p \geq 1$ and for all $1 \leq i \leq|w|-p$ then $p$ is a period
of $w$. Unless stated otherwise we will use period meaning the latter. Sometimes in the literature it is required that the length of $w$ is a multiple of the length of $u$, however we will allow for so called fractional powers. We have seen earlier that $u u$ is called a square, $u^{k}$ a $k$-th power of $u$, etc. In accordance with this we say that a word $w=(u v)^{k} u$ for some non-empty words $u$ and $v$ is a power of exponent $k+\frac{|u|}{|u|+|v|}$. Generalizing the propositions above we can get periodicity enforcing conditions. These are very much sought after in the field and several of them are known. Let us see some of the most common properties ensuring periodicity:

- any non-trivial relation on $\{x, y\} \subseteq \Sigma^{*}$;
- any pair of non-trivial identities on $X=\{x, y, z\} \subseteq \Sigma^{+}$of the form $x \alpha=y \beta$, $y \gamma=z \delta$ with $\alpha, \beta, \gamma, \delta \in X^{*} ;$
- any condition on $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \subseteq \Sigma^{+}$if the transitive closure relation $\rho$ defined as

$$
x \rho y \leftrightarrow x X^{\omega} \cap y X^{\omega}=\emptyset
$$

equals $X \times X$. Here $\omega$ is the infinite power operator.

Another classical result enforcing periodicity is the Lyndon-Schützenberger theorem:

Proposition 6. If the equation

$$
u^{m} v^{n}=w^{k}
$$

for some non-empty words $u, v, w$ and exponents $m, n, k \geq 2$ then all three words $u$, $v$ and $w$ are powers of the same word.

Next we are going to present a refinement of Proposition 2 known as the theorem of Fine and Wilf. Intuitively it tells us how far two periodic events (strings) have to match in order to guarantee a common period, that is to guarantee that the two sequences are ultimately the same.

Proposition 7. Let $x, y \in \Sigma^{*}, n=|x|, m=|y|, d=\operatorname{gcd}(n, m)$. If two powers $x^{p}$ and $y^{q}$ of $x$ and $y$ have a common left factor of length at least equal to $n+m-d$, then $x$ and $y$ are powers of the same word.

Example 1. Consider the sequence of words on $\Sigma=\{a, b\}$ defined as follows: $f_{1}=b, f_{2}=a$ and

$$
f_{n+1}=f_{n} f_{n-1}, \quad n \geq 2
$$

The sequence of the lengths $\left|f_{n}\right|$ is the Fibonacci sequence. Two consecutive elements $\left|f_{n}\right|$ and $\left|f_{n+1}\right|$ for $n \geq 3$ are relatively prime. Let $g_{n}$ be the left factor of $f_{n}$ of length $\left|f_{n-2}\right|$ for $n \geq 3$. Then

$$
g_{n+1}=f_{n-1}^{2} g_{n-2}
$$

for $n \geq 5$, as it may be verified by induction. We then have simultaneously

$$
f_{n+1} \leq f_{n}^{2}, \quad g_{n+1} \leq f_{n-1}^{3}
$$

Therefore, for each $n \geq 5, f_{n}^{2}$ and $f_{n-1}^{3}$ have a common left factor of length $\left|f_{n}\right|+\left|f_{n-1}\right|-2$. This shows that the bound given by Proposition 7 is optimal. For instance,

$$
g_{7}=\underbrace{\overbrace{f_{5}}^{f_{6}} \underbrace{}_{f_{5}}}_{f_{5}}
$$

The periodicity theorem of Fine and Wilf can be restated in various forms, among them as follows, which are sometimes more comfortable to use.

Corollary 1. If a word $w \in \Sigma^{+}$has periods $p$ and $q$, and $|w| \geq p+q-\operatorname{gcd}(p, q)$ then it also has a period $\operatorname{gcd}(p, q)$.

As we have seen in Example 1, the bound is optimal in general. In fact it is possible to find many more examples certifying the bound.

Proposition 8. For each pair $(p, q)$ of coprimes there exists a unique binary word (up to a renaming) $w$ of length $p+q-2$ such that both $p$ and $q$ are periods of $w$. More generally for coprimes $p>q$ and some $k$ with $2 \leq k \leq q$, there exists a unique word $w_{k}$ (up to a renaming) such that

- $\left|w_{k}\right|=p+q-k$,
- $|\operatorname{alph}(w)|=k$ and
- both $p$ and $q$ are periods of $w_{k}$.

With this we conclude the introductory section on combinatorics on words. There will be several other notions and results of the topic used later, but as they are not of general nature to the whole thesis, they will be presented in due course at the beginning of the respective chapters.

### 2.2 Formal languages and automata theory

Since the 1950's, the subject of formal language theory, hand in hand with automata theory, has been developed by computer scientists, linguists and mathematicians. Formal languages (or simply languages) are sets of words over finite sets of symbols, called alphabets. There are many ways to describe such languages starting from set theoretical presentations which specify certain properties that hold for some words and including regular expressions (which "generate" languages), finite automata (which"accept" languages), grammars (which "generate" languages) and Turing machines (which "accept" languages). Many natural examples of formally presentable languages can be found even outside computer science. However, the interest in the theory was mainly brought about by the need of a formal tool to tackle some problems occurring early in computing. Examples of languages among the ones first studied are the set of identifiers of a given programming language, which can be described by a regular expression or a finite automaton, and the set of all strings of tokens that are generated by the grammar of a programming language. There are many categorizations of languages based on the device generating (accepting) them, based on the time or space complexity of their membership problem, the number of words in the language at given lengths or even based on some properties of their morphic images. In this section we will present the grammar categories known as the Chomsky-hierarchy and the abstract machines accepting the languages generated by these grammars. A particular emphasis is laid on regular languages, an exciting language class, where several different ways of describing a language come to common ground.

A grammar is a construct $G=\langle N, \Sigma, S, H\rangle$, where $N, \Sigma$ are the non-terminal and terminal alphabets, with $N \cap \Sigma=\emptyset$; they are finite sets. $S \in N$ is a special
symbol, called the start symbol. $H$ is a finite set of pairs, where a pair is written in the form $v \rightarrow w$ with $v \in\{N \cup \Sigma\}^{*} N\{N \cup \Sigma\}^{*}$ and $w \in\{N \cup \Sigma\}^{*} . H$ is the set of derivation rules. A sequence of letters $v \in\{N \cup \Sigma\}^{*}$ is called a sentential form. As in the previous section, we refer to elements of $\Sigma^{*}$ as words and we use $\lambda$ to denote the empty word.

Let $G$ be a grammar and $v, w \in\{N \cup \Sigma\}^{*}$. Then $v \Rightarrow w$ is a direct derivation if and only if there exist $v_{1}, v_{2}, v^{\prime}, w^{\prime} \in\{N \cup \Sigma\}^{*}$ such that $v=v_{1} v^{\prime} v_{2}, w=v_{1} w^{\prime} v_{2}$ and $v^{\prime} \rightarrow w^{\prime} \in H$. A derivation $v \Rightarrow^{*} u$ holds if and only if either $v=u$ or there is a finite sequence of sequential forms which connects them, i.e. $v=v_{0}, v_{1}, \ldots v_{m}=u$ in which $v_{i} \Rightarrow v_{i+1}$ is a direct derivation for each $0 \leq i<m$.

The language generated by a grammar $G$ is the set of (terminal) words that can be derived from the start symbol: $L(G)=\left\{w \mid S \Rightarrow^{*} w \wedge w \in \Sigma^{*}\right\}$.

The Chomsky hierarchy of languages is based on the following classification of generative grammars. - type 1 , or context-sensitive grammars: all derivation rules are in the form $v_{1} A v_{2} \rightarrow v_{1} w v_{2}$, with $v_{1}, v_{2} \in\{N \cup \Sigma\}^{*}, A \in N$ and $w \in$ $(N \cup \Sigma)^{*} \backslash\{\lambda\}$ (except possibly for the rule $S \rightarrow \lambda$, in which case $S$ does not occur on any right hand side of a rule).

- type 2 , or context-free grammars: for every rule the next scheme holds: $A \rightarrow v$ with $A \in N$ and $v \in\{N \cup \Sigma\}^{*}$.
- type 3, or right-linear grammars: each derivation rule is one of the following forms: $A \rightarrow w, A \rightarrow w B$; where $A, B \in N$ and $w \in \Sigma^{*}$.

As languages are simply set of words, the usual set operations are valid for languages as well. That is for languages $L_{1}, L_{2} \subseteq \Sigma^{*}$, their union $L_{1} \cup L_{2}$, intersection $L_{1} \cap L_{2}$, concatenation $L_{1} L_{2}$ and difference $L_{1} \backslash L_{2}$ are languages too defined the same way it goes for arbitrary sets. If we start out with the simplest building blocks and apply some of these operations and the Kleene-closure defined in the previous section we get so called regular expressions. For a regular expression $e$ we denote by $L(e)$ the language described by $e$. Let us see the inductive definition for regular expressions and the languages generated by them.

- $\emptyset$ is a regular expression and $L(\emptyset)=\emptyset$;
- $\lambda$ is a regular expression and $L(\lambda)=\{\lambda\}$;
- for all $a \in \Sigma, a$ is a regular expression and $L(a)=\{a\}$;
- for arbitrary regular expressions $e_{1}$ and $e_{2}$ :

$$
\left(e_{1}\right)^{*},
$$

$$
\left(e_{1} e_{2}\right) \text { and }
$$

$\left(e_{1} \cup e_{2}\right)$ are all regular expressions with the languages generated by them being $L\left(e_{1}\right)^{*}, L\left(e_{1}\right) L\left(e_{2}\right)$ and $L\left(e_{1}\right) \cup L\left(e_{2}\right)$, respectively.

We call a language $L$ regular if there exists a regular expression $e$ such that $L=L(e)$. Now we will define finite automata, a class of abstract machines that happen to accept the languages generated by regular expression or by right linear grammars.

A finite automaton is a quintuple $\left.\mathcal{A}=\left\langle\Sigma, Q, q_{0}, F, \sigma\right\}\right\rangle$ with the following components

- $\Sigma$ is the input alphabet,
- $Q$ is a finite set called the set of states,
- $q_{0} \in Q$ is the initial state,
- $F \subseteq Q$ is the set of final states and
- $\sigma: Q \times \Sigma \rightarrow 2^{Q}$ is the transition function.

The language accepted by the finite automaton $\mathcal{A}$ is
$L(\mathcal{A})=\left\{w=a_{1} a_{2} \ldots a_{n} \mid \exists q_{1}, q_{2}, \ldots, q_{n-1} \in Q, q_{n} \in F\right.$ s.t. $\left.\forall 1 \leq i \leq n: q_{i} \in \sigma\left(q_{i-1}, a_{i}\right)\right\}$.

Intuitively, a finite automaton can be thought of as a directed graph where the vertices are labeled with the states and the edges are labeled with the transitions. An word is accepted by the automaton if there is a path from the vertex labeled with the initial state to a vertex labeled with a final state composed of edges labeled with the letters of the word following each other in the correct order.

Example 2. Take the automaton $\mathcal{A}=\left\langle\{0,1\},\left\{q_{0}, q_{1}\right\}, q_{0},\left\{q_{0}\right\}, \sigma\right\rangle$, where the transition function $\sigma$ is given by the transition table in Figure 2.

| $\sigma$ | 0 | 1 |
| :---: | :---: | :---: |
| $q_{0}$ | $q_{0}$ | $q_{1}$ |
| $q_{1}$ | $q_{1}$ | $q_{0}$ |



Figure 2.1: Finite automaton accepting $\left(0^{*} 10^{*} 10^{*}\right)^{*}$

The language accepted by automaton $\mathcal{A}$ is

$$
L(\mathcal{A})=\left\{w \in \Sigma^{*}\left|\exists k \geq 0:|w|_{1}=2 k\right\}\right.
$$

that is all binary words having an even number of 1's. For any occurrence of a 1, the automaton switches states, whereas upon reading a 0 it stays in the same state. If it switched an even number of times by the time of reaching the end of the input word, it accepts, otherwise rejects.

The definition we gave for finite automata is in fact the definition for the general case of non-deterministic automata. Non-determinism in automata has to do with the possibility to transition from a state to more than one others by reading the same input letter. Therefore if we modify our transition function $\sigma$ to map from $Q \times \Sigma$ to $Q$ instead of $2^{Q}$ we get the definition of deterministic finite automata. As it turns out, the class of languages accepted by non-deterministic and deterministic automata are the same. This is a fact widely applied in automata theoretic proofs. Our example automaton is actually a deterministic one. According to the famous theorem by Kleene, in the free semigroup $\Sigma^{*}$ the language classes accepted by finite automata, described by regular (rational) expressions and generated by right-linear grammars are the same. This is a very important theorem of language theory and provides the foundations for most results concerning regular languages, since proofs are generally significantly easier or even only doable by reasoning with automata rather than regular expressions or grammars. Given two finite automata $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ there are algorithms available to construct the automata accepting the languages $L\left(\mathcal{A}_{1}\right) \cap L\left(\mathcal{A}_{2}\right), \overline{L\left(\mathcal{A}_{1}\right)}=\Sigma^{*} \backslash L\left(\mathcal{A}_{1}\right)$ and therefore $L\left(\mathcal{A}_{1}\right) \backslash L\left(\mathcal{A}_{2}\right)$. Moreover, we have

|  | $R E G$ | $C F$ | $C S$ |
| :---: | :---: | :---: | :---: |
| $L_{1}^{*}$ | $\bullet$ | $\bullet$ | $\bullet$ |
| $\frac{L_{1}}{}$ | $\bullet$ |  | $\bullet$ |
| $L_{1} \cup L_{2}$ | $\bullet$ | $\bullet$ | $\bullet$ |
| $L_{1} \cap L_{2}$ | $\bullet$ |  | $\bullet$ |

Figure 2.2: Some closure properties of Chomsky language classes.
algorithms for determinising and minimising automata, which makes it possible to decide the equality of the accepted languages. From Kleene's theorem we have the same properties for languages described by regular expressions. The closure properties of the Chomsky language classes are summarised in the table in Figure 2.2.

As it is not really relevant to our thesis, we only mention here that the class of context-free languages is the same as the class accepted by push-down automata, whereas the context-sensitive class is accepted by linear-bounded Turing machines. Finally, let us explain the notion of Parikh sets and semi-linearity.

Definition 1. For a word $w$ the Parikh vector $\psi(w)$ associated to $a w$ is an n-tuple, where $n$ is the cardinality of the alphabet $\Sigma=\left\{a_{1}, \ldots, a_{n}\right\}$, defined in the following way:

$$
\psi(w)=\left(w_{a_{1}}, \ldots, w_{a_{n}}\right)
$$

This can be extended to languages, taking the set of all Parikh-vectors associated to the words of the language. This set is usually called the Parikh image (Parikh set) of the language.

A language $L$ is linear in the Parikh sense if the Parikh-set of the language is the linear combination of some vectors $V_{i}$.

$$
\psi(L)=\left\{V_{0}+\sum_{i} c_{i} V_{i}\right\}
$$

A language $L$ is semi-linear (in the Parikh-sense) if the Parikh-set of the language is a finite union of some linear sets.

$$
P_{L}=\bigcup_{k}\left\{V_{0, k}+\sum_{i} c_{i, k} V_{i, k}\right\}
$$

Parikh's theorem tells us that the Parikh image of any context-free language is a
semi-linear set. This can be used to prove that a given language is not context-free. Other tools for placing languages correctly in the Chomsky hierarchy are the so called pumping lemmas. There are several of them known in the literature, but here we will only show the two most widely used, the pumping lemma for regular languages and the Bar-Hillel lemma for context-free languages.

Lemma 1. (Pumping lemma for regular languages) For every regular language $L$ there exist constants $p$ and $q$ depending only on the language such that every $w \in L$ with $|w|>p$ can be written in the form $w=u v z$ for some words $u, v, z \in \Sigma^{*}$, with $|u v| \leq q, v \neq \lambda$, and $u v^{i} z \in L$ for all $i \geq 0$.

Lemma 2. (Bar-Hillel lemma) If $L$ is a context-free language then there exist $p, q \in \mathbb{N}$ such that every $w \in L$ with $|w|>p$ can be written in the form $w=u v x y z$, with $u, v, x, y, z \in \Sigma^{*},|v x y|<q,|v y|>0$ and $u v^{i} x y^{i} z \in L$ for all $i \geq 0$.

With this we conclude the introductory chapter. For a more detailed introduction to the theory of formal languages one might consult the first chapters of [51].
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## Chapter 3

## Bounds on powers

The subject of this section is the evaluation of the number of powers in strings. This is one of the most fundamental topics in combinatorics on words not only for its own combinatorial aspects considered since the beginning of last century by the precursor A. Thue [59], but also because it is related to lossless text compression, string representation, and analysis of molecular biological sequences, to quote a few applications. These applications often require fast algorithms to locate repetitions because either the amount of data to be treated is huge or their flow is to be analysed on the fly, but their design and complexity analysis depends of the type of repetitions considered and of their bounds.

As defined in Chapter 2 a repetition is a string composed of the concatenation of several copies of another string whose length is called a period. The exponent of a string is informally the number of copies and is defined as the ratio between the length of the string and its smallest period. This means that the repeated string, called the root, is primitive (it is not itself a nontrivial integer power). Here we consider two types of strings: integer powers - those having an integer exponent at least 2, and fractional powers - those having a fractional exponent between 1 and 2. For both of them we consider their maximal number in a given string as well as their maximal number of occurrences.

It is known that all occurrences of integer powers in a string of length $n$ can be computed in time $O(n \log n)$ (see three different methods in [6], [1], and [43]). Indeed these algorithms are optimal because the number of occurrences of squares
(powers of exponent 2) can be of the order of $n \log n$ [6].
The computation of occurrences of fractional powers with exponent at least 2 has been designed initially by Main [42] who restricted the question to the detection of their leftmost maximal occurrences only. Eventually the notion of runs-maximal occurrences of fractional powers with exponent at least 2-introduced by Iliopoulos et al. [30] for Fibonacci words led to a linear-time algorithm for locating all of them on a fixed-sized alphabet. The algorithm, by Kolpakov and Kucherov [33, 34], is an extension of Main's algorithm but their fundamental contribution is the linear number of runs in a string. They proved that the number of runs in a string of length $n$ is at most $c n$, could not provide any value for the constant $c$, but conjectured that $c=1$. After that, in a series of papers dealing with runs, this bound received a lot of attention and has been improved as follows:

- Rytter [52] proved that $c \leq 5$,
- then $c \leq 3.44$ in [53],
- Puglisi et al. [50] that $c \leq 3.48$,
- Crochemore and Ilie [8] that $c \leq 1.6$,
- and Giraud [23] that $c \leq 1.5$.

The best value computed so far is $c=1.048$ [9] (for further details see the Web page http://www.csd.uwo.ca/ ilie/runs.html). Franek et al. showed a lower bound of $0.927 \ldots n$ in [22], which was improved by Matsubara et al. in [37] to $0.944565 n$. These lower bounds also point in the direction of Kolpakov and Kucerov's conjecture. Runs capture all the repetitions in a string but without discriminating among them according to their exponent. For example, the number of runs is not easily related to the number of occurrences of squares. This is why we consider an orthogonal approach here. We count and bound the maximal number of repetitions having a fixed exponent, either an integer larger than 1 or a fractional number between 1 and 2 . We also bound the number of occurrences of these repetitions.

After introducing the notations and basic definitions which we did not meet yet Section 3.1 deals with fractional powers with exponent between 1 and 2. It is shown that the maximum number of primitively-rooted powers with a given exponent $e$,
$1<e<2$, in a string can be quadratic as well of course as their maximum number of occurrences. In Section 3.2, we consider primitively-rooted integer powers and show that the maximum number of occurrences of powers of a given exponent $k, k \geq 2$, is $\Theta(n \log n)$. This latter result contrasts with the linear number of such powers. We also present an efficient algorithm for constructing the strings in question. Finally, we show that distinct repetitions of a fixed exponent greater than 2 have an upper bound of $n$ in a string of length $n$. This is an improvement of the implied value coming from the bound for distinct squares established in $2 n$ by Fraenkel and Simpson in [21] and improved by Ilie to $2 n-O(\log n)$ in [29].

Recall that a $k$-th power is the concatenation of $k$ copies of a non-empty word, and extending this definition we can talk about $e$-powers with $1<e<2$ as seen in the introductory chapter. A prefix of the length of a period of $w$ is a root of $w$. When $w \neq \epsilon, w^{3}$ is called a cube, with root $w$. Take a primitive word $u v$, such that $v u$ forms a Lyndon word and $v$ is nonempty. In the cube $(u v)^{3}$, we call central Lyndon position the one at $|u v u|$, uvu.vuv. For two non-empty words $u$ and $v$ it is known that $u v=v u$ implies $u, v \in z^{+}$for some $z \in A^{*}$, therefore every word has a unique Lyndon position.

If a word $w$ can be written as $w=u v=v z$, for some words $u, v, z \in A^{+}$, then we say that $w$ is bordered ( $v$ is a border of $w$ ). If a word $w$ is bordered, then there exists $u \in A^{+}, v \in A^{*}$ such that $w=u v u$, that is a bordered word $w$ always has a border of length at most half the length of $w$. Moreover, it is easy to see that a bordered word $u v u$ cannot be a Lyndon word, because then either $u u v$ (if $u<v$ ) or $v u u$ (if $v<u$ ) is lexicographically smaller than $u v u$.

### 3.1 A bound on repeats with exponent $e$, with $1<$ $e<2$

In this section, we show that the number of distinct repetitions with exponent $e$, with $1<e<2$ is bound by $\Theta\left(n^{2}\right)$. We do this by looking at the number of such repetitions that can start at a position in words of the form $a^{k} b a^{\frac{k}{e-1}-1}$, where $k$ is any positive integer such that $c \mid k$, where $e=\frac{c+d}{d}$ and $\operatorname{gcd}(c+d, d)=1$.

First we consider an example with $e=\frac{3}{2}$ and $k=9$, ie. $w=a^{9} b a^{17}$ (see Fig 3.2).


Figure 3.1: Structure of word, $w$

At the first position in this word, we can have 5 repetitions of exponent $\frac{3}{2}$, namely $a^{9} b a^{5}, a^{9} b a^{8}, a^{9} b a^{11}, a^{9} b a^{14}$ and $a^{9} b a^{17}$. Moving on to the second position, we will have only 4 repetitions of exponent $\frac{3}{2}$, namely $a^{8} b a^{6}, a^{8} b a^{9}, a^{8} b a^{12}$ and $a^{8} b a^{15}$. In the third position also, we are able to have the repetitions $a^{7} b a^{7}, a^{7} b a^{10}$ and $a^{7} b a^{13}$. However, now we will have one extra repetition as we can also have $a^{7} b a^{4}$. It is clear that at every other position in the word, as we get closer to the $b$, we will have an extra repetition. The number of repetitions of exponent $\frac{3}{2}$ at each position are now $5,4,4,3,3,2,2,1,1$ (see Fig. 3.2). The total number of repetitions can now be summed up to $((5 * 6) / 2)+(((5-1) * 5) / 2)=25$. We will generalise this example in the next theorem.

Theorem 1. The maximal number of distinct repetitions of exponent $e$, with $1<$ $e<2$, in a word of length $n$ is $\Theta\left(n^{2}\right)$.

Proof. The upper bound is trivial because no factor of the string can be counted twice as an $e$-th power for given $e$, so let us turn to proving the lower bound.

We shall count the number of repetitions starting at each position in a word. For an exponent, $e$, with $1<e<2$, we consider a word, $w$, formed as shown in Fig. 3.1. Here, we concatenate a repetition of exponent, $e$, with root $a^{k} b$ and $a^{\frac{k}{e-1}-1}$, where $k$ is any positive integer such that $c \mid k$, where $e=\frac{c+d}{d}$ and $\operatorname{gcd}(c+d, d)=1$. In this case the length of our string will be $k \cdot \frac{e}{e-1}$.

For $e$-powers starting at the first position, the end positions can be $(k+1)(e-1)$, $(k+1)(e-1)+(c+d),(k+1)(e-1)+2 \cdot(c+d), \ldots$

From here we get that the number of $e$-th powers starting at the first position is

$$
\frac{|w|-(k+1)(e-1)}{c+d}+1=\frac{k \cdot \frac{e}{e-1}-(k+1)(e-1)}{c+d}+1
$$

Substituting $\frac{c+d}{d}$ for $e$ in the formula above we get that the number of $e$-th powers


Figure 3.2: Repetitions of exponent 1.5 in $a^{9} b a^{17}$
starting at the first position is:

$$
k \cdot \frac{d-c}{d \cdot c}-\frac{1}{d}+1
$$

This formula proves useful because by substituting $k-i$ for $k$ and taking the integer part of the result (since we are talking about the number of occurrences) we get the number of $e$-th powers starting at position $i+1$. Now let us sum up the number of $e$-th power occurrences starting at any one of the first k positions:

$$
\sum_{i=1}^{k}\left\lfloor i \cdot \frac{d-c}{d \cdot c}-\frac{1}{d}+1\right\rfloor
$$

For any positive $n$ its integer part $\lfloor n\rfloor$ is greater or equal than $n-1$. As we are trying to give a lower bound to the number of occurrences, it is alright to subtract 1 from the formula instead of taking its integer part:

$$
\sum_{i=1}^{k}\left(i \cdot \frac{d-c}{d \cdot c}-\frac{1}{d}\right)=k \cdot(k+1) \cdot \frac{d-c}{2 d \cdot c}-\frac{k}{d}
$$

This means that the number of $e$-th powers in our string is quadratic in $k$. At the same time the length of the string, as we mentioned in the beginning, is $k \cdot \frac{e}{e-1}$, so for a given $e$, the number of $e$-th powers in a string of length $n$ is $\Theta\left(n^{2}\right)$.

It is easy to see that every occurrence of an $e$-th power in this string is unique and this concludes the proof.


Figure 3.3: Cubes of word $a^{4 k+3}$

### 3.2 A bound on primitively rooted cubes

After considering powers between 1 and 2, we shall take a look at powers greater than 2. First, we will show that it is possible to construct strings of length $n$, which have $\Omega(n \log n)$ occurrences of cubes. We can extend the procedure to all integer powers greater than 2 , and this, together with the $O(n \log n)$ upper bound implied by the number of squares (see [6]) leads us to the $\Theta(n \log n)$ bound. Finally, we will prove that the sum of all occurrences of powers at least 2 (including non-integer exponents) is quadratic.

Lemma 3. The maximal number of primitively rooted cubes in a word of length $n$ is $\Omega(n \log n)$.

Proof. Let us suppose there are two primitively rooted cubes $(u v)^{3}$ and $(x y)^{3}$ in $w$ such that their central Lyndon positions uvu.vuv and $x y x . y x y$ are the same. First let us look at the case where the cubes have to be of different length. Without loss of generality we can assume $|u v|<|x y|$. In this case $v u$ is at the same time a prefix and suffix of $y x$. Hence, $y x$ is bordered and cannot be a Lyndon word contradicting the assumption that $x . y$ is a Lyndon position. This proves that should there be more cubes which have their central Lyndon position identical, they all have to be of the same length. Naturally, the first and last position of a word cannot be central Lyndon to any cube and this gives us the bound $n-2$ if we disregard cubes of the same length which have their central Lyndon positions at the same place (see Fig. 3.3). It is easy to see, that because of the periodicity theorem the only string of length $n$, for which $n-2$ different positions are central Lyndon ones to some cube, is $a^{n}$.

Now take the word $a^{4 k+3}$. According to our previous argument it has at most $4 k+1$ cubes. However, if we change $a$ 's into $b$ 's at positions $k+1,2 k+2$ and $3 k+3$ we get that the number of primitively rooted cubes in this word is $4 k+1-9+(k+1)=$
$5 k-7$. This is because by introducing each $b$ we lose three cubes but in the end we gain another $k+1$ cubes of the form $\left(a^{j} b a^{k-j}\right)^{3}$ with $0 \leq j \leq k$ (see Fig. 3.4). Note that these latter cubes all have their central Lyndon position after the first $b$ (assuming $a<b$ ).

We introduced three $b$ 's in the previous step but of course we can repeat the procedure for the four block of $a$ 's delimited by these $b$ 's and then in turn for the new, smaller blocks of $a$ 's that result and so on. In the second step, however, we need to introduce $12 b$ 's - that is, 3 for each of the 4 blocks of $a$ 's - not to disrupt the cubes of length $3 k+3$. This way we lose $12 \cdot 3=36$ cubes and we gain $(\lfloor(k-3) / 4\rfloor+1) \cdot 4$ new ones. Performing the introduction of $b$ 's until the number of cubes we lose in a step becomes greater or equal to the ones we gain, gives us a string with the maximal possible number of cubes for its length. If $k$ equals $4 j$,


Figure 3.4: Cubes of word $a^{k} b a^{k} b a^{k} b a^{k}$
$4 j+1$ or $4 j+2$ for some $j$ then according to the formula above the number of cubes we gain is $4 j$. Note that if $k=4 j+3$ than the number of cubes we gain in the second step is $4 j+4=k+1$, i.e. the same as in the first step. However, together with the delimiting $b$ 's introduced before we would get a big cube which is not primitively rooted anymore, so we need to move the newly introduced $b$ 's 1 , 2 and 3 positions to the left, respectively. This gives us that in this case too the number of newly formed cubes will be $4 j$. The smallest length at which introducing the $b$ 's does not induce less cubes is 35 that is with $k=8$. Summarizing the points above we get that for a string of length $n$ the maximum increase in the number of cubes for the $i$ th $(i>1)$ consecutive application of our procedure is:

$$
\frac{(n-3)}{4}-9 \cdot 4^{i-1}
$$

To be able to sum these increases we have to know the number of steps performed.

This is given by solving for $i$ the equation:

$$
\frac{n-3}{4}=9 \cdot 4^{i-1}
$$

From here we get that the number of steps performed is $\#$ steps $=\left\lfloor\log _{4} \frac{n-3}{9}\right\rfloor$, where by $\lfloor x\rfloor$ we mean the integer part of $x$.

Hence the number of cubes for length $n \geq 39$ is:

$$
\begin{gathered}
n-2+1+\sum_{i=1}^{\# \text { steps }}\left(\frac{n-3}{4}-9 \cdot 4^{i-1}\right) \\
=n-1+\frac{(n-3)\left\lfloor\log _{4} \frac{(n-3)}{9}\right\rfloor}{4}-\frac{9\left(1-4^{\left\lfloor\log _{4} \frac{n-3}{9}\right\rfloor}\right)}{-3} \\
=n+2+\frac{(n-3)\left\lfloor\log _{4} \frac{(n-3)}{9}\right\rfloor}{4}-3 \cdot 4^{\left\lfloor\log _{4} \frac{n-3}{9}\right\rfloor}
\end{gathered}
$$

The plus one after $n-2$ comes from the first application of the insertion of $b$ 's where we get $(n-3) / 4+1$ cubes instead of $(n-3) / 4$. For strings shorter than 39 therefore the count is one less.

Since the first paragraph of the proof is valid for any integer power, we can extend the proof by giving the construction of the strings that prove the lower bound in general for a string of length $n$ and power $k$ (see Fig. 3.2).

```
Algorithm ConstructStrings1 \((n, k)\)
Input: \(n \geq 0, k \geq 0\)
Output: A string which proves the lower bound of the number of occurrences of
    integer powers.
    \(\ell=n\)
    string \(=a^{\ell}\)
    power (1, \(\ell\) )
    Procedure: power( start, end)
    \(\ell=\) end - start
    if \(\ell<k^{3}+k^{2}+k\)
        then return
        else \(\operatorname{string}[\) start \(+\lfloor\ell /(k+1)\rfloor]=b\)
            string \([\) start \(+2 \cdot\lfloor\ell /(k+1)\rfloor]=b\)
            string \([\) start \(+k \cdot\lfloor e l l /(k+1)\rfloor]=b\)
            for \(i \leftarrow 0\) to \(k\)
            power(start \(+i \cdot \ell /(k+1)\), start \(+(i+1) \cdot \ell /(k+1))\)
```

```
Algorithm ConstructStrings2 \((n, k)\)
Input: \(n \geq 0, k \geq 0\)
Output: A string which proves the lower bound of the number of occurrences of
    integer powers.
    \(\ell=n\)
    while \(\ell \geq k^{3}+k^{2}+3 k+2\)
        do \(\ell=\frac{\ell-k}{k+1}\)
    string \(=\left(a^{k^{2}+1}+b\right)^{k}+a^{(k+1) \cdot \ell-k^{3}-k}\)
    delimiter \(=b\)
    while length \((\operatorname{string}) *(k+1)+k<n\)
        do string \(=(\text { string }+ \text { delimiter })^{k}+\) string
            if delimiter \(=b\)
                    then delimiter \(=a\)
                    else delimiter \(=b\)
            ( \(*\) changing the delimiter is needed to stay primitive \(*\) )
        string \(=\operatorname{string}+a^{n-l e n g t h(s t r i n g)}\)
```

The algorithm above produces strings which have $O(n \log n)$ occurrences of $k$-th powers. Note, that if we perform the procedure the other way around, we only need $O(\log n)$ cycles and we can eliminate the recursion:

Theorem 2. Algorithm ConstructStrings2 (see Fig. 3.2) produces a string of length $n$ that has $\Omega(n \log n)$ occurrences of primitively rooted cubes.

Proof. Before entering the second while loop, the length of string and the number of $k$-th power occurrences in it are both $c=(k+1) \cdot \ell+k$. Now we will show by induction on $i$ that after the $i$-th iteration of the second while loop the length of string will be $(k+1)^{i} \cdot(c+1)-1$ and the number of occurrences of $k$-th powers will be $(k+1)^{i} \cdot c+i \cdot(k+1)^{i-1}(c+1)$.

Note that if the length of string was $m$ and the number of $k$-th power occurrences was $p$ after the previous cycle, then concatenating $k+1$ copies of string delimited by $k$ copies of delimiter we get $(k+1) \cdot p+m+1$ powers in the new string, which will have length $(k+1) \cdot m+k$. Therefore, after the first cycle the length of string will be

$$
(k+1) \cdot c+k=(k+1) \cdot c+(k+1)-1=(k+1)^{1} \cdot(c+1)-1
$$

At the same time the number of $k$-th powers will be

$$
(k+1) \cdot c+c+1=(k+1)^{1} \cdot c+1 \cdot(k+1)^{0} \cdot(c+1)
$$

so our statement holds for $i=1$. Now suppose it is true for some $i \geq 1$. From here we get that for $i+1$ the length of string will be:

$$
(k+1) \cdot\left((k+1)^{i} \cdot(c+1)-1\right)+k=(k+1)^{i+1} \cdot(c+1)-1
$$

whereas the number of $k$-th powers is:

$$
\begin{gathered}
(k+1) \cdot\left((k+1)^{i} \cdot c+i \cdot(k+1)^{i-1} \cdot(c+1)\right)+\left((k+1)^{i} \cdot(c+1)-1\right)+1 \\
=(k+1)^{i+1} \cdot c+i \cdot(k+1)^{i} \cdot(c+1)+(k+1)^{i} \cdot(c+1) \\
=(k+1)^{i+1} \cdot c+(i+1) \cdot(k+1)^{i}(c+1)
\end{gathered}
$$

Now let us look at the running time of the algorithm. In the first while loop we divide the actual length by $k+1$ and we do it until it becomes smaller than $k^{3}+k^{2}+k$ therefore we perform $O(\log n)$ cycles. The second while loop has the same number of cycles, with one string concatenation performed in each cycle, hence substituting $\log n$ for $i$ in the formula above concludes the proof.

Corollary 2. In a string of length $n$ the maximal number of primitively rooted $k$-th powers, for a given integer $k \geq 2$, is $\Theta(n \log n)$.

Proof. We know from [10] that the maximal number of occurrences of primitively rooted squares in a word of length $n$ is $O(n \log n)$. This implies that the number of primitively rooted greater integer powers also have an $O(n \log n)$ upper bound, while in Theorem 2 we showed the lower bound $\Omega(n \log n)$.

Remark 1. The first part of the proof is directly applicable to runs so we have that in a string of length $n$ the number of runs of length at least $3 p-1$, where $p$ is the (smallest) period of the run is at most $n-2$. Unfortunately we cannot apply the proof directly for runs shorter than that because we need the same string on both sides of the central Lyndon position.

We have seen that the number of occurrences of $k$-th powers for a given $\mathrm{k}(\geq 2)$ in a string of length $n$ is $\Theta(n \log n)$, but what happens if we sum up the occurrences of $k$-th powers for all $k \geq 2$ ?

Remark 2. The upper bound of the sum of all occurrences of $k$-th powers with primitive root, where $k \geq 2$, in a word $w$ with $|w|=n$ is $\frac{n \cdot(n-1)}{2}$. Moreover, the bound is sharp.

Proof. First consider the word $a^{n}$, for some $n>0$. Clearly, taking any substring $a^{k}$, with $2 \leq k \leq n$, we get a $k$-th power, so the number of powers greater or equal to two is given by the number of contiguous substrings of length at least two, that is $\frac{n \cdot(n-1)}{2}$. Now we will show that this is the upper bound. Let us suppose that any two positions $i$ and $j$ in the string delimit a $k$-th power with $k \geq 2$, just like in the example above. We need to prove that the same string cannot be considered a $k_{1}$-th power and a $k_{2}$-th power at the same time, with $k_{1}, k_{2} \geq 2$ and $k_{1} \neq k_{2}$. Suppose the contrary, that is there are $1 \leq m<\ell \leq \frac{j-i}{2}$ so that both $m$ and $\ell$ are periods of $w[i, j]$. Since $j-i>m+\ell-\operatorname{gcd}(m, \ell)$ the periodicity lemma tells us that $w[i, j]$ has a period $p$ smaller than $m$ with $p \mid m$ and $p \mid \ell$, and this, in turn, means $w[i, i+\ell]$ is not primitive.

Let us turn now to counting distinct powers in strings. As opposed to before, now we are not concerned about how many copies a repetition has in a given string but rather about how many pairwise different repetitions can show up. The problem is has a quite different taste to it than counting all the occurrences. Here, the strings having the most distinct powers are not as repetitive in some sense as the ones having the most occurrences of powers. Also the way of proving bounds with respect to this is different in that for every repetition we usually have to designate a particular occurrence of it in the string that we will consider. In other words, what we can do here is to show some restrictions on the overlap of the last occurrences of some repetitions. The question was first considered by Fraenkel and Simpson in [21], where they considered the maximal number of distinct squares.

Theorem 3. [21, 28] The number of distinct squares in a word of length $n$ is at most $2 n$.

Their proof uses intricate combinatorics to achieve the desired bound and they
conjectured, supported by computer verification, that a sharp upper bound would be no greater than $n$. Later on, Ilie presented a simpler proof for the $2 n$ bound in [28]. For a while there has been no progress on the issue and then Ilie improved the bound by a logarithmic term.

Theorem 4. [29] The maximal number of distinct squares in a word of length $n$ is $2 n-O(\log n)$.

Although his result does not get very close to the conjectured bound, the methods he uses may prove very useful in further developments. In particular the following lemma suggests that maybe it is possible to relate the upper bounds on the number of runs in a string to the number of distinct squares.

Lemma 4. [29] If the last occurrences of some squares $u^{2}$, $v^{2}$, with $|u|<|v|$ start at position $i$, and the last occurrence of another square $w^{2}$ starts at position $i+1$, then either $|w| \in\{|u|,|v|\}$ or $|w|>2|u|$.

Here we are not going to consider distinct squares but rather look at distinct $k$-th powers with $k$ greater than two. The earlier mentioned results give an implicit upper bound for greater powers as well. On the other hand, it may be the case that we can show significantly smaller upper bounds for cubes, 4 -th powers and so on. Indeed it is the case as the next theorem illustrates.

Theorem 5. The number of distinct $k$-th powers, for a fixed integer $k \geq 3$, in a string of length $n$ is at most $\frac{n}{k-2}$.

Proof. We will show the upper bound by considering the last occurrences of every $k$-th power. The proof is split into two parts. We will prove the statement for cubes by considering their starting positions while for higher exponents we will look at their root positions (see below).

Let us start with the case $k=3$. Suppose the last occurrence of two different cubes $u^{3}$ and $v^{3}$ with $|u|<|v|$ start at the same position $i$ in the string. By a simple argument we will arrive at a contradiction by looking at the two cases shown in Figure 3.5.

First let us look at the case when $\left|u^{3}\right| \leq\left|v^{2}\right|$. In this case there is another occurrence of $u^{3}$ starting at position $i+|v|$ contradicting our assumption of the

$$
\left|u^{3}\right|<\left|v^{2}\right|
$$



Figure 3.5: Cubes $u^{3}$ and $v^{3}$ beginning at the same position $i$.
previous occurrence being the last.
Now we are left to treat the case when $\left|v^{2}\right|<\left|u^{3}\right|<\left|v^{3}\right|$. The overlap between the two cubes in this case is at least $2 \cdot|v|$ which is greater than $|v|+|u|$ and from this, Fine and Wilf's theorem tells us it has a period of length $\operatorname{gcd}(|u|,|v|)$. Therefore, there exists some $w$ such that $u=w^{m}$ and $v=w^{n}$, for some integers $m<n$. It is easy to see then that in $\left|w^{3 n}\right|$ the last occurrence of $\left|w^{3 m}\right|$ starts at position $i+3 \cdot(m-n) \cdot|w|$ contradicting our assumption again.

We showed that there can be no two different cubes which have their last occurrence starting at the same position. This implies the bound $n$ for higher distinct powers as well. However, we can prove something stronger, as we claim in the theorem. To achieve that result, we will look at root positions. In a power $u^{k}$ starting at position $i$, with the smallest period of $u$ being $p$, we will call position $i+p$ the second root position, $i+2 p$ the third root position and so on. We show that for the last occurrences of two 4 -th powers $u^{4}$ and $v^{4}$, with $|u|<|v|, u^{4}$ starting at position $i$ and $v^{4}$ starting at position $j$, the following positions cannot coincide:

1. the second root position of $u$ and the second root position of $v$ :
if $3|u|<2|v|$ then $u^{4}$ occurs at $i+|v|$, contradiction;
if $2|v| \leq 3|u|$ then according to Fine and Wilf's theorem $v$ has period $k \cdot p$, for some $k$ and then $u^{4}$ occurs at $i+p$, contradiction.
2. the second root position of $u$ and the third root position of $v$ :
if $3|u| \leq|v|$ then $u^{4}$ occurs at $i+|v|$, contradiction;
if $|v|<3|u| \leq 2|v|$ then again Fine and Wilf's theorem gives us $u^{4}$ occurring at $i+p$, contradiction;
if $2|v|<3|u|$ : if this is the case then similarly as before $u$ and $v$ are powers of the same word and hence $v^{4}$ occurs at $j+p$, contradiction;
3. the second root position of $v$ and the third root position of $u$ :
if $3|u|<|v|$ then $u^{4}$ occurs at $i+|v|$, contradiction;
if $|v| \leq 3|u|$ then $u^{4}$ occurs at $i+p$, contradiction.
4. the third root position of $u$ and the third root position of $v$ :
if $2|u| \leq|v|$ then $u^{4}$ occurs at $i+|v|$, contradiction;
if $|v|<2|u|$ then $u^{4}$ occurs at $i+p$.

We can apply the same argument for 5 -th powers looking at the second, third and fourth root positions and so on for greater powers as well, getting the desired bound.

### 3.3 Conclusion

In conclusion, we have proven the following bounds on repetitions in words:
(i) The maximal number of distinct repetitions of exponent, $e$, with $1<e<2$, in a word of length $n$ is $\Theta\left(n^{2}\right)$.
(ii) The maximal number of primitively rooted $k$-th powers in a word of length $n$ is $\Omega(n \log n)$.

We have also described an $O(m \log n)$ algorithm which can be used to construct strings to illustrate these bounds. Here $O(m)$ is the time complexity of concatenating two strings of length $n$.

## Chapter 4

## Counting scattered subwords

A widely investigated topic in combinatorics on words and formal language theory is that of primitive words. From a formal language point of view most studies are related to languages consisting of only primitive words or just the opposite, languages made up of powers. We take a look at the language of words that stay primitive even when considering their commutative closure. In particular we give some criteria based on the number of scattered subword occurrences which are sufficient but not necessary for a word to be primitive starting from the simplest subwords and going on to formulate inequalities between subword occurrence multiplicities that need hold in order for the containing word to be non-primitive. We consider another interpretation of powers when the building blocks do not need to be exactly the same but rather need to have the same Parikh vector. We show that in the limit this property is equivalent to the classical notion of non-primitivity from the point of view of the number of scattered subword occurrences. After this we move on to investigating how much information about scattered subwords suffices to identify the word uniquely. Eventually, closing the chapter, in Section 4.6 we discuss some cases of an open problem regarding general inequalities between scattered subword multiplicities. In [46] the authors define the so called subword histories, which are formal power series representing the number of subword occurrences. They settle the question of decidability of equalities between these polynomials and ask whether there exists an algorithm to decide whether an inequality of this kind holds for all words over an alphabet. We approach the problem in an incremental way by first
showing that only trivial inequalities between monomial subword histories hold and then characterising subword inequalities with the smaller side consisting of one and the greater side consisting of two terms (a $(1,2)$ instance of subword inequalities). The latter may give rise to the decidability of a wide range of subword inequalities decomposable into simple $(1,2)$ instances.

### 4.1 Parikh matrices and subword histories

A general problem regarding subword multiplicities is to reconstruct a word $w$ if we know the values $|w|_{u}$ for some $u$. For instance over the alphabet $\{a, b\}^{*}$ a word $w$ is uniquely determined by the values $|w|_{a}=|w|_{b}=4$ and $|w|_{a b}=15$. The word in question is $a^{3} b a b^{3}$. On the other hand a word of length 4 is not uniquely determined by the values $|w|_{u},|u| \leq 2$. Both $a b b a$ and baab satisfy the equations. It is shown in the chapter on subwords in [41] that the equation

$$
|v b|_{u a}=|v|_{u a}+\delta_{a, b}|v|_{u}
$$

where

$$
\delta_{i, j}= \begin{cases}1 & \text { when } a=b \\ 0 & \text { when } a \neq b\end{cases}
$$

together with the already mentioned

$$
|w|_{\lambda}=1 \text { and }|w|_{u}=0 \text { if }|w|<|u|
$$

suffice to compute all values $|w|_{u}$. As we saw in Chapter 2, Parikh vectors tell us how many times the letters of the alphabet occur in a word. Sometimes, however, we need more information about structure. A powerful yet simple tool is provided by an extension of the Parikh mapping. In [45] the Parikh matrix is introduced, which extends the notion of the Parikh vector. For an alphabet of $n$ letters the Parikh matrix of a word is an $(n+1) \times(n+1)$ upper triangular matrix that contains information about those scattered subwords of the word that are factors of the concatenation of the alphabet.

Definition 2. Let $\Sigma=\left\{a_{1}, \ldots, a_{k}\right\}$ be an alphabet and $M_{k+1}$ denote the monoid of
square matrices of dimension $k+1$ with matrix multiplication. The Parikh matrix mapping, denoted $\Psi_{k}$, is the morphism: $\Psi_{k}: \Sigma^{*} \rightarrow M_{k+1}$, defined by the condition: if $\Psi_{k}\left(a_{q}\right)=\left(m_{i, j}\right), 1 \leq i, j \leq(k+1)$, then for each $1 \leq i \leq(k+1), m_{i, i}=$ $1, m_{q, q+1}=1$, all other elements of the matrix $\Psi_{k}\left(a_{q}\right)$ being 0 .

It is a morphism, i.e. $\Psi_{k}\left(a_{1} a_{2} \ldots a_{n}\right)=\Psi_{k}\left(a_{1}\right) \times \Psi_{k}\left(a_{2}\right) \times \ldots \times \Psi_{k}\left(a_{n}\right)$, where $\times$ is the usual matrix multiplication. The Parikh matrix mapping is further extended in [57]:

Definition 3. Let $\Sigma$ be an alphabet and $u=b_{1} \ldots b_{|u|}$ be a word in $\Sigma^{*}\left(b_{i} \in \Sigma\right.$ for all $1 \leq i \leq|u|)$. The Parikh matrix mapping induced by the word $u$ over the alphabet, denoted $\Psi_{u}$, is the morphism $\Psi_{u}: \Sigma^{*} \rightarrow M_{|u|+1}$ defined by the condition: if $a \in \Sigma$ and $\Psi_{u}(a)=\left(m_{i, j}\right)_{1 \leq i, j \leq|u|+1}$, then:

$$
m_{i, j}=\left\{\begin{array}{lll}
1 & \text { if } & j=i \\
\delta_{a, b_{j}} & \text { if } & j=i+1 \\
0 & \text { otherwise } &
\end{array}\right.
$$

where $\delta$ is the Kronecker symbol defined above.

The following is an important property $[46,57]$ of these mappings that we will use later:

Lemma 5. Consider $u=b_{1} \ldots b_{|u|} \in \Sigma^{*}\left(b_{i} \in \Sigma\right.$ for all $\left.1 \leq i \leq|u|\right)$ and $w \in \Sigma^{*}$. The matrix $\Psi_{u}(w)=\left(m_{i, j}\right)_{1 \leq i, j \leq|u|+1}$, has the following properties:

1. $m_{i, j}=0$, for all $1 \leq j<i \leq|u|+1$,
2. $m_{i, i}=1$, for all $1 \leq i \leq|u|+1$,
3. $m_{i, j+1}=|w|_{u_{i, j}}$, for all $1 \leq i \leq j \leq|u|$, where $u_{i, j}$ is the word $b_{i} b_{i+1} \ldots b_{j}$.

This means that for any word $w$ and arbitrary letters $x_{1}, x_{2}, \ldots, x_{n}$ the gener-
alised Parikh matrix $\Psi_{x_{1} x_{2} \ldots x_{n}}$ holds the following values

$$
\Psi_{x_{1} x_{2} \ldots x_{n}}(w)=\left(\begin{array}{cccccc}
1 & |w|_{x_{1}} & |w|_{x_{1} x_{2}} & \ldots & |w|_{x_{1} x_{2} \ldots x_{n-1}} & |w|_{x_{1} x_{2} \ldots x_{n}} \\
0 & 1 & |w|_{x_{2}} & \ldots & |w|_{x_{2} \ldots x_{n-1}} & |w|_{x_{2} \ldots x_{n}} \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & |w|_{x_{n}} \\
0 & 0 & 0 & \ldots & 0 & 1
\end{array}\right)
$$

The value of each minor of an arbitrary Parikh matrix is a nonnegative integer [46]. From here one can obtain the so called Cauchy inequality for words and its dual.

Theorem 6. [46,54] The inequality

$$
|w|_{y}|w|_{x y z} \leq|w|_{x y}|w|_{y z}
$$

holds for arbitrary words $w, x, y$ and $z$.
Theorem 7. [54] For all words $u, v, z$ and $w$ :

$$
|u v z|_{w}|v|_{w} \leq|u v|_{w}|v z|_{w} .
$$

### 4.2 Primitivity in the Context of Multisets

In this section we are going to look into languages where just by looking at the Parikh vectors of the language we can decide if it is made up of primitive words or powers greater than or equal to two. As the Parikh vector does not tell us anything about the order of the letters, our investigation is limited to so called commutative languages here.

Definition 4. The commutative closure of a language $L$ consists of all words that can be formed by permuting the letters in the words of $L$ :

$$
\operatorname{com}(L)=\{u \mid \psi(u)=\psi(w), w \in L\} .
$$

We call a language commutative if it is equal to its commutative closure.
Definition 5. The language of primitive words over an alphabet $\Sigma\left(Q_{\Sigma}\right)$ consists
of all such words:

$$
Q_{\Sigma}=\left\{w \in \Sigma^{*} \mid w=u^{p} \Rightarrow p=1\right\}
$$

In the following by the cyclic permutation of a word $w$ we mean the set $c p(w)$ consisting of $w$ 's conjugates.

Definition 6. The language of Lyndon words has the lexicographically smallest word among the cyclic permutations of $w$, for all primitive words $w$.

$$
L=\{w \mid w \in Q \text { and } w \leq u, \forall u \in c p(w)\}
$$

First, we analyze the language of words for which every permutation is primitive, in other words the maximal commutative language containing only primitive words.

Definition 7. The commutative primitive language is the commutative language which consists of all primitive words over $\Sigma$ whose Parikh equivalent words are primitive. We will denote by ComPrim${ }_{\Sigma}$ the commutative primitive language over an alphabet $\Sigma$.

We might omit the subscript $\Sigma$ when it does not create confusion or if a statement is valid for any alphabet. We require that each word that can be formed of the letters of any word in ComPrim to be primitive. We can ensure this by the following:

Proposition 9. [13] A word is in ComPrim $_{\Sigma}$ for some alphabet $\Sigma$ if and only if the elements of its Parikh-vector are relatively prime.

Now let us see what happens with the commutative primitive languages, when a symbol is deleted from or added to the alphabet.

Remark 3. Let $\Sigma=\left\{a_{1}, . ., a_{k}\right\}$ and $\Sigma^{\prime}=\left\{a_{1}, . ., a_{k}, a_{k+1}\right\}$ be some ordered alphabets. If $w \in$ ComPrim $_{\Sigma}$, with Parikh-vector $\psi(w)=\left(n_{1}, . ., n_{k}\right)$ then $w^{\prime} \in$ ComPrim $_{\Sigma^{\prime}}$, with $\psi\left(w^{\prime}\right)=\left(n_{1}, . ., n_{k}, n_{k+1}\right)$, for every value of $n_{k+1}$. However, the converse does not hold, i.e. if we delete a letter from $\Sigma^{\prime}$, then the scattered version of the word which was previously in ComPrim $_{\Sigma^{\prime}}$ will not necessarily be in ComPrim$_{\Sigma}$.

Proof. The first part of the statement trivially holds because for any number $n_{k+1}$ if $\operatorname{gcd}\left(n_{1}, . ., n_{k}\right)=1$, then $\operatorname{gcd}\left(n_{1}, . ., n_{k}, n_{k+1}\right)=1$, where $g c d$ means the greatest
common divisor. The second part can be easily handled too. Let us take $w^{\prime}$ s.t. $\psi\left(w^{\prime}\right)=\left(n_{1}, . ., n_{k}, n_{k+1}\right)$, where $\operatorname{gcd}\left(n_{1}, . ., n_{k}\right)>1$ but $\operatorname{gcd}\left(n_{1}, n_{k+1}\right)=1$, and thus $w^{\prime} \in$ ComPrim $_{\Sigma^{\prime}}$. Clearly, removing $a_{k+1}$ from the alphabet, i.e. deleting the occurrences of this symbol from $w^{\prime}$ leads us to a word $w$, with $\psi(w)=\left(n_{1}, . ., n_{k}\right)$, which by Lemma 9 does not belong to ComPrim $_{\Sigma}$, e.g. in the case of an alphabet $\{a, b, c\}$ taking the Parikh-vector $(6,10,15)$.

Moreover, if we simply delete an occurrence of a letter from a word having Parikh-vector $(6,10,15)$, the resulting word is not in the language anymore.

From Proposition 9 it follows that the greatest common divisor of the numbers in the Parikh-vector of a non-primitive word is greater than 1 . Thus it seems that both $\operatorname{ComPrim}_{\Sigma}$ and its complement are non-semilinear languages. Indeed it is the case as it is shown in $[13,49]$. We give here an alternative proof.

Theorem 8. ComPrim is not semi-linear.
Proof. We can restrict ourselves to the case of binary alphabets without loss of generality. Let us suppose that the commutative primitive language is semi-linear. It is well known (see e.g. [35]) that for every semi-linear language there is a regular one which is letter-equivalent to it. So, due to our assumption there is a regular language $L$ such that for any relatively prime $q$ and $r$ there exists a word $w \in L$ for which $\psi(w)=(q, r)$. Take two different primes $p_{1}>n, p_{2}>(n+1) p_{1}+1$, where $n$ is the number of states of the minimal automaton accepting $L$. Then there is a word $b^{x_{1}} a b^{x_{2}} a \ldots a b^{x_{p_{1}+1}} \in L$ with $x_{1}, \ldots, x_{p_{1}+1} \geq 0, \sum_{i=1}^{p_{1}+1} x_{i}=p_{2}$. Then there is at least one $x_{i}$ that is bigger than $n$. Now this means that there is a sequence of length $l \leq n$ consisting only of $b$ 's that can be pumped arbitrarily many times so that the resulting word will be in $L$. But since $p_{1}$ is prime and $n<p_{1}$ any such $l$ will be a generator of the group of the numbers modulo $p_{1}$ with addition, hence pumping enough times will result in a word with Parikh vector $\left(p_{1}, k l+p_{2}\right)$ for some $k$ so that $\operatorname{gcd}\left(p_{1}, k l+p_{2}\right)>1$, so we arrived to a contradiction.

It is well-known and it also follows directly from Proposition 9, that all primelength words are primitive, except the words that are powers of a single letter. The commutative language containing the non-primitive words contains all words
of the form $a^{x}$ where $x \geq 2, a \in \Sigma$. The commutative closure of the language of primitive words is the same as the commutative closure of the language of Lyndon words $\left(\operatorname{com}\left(Q_{\Sigma}\right)=\operatorname{com}(\operatorname{Lyn})\right)$, and it is exactly the regular language that is the complement of the commutative language containing only non-primitive words:

$$
\Sigma^{*} \backslash\left\{a^{m} \mid m \geq 2, a \in \Sigma\right\}
$$

Note, that the word $a^{2} b^{2}$ is in $\operatorname{com}\left(Q_{\Sigma}\right)$, but not in $\operatorname{ComPrim}_{\Sigma}$.
Hence the commutative language containing only non-primitive words and the commutative closure of the language of primitive words are semi-linear languages in the Parikh sense.

Now, let us look at the complements of the languages mentioned before. Let $\overline{Q_{\Sigma}}$ denote the complement of $Q_{\Sigma}$ (for $|\Sigma| \geq 2$ ), i.e., the language of non-primitive words over an alphabet containing at least two letters. The Parikh image of $\overline{Q_{\Sigma}}$ is the same as the complement of the Parikh image of the commutative primitive language over $\Sigma$, so it is the set of all vectors whose elements are not relatively prime. So as a consequence of Theorem 8

Proposition 10. The language $\overline{Q_{\Sigma}}(|\Sigma| \geq 2)$ is not semi-linear.

Proof. We get this result, because the class of semi-linear languages is closed under multiset complementation ( $[35]$ ), and as we proved earlier in Theorem 8, the commutative primitive language is not semi-linear.

As it is well-known that the family of context-free languages are semi-linear, Proposition 10 provides yet another proof for the language of non-primitive words to be outside the context-free class.

Proposition 11. [13] The language $\overline{Q_{\Sigma}}(|\Sigma|>2)$ is not context-free.

### 4.3 Counting scattered subwords

In [46] the authors describe a nice extension of the Parikh mapping to one that carries more information about the words. They start out by the simple observation that $|w|_{a}|w|_{b}=|w|_{a b}+|w|_{b a}$ and they further develop it into subword histories. Starting from the equality above we can state some simply verifiable requirements for words to be primitive.

Lemma 6. For any non-primitive word $w$ and all words $u=a_{1} a_{2} . . a_{n}$, with $a_{i} \neq a_{j}, \forall i \neq j, 1 \leq i<j \leq n$ and $|w|_{u}>0$, there exists a set $P$ consisting of permutations of $u$ such that $|P| \geq 2^{n}-n$ and for all $p \in P,|w|_{p}>0$.

Proof. Since the letters of $u$ are all different, some permutation $u^{\prime}$ of $u$ must be present as a scattered subword in the primitive root $\sqrt{w}$ of $w$. As $w$ is at least the second power of $\sqrt{w}$, we have at least two non-overlapping occurrences of $u^{\prime}$ in $w$. Hence by taking $k$ letters from the first occurrence of $u^{\prime}$ in all possible ways and the remaining $n-k$ letters from its second occurrence we get $\binom{n}{k}$ permutations of $u^{\prime}$ different from each other that are scattered subwords of $w$. Note that by taking the first $k$ letters from the first occurrence we get $u^{\prime}$ itself, so when summing all the possible combinations for $0 \leq k \leq n$, the identical permutation, i.e. $u^{\prime}$ is counted $n+1$ times. Hence the least (depending on the word there may be more) number of permutations of $u^{\prime}$ that are different from each other and are scattered subwords of $w$ is:

$$
\binom{n}{0}+\binom{n}{1}+\ldots+\binom{n}{n}-n=2^{n}-n .
$$

By taking the set of all these permutations to be $P$ we get the statement above.

Note, that in the previous proof in fact we only needed $w$ to have a factor which is a second power of some word, thus the statement can be more generally stated for all words of the form $w=x v v y$, where $v$ is not the empty word.

The fact that both Parikh-matrices and Lyndon words look like they require smaller letters (w.r.t. the ordering of the alphabet) to be at the beginning of the word suggests that there is some kind of a connection between the minimal words (w.r.t. the ordering of the alphabet) and the words with the maximal Parikh-matrix (maximal in the sum of the elements of the matrix). However, as we will shortly see we were not successful in establishing a general relation between them. But first let us state a condition for the maximality of the Parikh-matrix of $w$ among its cyclic permutations in the case of binary alphabets.

Remark 4. The Parikh-matrix of any word $w \in\{a, b\}^{*}$ is maximal ( $a<b$ ) among its cyclic permutations if and only if for any decomposition $w=u v$ :

$$
|u|_{a}|v|_{b} \geq|u|_{b}|v|_{a}
$$

The validity of the following examples can be easily seen with the help of Remark
4. For any word containing at most five blocks, i.e. of the forms $a^{*} b^{*} a^{*} b^{*} a^{*}$, $b^{*} a^{*} b^{*} a^{*} b^{*}$, for every word $w$ that has the maximal $(a<b)$ Parikh-matrix among its cyclic permutations either $w(a<b)$ or its reverse $(b<a)$ is a Lyndon word. For words having more blocks than 5 the statement is not true; it is contradicted by, say $a^{3} b a^{4} b a b$, as Lyndon words depend on the prefix blocks of the word rather than the value of the Parikh-matrix.

Although the above mentioned attempt did not lead to a direct relation between Parikh-matrices and Lyndon words, we can say the following:

Proposition 12. For all words $w=a_{1} \ldots a_{n}, w_{r}=a_{n} a_{1} \ldots a_{n-1}, w_{l}=a_{2} \ldots a_{n} a_{1}$ over a binary alphabet the minimal among the three (w.r.t. the ordering of the alphabet) has the maximal Parikh-matrix.

For alphabets having more than two letters the statement does not hold, e.g. in the case of the word accb (which is lexicographically the smallest among its conjugates) the sum of the elements in its Parikh matrix is 9 whereas for its lexicographically greater conjugate bacc this sum is 10 .

In [44] the authors consider the problem of deciding about a matrix whether or not there exists a word which has this matrix as its extended Parikh image. Besides the formal requirements of Parikh matrices - that is, they need to be uppertriangular and the main diagonal has to consist of 1's - the values are restricted by subword histories. For instance the simplest and most frequently used subword history relation is $|w|_{a}|w|_{b}=|w|_{a b}+|w|_{b a}$, for some word $w$ and letters $a \neq b$ (the distinction is necessary since $|w|_{a a}=\binom{|w|_{a}}{2}$. This equality clearly restricts the values of the third diagonal in terms of the second. Above that, i.e. about the values of the fourth, fifth, etc. diagonals we cannot say much. In fact it is shown that they can be almost arbitrary positive integers. [44] also provides a polynomial time algorithm to check if there is any word the image of which is the given matrix. We will see in this section that things are easier when we have non-primitive words instead of arbitrary ones. Moreover, the results presented here apply to the extended Parikh matrices too, introduced in [57].

The main result of this section is the following theorem:

Theorem 9. For all words $w, u \in \Sigma^{+}, u=a_{1} a_{2} \ldots a_{k}$ and $n, k>1$ :

$$
\left|w^{n}\right|_{u} \leq\left(\frac{n+1}{2 n}\right)^{k-1}\left|w^{n}\right|_{a_{1}}\left|w^{n}\right|_{a_{2} \ldots}\left|w^{n}\right|_{a_{k}}
$$

To prove the theorem we need to see a few other statements first. First of all, counting the number of subword occurences in a non-primitive word should be possible by knowing only its root, and indeed it is.

Lemma 7. For all words $w, u \in \Sigma^{*}, u=a_{1} a_{2} \ldots a_{k}$ :

$$
\left|w^{n}\right|_{u}=\sum_{i=1}^{\min (|u|, n)}\left(\binom{n}{i} \sum_{u=u_{1} \ldots u_{i}} \prod_{j=1}^{i}|w|_{u_{j}}\right)
$$

where all $u_{j}$ are non-empty factors of $u$.
Proof. It is easy to see that the number of occurrences of a word $u$ in some power of $w$ can be computed by factoring $u$ in all possible ways and for each factorization multiplying the number of occurrences of these factors in $w$.

For Theorem 9 we need to establish a relation between the multiplicities of different permutations of the same word.

Lemma 8. For all words $w^{n} \in \Sigma^{+}$and $a, b \in \Sigma$, with $n>1$ and $\left|w^{n}\right|_{a},\left|w^{n}\right|_{b}>0$ we have:

$$
\frac{n-1}{n+1} \leq \frac{\left|w^{n}\right|_{a b}}{\left|w^{n}\right|_{b a}} \leq \frac{n+1}{n-1} .
$$

Proof. For $a=b$ the value of the fraction is 1 so the inequality holds. Hence we may assume that $a \neq b$. By Lemma 7 we have a formula for $\left|w^{n}\right|_{a b}$ in terms of $n$ and $|w|_{a b}$. If we express $|w|_{a b}$ from this formula and use basic equalities from subword histories, we get:

$$
\begin{align*}
|w|_{a b} & =\frac{2 n\left|w^{n}\right|_{a b}-(n-1)\left|w^{n}\right|_{a}\left|w^{n}\right|_{b}}{2 n^{2}} \\
& =\frac{2 n\left|w^{n}\right|_{a b}-(n-1)\left(\left|w^{n}\right|_{a b}+\left|w^{n}\right|_{b a}\right)}{2 n^{2}} \\
& =\frac{(n+1)\left|w^{n}\right|_{a b}-(n-1)\left|w^{n}\right|_{b a}}{2 n^{2}} \tag{4.1}
\end{align*}
$$

Since $|w|_{a}|w|_{b}=|w|_{a b}+|w|_{b a}$, we also know that

$$
\begin{equation*}
|w|_{a b} \leq|w|_{a}|w|_{b}=\frac{\left|w^{n}\right|_{a}}{n} \frac{\left|w^{n}\right|_{b}}{n}=\frac{\left|w^{n}\right|_{a b}+\left|w^{n}\right|_{b a}}{n^{2}} \tag{4.2}
\end{equation*}
$$

From equations (4.1) and (4.2) it follows that:

$$
\begin{gathered}
(n+1)\left|w^{n}\right|_{a b}-(n-1)\left|w^{n}\right|_{b a} \leq 2\left(\left|w^{n}\right|_{a b}+\left|w^{n}\right|_{b a}\right) \\
\frac{n-1}{n+1} \leq \frac{\left|w^{n}\right|_{b a}}{\left|w^{n}\right|_{a b}}
\end{gathered}
$$

If we follow the same procedure for $|w|_{b a}$ we get the other bound too.

In particular taking $n=2$ this means that for a word $w$ if $\frac{|w|_{a b}}{|w|_{b a}}$ is less than $\frac{1}{3}$ or more than 3 then $w$ is primitive. Note that because of Lemma 6, if the conditions $|w|_{a b},|w|_{b a}>0$ are not satisfied, we can state directly that $w$ is a primitive word.

Theorem 10. In Lemma 8:

1. the bounds are sharp, i.e. the equality is reached if and only if

$$
p r_{\{a, b\}}(w) \in a_{1}^{+} a_{2}^{+}, a_{1}, a_{2} \in\{a, b\}, a_{1} \neq a_{2}
$$

2. the ratio is equal to 1 if $\operatorname{pr}_{\{a, b\}}(w)$ is a palindrome but the converse does not hold.
where $\operatorname{pr}_{\Sigma}(w)$ is the projection of $w$ on the alphabet $\Sigma$.

Proof. 1. the if part is fairly easy to show. We can get the number $\left|w^{n}\right|_{a_{1} a_{2}}$ by summing up for all occurrences of $a_{1}$ the $a_{2}$ 's that follow them. So if $\psi(w)=\left(n_{1}, n_{2}\right)$ then this number will be $n_{1}\left(n_{2} n\right)+n_{1}\left(n_{2}(n-1)\right)+. .+n_{1} n_{2}=n_{1} n_{2} \frac{n(n+1)}{2}$ whereas for $\left|w^{n}\right|_{a_{2} a_{1}}$ we get $n_{2}\left(n_{1}(n-1)\right)+n_{2}\left(n_{1}(n-2)\right)+. .+n_{2} n_{1}=n_{2} n_{1} \frac{(n-1) n}{2}$. Dividing one with the other results in the bounds of Lemma 8. For the only if part we may assume that $\frac{\left|w^{n}\right| a_{1} a_{2}}{\left|w^{n}\right| a_{2} a_{1}}=\frac{n+1}{n-1}$. Lemma 7 tells us that

$$
\frac{\left|w^{n}\right|_{a_{1} a_{2}}}{\left|w^{n}\right|_{a_{2} a_{1}}}=\frac{n|w|_{a_{1} a_{2}}+\binom{n}{2}|w|_{a_{1}}|w|_{a_{2}}}{n|w|_{a_{2} a_{1}}+\binom{n}{2}|w|_{a_{1}}|w|_{a_{2}}}=\frac{2|w|_{a_{1} a_{2}}+(n-1)\left(|w|_{a_{1} a_{2}}+|w|_{a_{2} a_{1}}\right)}{2|w|_{a_{2} a_{1}}+(n-1)\left(|w|_{a_{1} a_{2}}+|w|_{a_{2} a_{1}}\right)} .
$$

Using the initial assumption $\frac{\mid w^{n} a_{1} a_{2}}{\left|w^{n}\right| a_{2} a_{1}}=\frac{n+1}{n-1}$ we get that

$$
(n+1)^{2}|w|_{a_{2} a_{1}}+\left(n^{2}-1\right)|w|_{a_{1} a_{2}}=\left(n^{2}-1\right)|w|_{a_{1} a_{2}}+(n-1)^{2}|w|_{a_{2} a_{1}}
$$

and after short computation this leads us to $|w|_{a_{2} a_{1}}=0$ so we can conclude the proof. For the other bound the argumentation goes along the same line.
2. $w$ being a palindrome means $w$ is equal to its reverse $w^{r}$. We can easily see that for all words $u, v$ the relation $|u|_{v}=\left|u^{r}\right|_{v^{r}}$ holds, so $|w|_{a_{1} a_{2}}=\left|w^{r}\right|_{a_{2} a_{1}}=|w|_{a_{2} a_{1}}$ and this proves our claim. The converse does not hold in general; take for instance the word $w=a b a a a b b a a$ which is not a palindrome, but $\left|w^{n}\right|_{a b}=\left|w^{n}\right|_{b a}$ holds for any $n$.

Now we are ready to prove Theorem 9.
Proof. (of Theorem 9) If $u$ is not a subword of $w^{n}$ then the inequality is trivially satisfied. From Lemma 8 we know that for all pairs $a_{i}, a_{j}$ :

$$
\frac{n-1}{n+1} \leq \frac{\left|w^{n}\right|_{a_{i} a_{j}}}{\left|w^{n}\right|_{a_{j} a_{i}}} \leq \frac{n+1}{n-1}
$$

and we have from subword histories that

$$
|w|_{a}|w|_{b}=|w|_{a b}+|w|_{b a} .
$$

So we get

$$
\begin{gather*}
\frac{\left|w^{n}\right| a_{i} a_{j}}{\left|w^{n}\right| a_{i}\left|w^{n}\right| a_{j}} \leq \frac{\left|w^{n}\right| a_{i} a_{j}}{\left|w^{n}\right| a_{i} a_{j}+\left|w^{n}\right| a_{j} a_{i}} \leq \frac{n+1}{2 n} \Rightarrow \\
\Rightarrow\left|w^{n}\right| a_{i} a_{j} \leq \frac{n+1}{2 n}\left|w^{n}\right| a_{i}\left|w^{n}\right| a_{j} \tag{4.3}
\end{gather*}
$$

At the same time from the general form of Theorem 6 we have:

$$
\begin{equation*}
\left.\left.\left|w^{n}{\mid a_{2}}\right| w^{n}\right|_{a_{3} \ldots} \ldots w^{n}\right|_{a_{k-1}}\left|w^{n}\right|_{a_{1} a_{2} \ldots a_{k}} \leq\left.\left|w^{n}{\mid a_{1} a_{2}}\right| w^{n}\right|_{a_{2} a_{3} \ldots} \ldots\left|w^{n}\right|_{a_{k-1} a_{k}} \tag{4.4}
\end{equation*}
$$

Thus equations (4.3) and (4.4) yield:

$$
\left|w^{n}\right|_{a_{2} \ldots}\left|w^{n}\right|_{a_{k-1}}\left|w^{n}\right|_{a_{1} a_{2} \ldots a_{k}} \leq\left(\frac{n+1}{2 n}\right)^{k-1}\left|w^{n}\right|_{a_{1}}\left|w^{n}\right|_{a_{2} \ldots}^{2}\left|w^{n}\right|_{a_{k-1}}^{2}\left|w^{n}\right|_{a_{k}} .
$$

Dividing both sides by $\left|w^{n}\right|_{a_{2}} \ldots\left|w^{n}\right|_{a_{k-1}}$ reduces the inequality to the desired form.

Note that the bounds are sharp, that is the inequality becomes an equality exactly in the cases of Theorem 10. As we have seen, the bound for the difference between the number of occurrences of a word $u$ and some permutation of it in some non-primitive word $w^{n}$ decreases as $n$ increases. At the same time - as it is to be expected intuitively - as $n$ grows, the ratio between the number of occurrences of some $u$ in $w^{n}$ and in $w^{n+k}$ decreases for a fixed $k$.

Proposition 13. For all words $w, u$, numbers $n_{1} \leq n_{2}$ and $k$ such that $\left|w^{n_{1}+k}\right|_{u} \geq 0$ we have:

$$
\frac{\left|w^{n_{1}}\right|_{u}}{\left|w^{n_{1}+k}\right|_{u}} \leq \frac{\left|w^{n_{2}}\right|_{u}}{\left|w^{n_{2}+k}\right|_{u}}
$$

Proof. From the dual of the Cauchy inequality (Theorem 7) for words [46] we have that:

$$
\left|w^{\left(n_{2}-n_{1}\right)} w^{n_{1}} w^{k}\right|_{u}\left|w^{n_{1}}\right|_{u} \leq\left|w^{n_{2}-n_{1}} w^{n_{1}}\right|_{u}\left|w^{n_{1}} w^{k}\right|_{u}
$$

i.e. $\left|w^{n_{2}+k}\right|_{u}\left|w^{n_{1}}\right|_{u} \leq\left|w^{n_{2}}\right|_{u}\left|w^{n_{1}+k}\right|_{u}$. If $\left|w^{n_{1}+k}\right|_{u}>0$ we can order the factors to get the desired form.

### 4.4 Subwords of the Thue-Morse word

Investigation concerning subword multiplicities of specific primitive words have been done in the past. Some of these results concerned factors of the Thue-Morse word. For the morphism $h$ generating the Thue-Morse word $h(a)=a b$ and $h(b)=b a$ let $u_{n}=h^{n}(a), v_{n}=h^{n}(b)$. First we mention two earlier results from others that were achieved in this direction and then present our result concerning subword multiplicities of words from the concatenation power of some word sets. In [48] the following statement is shown:

Proposition 14. [48] For every word $x$ such that $0 \leq|x| \leq n,\left|u_{n}\right|_{x}=\left|v_{n}\right|_{x}$. Furthermore there exists a word $x$ of length $n+1$ such that $\left|u_{n}\right|_{x} \neq\left|v_{n}\right|_{x}$.

In [2] a similar line of study is followed. Let $t[m]$ denote the prefix of length $m$ of the Thue-Morse word. Then we get:

Proposition 15. [2] For every prime number $p$, and for every positive integer $n$, there exists a positive integer $m=f(p, n)$ such that, for every non-empty word $v$ of length less than or equal to $n,|t[m]|_{v} \equiv 0 \bmod p$.

Our next theorem, although it is more general, has some implications for the scattered subword complexity of non-primitive words too. Namely if we take two sets of words $S_{1}$ and $S_{2}$ such that all the words in $S_{1}$ have the same Parikh vector and all the words in $S_{2}$ have the same Parikh vector then, as $n$ increases, the ratio of the number of occurrences of some words $w_{1}, w_{2}$ of the same length in a word $u \in S_{1}^{n}$ and in a word $v \in S_{2}^{n}$, respectively, will tend towards a number that depends only on the Parikh-images of $w_{1}, w_{2}, S_{1}, S_{2}$.

Theorem 11. For two sets $S_{1}=\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}, S_{2}=\left\{v_{1}, v_{2}, \ldots, v_{l}\right\}$ with $u_{i}, v_{j} \in$ $\Sigma^{+}$such that $\psi\left(S_{1}\right)=\left\{\psi\left(u_{1}\right)\right\}, \psi\left(S_{2}\right)=\left\{\psi\left(v_{1}\right)\right\}$, for some strictly increasing function $g: I N \rightarrow I N$, for some functions $f_{i}: I N \rightarrow S_{i}^{+}$with $f_{1}(n) \in S_{1}^{g(n)}, f_{2}(n) \in S_{2}^{g(n)}$ and for all words $w_{1}=a_{1} a_{2} \ldots a_{r}$ and $w_{2}=b_{1} b_{2} \ldots b_{r}$ such that alph $\left(w_{1}\right)=$ $\operatorname{alph}\left(w_{2}\right)=\operatorname{alph}\left(u_{1}\right)=\operatorname{alph}\left(v_{1}\right)$.

$$
\lim _{n \rightarrow \infty} \frac{\left|f_{1}(n)\right|_{w_{1}}}{\left|f_{2}(n)\right|_{w_{2}}}=\frac{\left.\left|u_{1}\right|_{a_{1}}\left|u_{1}\right|_{a_{2} \ldots} \ldots u_{1}\right|_{a_{r}}}{\left|v_{1}\right| b_{1}\left|v_{1}\right|_{b_{2}} \ldots\left|v_{1}\right|_{b_{r}}}
$$

Proof. For some $n$ let $f_{1}(n)=u_{i_{1}} u_{i_{2}} \ldots u_{i_{g(n)}}, f_{2}(n)=v_{j_{1}} v_{j_{2}} \ldots v_{j_{g(n)}}$. Now for any $n$ such that $g(n) \geq r$

$$
\begin{aligned}
\left|f_{1}(n)\right|_{w_{1}}= & \sum_{t=1}^{g(n)}\left|u_{i_{t}}\right|_{w_{1}}+\left.\sum_{t_{1}=1}^{g(n)-1} \sum_{t_{2}=t_{1}+1}^{g(n)} \sum_{t_{3}=1}^{r-1}\left|u_{t_{1}}\right|_{a_{1} . . a_{t_{3}}}\left|u_{t_{2}}\right|\right|_{t_{3}+1} \ldots a_{r}+\ldots+ \\
& \sum_{t_{1}=1}^{g(n)-r+1} \sum_{t_{2}=t_{1}+1}^{g(n)-r+2} \ldots \sum_{t_{r}=t_{r-1}+1}^{g(n)}\left|u_{t_{1}}\right| a_{1}\left|u_{t_{2}}\right|{ }_{a_{2}} \ldots\left|u_{t_{r}}\right|_{a_{r}} .
\end{aligned}
$$

The formula is similar for $f_{2}(n)$. This means that we take all possible decompositions of $w_{1}$ and all possible combinations of the words $u_{i}$ in which they appear. Hence the $l$ th term in the formula stands for the sum of decomposing $w_{1}$ in $l$ parts $w_{1}=w_{1}^{\prime} w_{2}^{\prime} \ldots w_{l}^{\prime}$, choosing $l$ components of $f_{1}(n)$ and multiplying the number of appearances of $w_{i}^{\prime}$ in the $i$ th component picked for all $1 \leq i \leq r$. Formally this $l$ th
term is:

$$
\sum_{t_{1}=1}^{g(n)-r+1} \sum_{t_{2}=t_{1}+1}^{g(n)-r+2} \ldots \sum_{t_{l}=t_{l-1}+1}^{g(n)} \sum_{w_{1}=w_{1}^{\prime} w_{2}^{\prime} \ldots w_{l}^{\prime}}\left|u_{t_{1}}\right|_{w_{1}^{\prime}}\left|u_{t_{2}}\right|_{w_{2}^{\prime} \ldots}\left|u_{t_{l}}\right|_{w_{l}^{\prime}}
$$

Now let us define

$$
\operatorname{Term}_{i}(l)=\left\{\left.\left|u_{1}\right|_{w_{1}^{\prime}}\left|u_{2}\right|_{w_{2}^{\prime} \ldots} \ldots u_{l}\right|_{w_{l}^{\prime}} \mid w_{i}=w_{1}^{\prime} w_{2}^{\prime} \ldots w_{l}^{\prime}, u_{j} \in S_{i}, 1 \leq j \leq l\right\}
$$

as the set of the number of occurrences of $w_{i}$ in words from the set $S_{i}^{n}$. Moreover let

$$
\begin{aligned}
& \operatorname{fmax}_{i}(n)=\sum_{j=1}^{r}\binom{n}{j} \max \operatorname{Term}_{i}(j) \\
& \operatorname{fmin}_{i}(n)=\sum_{j=1}^{r}\binom{n}{j} \min \operatorname{Term}_{i}(j)
\end{aligned}
$$

Now it is clear that

$$
\frac{\min _{1}(g(n))}{\operatorname{fmax}_{2}(g(n))} \leq \frac{\left|f_{1}(n)\right|_{w_{1}}}{\left|f_{2}(n)\right|_{w_{2}}} \leq \frac{f \max _{1}(g(n))}{\operatorname{fmin}_{2}(g(n))}
$$

for every $n$ s.t. $g(n) \geq r$. Notice that $\operatorname{fmax}_{i}$ and $f \min _{i}$ are polynomials in $g(n)$ of degree $r$ with the terms of the highest degree in them being $\binom{n}{r} \max \operatorname{Term}_{i}(r)$ and $\binom{n}{r} \min \operatorname{Term}_{i}(r)$, respectively so the limit of the fractions above is given by the ratio of these terms. At the same time

$$
\begin{aligned}
& \max \operatorname{Term}_{1}(r)=\min \operatorname{Term}_{1}(r)=\binom{n}{r}\left|u_{1}\right|_{a_{1}}\left|u_{1}\right|_{a_{2}} \ldots\left|u_{1}\right|_{a_{r}} \\
& \max \operatorname{Term}_{2}(r)=\min \operatorname{Term}_{2}(r)=\binom{n}{r}\left|v_{1}\right|_{b_{1}}\left|v_{1}\right|_{b_{2}} \ldots\left|v_{1}\right|_{b_{r}}
\end{aligned}
$$

so we get

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{\operatorname{fmin}_{1}(g(n))}{\operatorname{fmax}_{2}(g(n))} & =\lim _{n \rightarrow \infty} \frac{\operatorname{fmax}_{1}(g(n))}{f \min _{2}(g(n))}=\lim _{n \rightarrow \infty} \frac{\left|f_{1}(n)\right|_{w_{1}}}{\left|f_{2}(n)\right|_{w_{2}}}= \\
& =\frac{\left|u_{1}\right| a_{1}\left|u_{1}\right|_{a_{2}} \ldots\left|u_{1}\right|_{a_{r}}}{\left|v_{1}\right|_{b_{1}}\left|v_{1}\right| b_{2} \ldots\left|v_{1}\right|_{b_{r}}}
\end{aligned}
$$

The following two examples apply the result for a special kind of primitive words and for non-primitive words.

Example 3. Let $u_{n}, v_{n}$ be factors of the Thue-Morse word as defined at the beginning of this section. Then for any two words $w_{1}, w_{2}$ with $\left|w_{1}\right|=\left|w_{2}\right|$ over the alphabet $\{a, b\}$ :

$$
\lim _{n \rightarrow \infty} \frac{\left|u_{n}\right|_{w_{1}}}{\left|v_{n}\right|_{w_{2}}}=1
$$

This follows from Theorem 11 because $u_{n}, v_{n} \in\{01,10\}^{2^{n}}$. Note that this example is also a direct consequence of Ochsenschlager's theorem (Proposition 14 above).

Example 4. For any words $u, v$ and $w=a_{1} a_{2} \ldots a_{k}$ such that $\operatorname{alph}(u)=\operatorname{alph}(v)=$ $\operatorname{alph}(w)$ :

$$
\lim _{n \rightarrow \infty} \frac{\left|u^{n}\right|_{w}}{\left|v^{n}\right|_{w}}=\frac{|u|_{a_{1}}|u|_{a_{2}} \ldots|u|_{a_{k}}}{|v|_{a_{1}}|v|_{a_{2}} \ldots|v|_{a_{k}}}
$$

### 4.5 Inferring primitivity from partial information

It would be nice to know what subword multiplicities we have to know about a word $w$ so that we can tell whether $w$ is primitive. As it is known, there is no fixed set $S$ of words so that knowing the multiplicities of the elements of $S$ as scattered subwords of a word $w$ would uniquely identify $w$. As we will see we can establish a similar result concerning primitive words, namely that there is no set $S$ as before based on which one could decide the primitivity of any word. In what follows $T_{k}$ means an alphabet of $k$ letters. We recall from [55] the following:

Lemma 9. [55] Assume that $S \subset \Sigma_{k}^{*}, k \geq 2$, is a set of words of a finite cardinality $i$, the longest word in $S$ being of length $j$. Then there is a bound $t_{0}$ such that, whenever $t \geq t_{0}$, there are different words $w, w^{\prime} \in \Sigma_{k}^{*}$ with $|w|=\left|w^{\prime}\right|=t$ such that $|w|_{u}=\left|w^{\prime}\right|_{u}$, for every $u \in S$.

We can conclude a similar fact about primitive words.

Theorem 12. Assume that $S \subset \Sigma_{k}^{*}, k \geq 2$, is a set of words of a finite cardinality. Then we can always find a primitive word $z$ and a non-primitive one $z^{\prime}$ such that, $|z|_{u}=\left|z^{\prime}\right|_{u}$, for every $u \in S \cup \Sigma$.

Proof. Let $w$ be the concatenation of all the words in $S$. Note that Lemma 9 is valid for any finite set, hence also for the set of factors of $w$, so there exist two
different words $v_{1}, v_{2}$ which have the same Parikh matrix with respect to $w . S$ is a subset of the set of $w$ 's factors, so for some words $v_{1}, v_{2}, \Psi_{w}\left(v_{1}\right)=\Psi_{w}\left(v_{2}\right)$ implies $\left|v_{1}\right|_{u}=\left|v_{2}\right|_{u}$, for every $u \in S$. From $\Psi_{w}\left(v_{1}\right)=\Psi_{w}\left(v_{2}\right)$ it follows that $\Psi_{w}\left(v_{1}^{t} v_{2}^{t}\right)=\Psi_{w}\left(\left(v_{1} v_{2}\right)^{t}\right) .\left(v_{1} v_{2}\right)^{t}$ is obviously not primitive so now we only have to show that $v_{1}^{t} v_{2}^{t}$ is primitive. So let us suppose it is non-primitive (remember that $v_{1} \neq v_{2}$ ). We can distinguish five cases depending on the length of the supposed primitive root of $v_{1}^{t} v_{2}^{t}$ :

1. $\left|\sqrt{v_{1}^{t} v_{2}^{t}}\right|=1$ : in this case both $v_{1}$ and $v_{2}$ would be powers of the same letter, meaning $v_{1}=v_{2}$, contradiction.
2. $\left|\sqrt{v_{1}^{t} v_{2}^{t}}\right|=2$ : in this case $v_{1}^{2}=v_{2}^{2}$ hence $v_{1}=v_{2}$, contradiction.
3. $\left|\sqrt{v_{1}^{t} v_{2}^{t}}\right|=t$ : in this case we get directly $v_{1}=v_{2}$, contradiction.
4. $\left|\sqrt{v_{1}^{t} v_{2}^{t}}\right|=2 t$ : in this case $v_{1}^{2}=v_{2}^{2}$ see 2 .
5. $\left|\sqrt{v_{1}^{t} v_{2}^{t}}\right|=t^{2}$ : in this case $v_{1}^{t}=v_{2}^{t}$ which means $v_{1}=v_{2}$, contradiction.

This way we proved that $v_{1}^{t} v_{2}^{t}$ is primitive, so choosing $z=v_{1}^{t} v_{2}^{t}$ and $z^{\prime}=\left(v_{1} v_{2}\right)^{t}$ we can conclude the proof.

We can see now that no fixed set is enough for deciding the primitivity of a word. However, as it is shown in [55] if the size of the set depends on the length of the word we want to infer, it is possible to reconstruct the word based on information about scattered subwords.

Theorem 13. [55] Assume that $w$ and $w^{\prime}$ are words over the alphabet $\{a, b\}$ with the same Parikh vector $(r, s)$ and that

$$
|w|_{a b^{i}}=\left|w^{\prime}\right|_{a b^{i}}, 1 \leq i \leq \min (r, s)
$$

Then $w=w^{\prime}$.

However, a non-primitive word can probably be uniquely inferred from less information.

Conjecture 1. Assume that $w$ and $w^{\prime}$ are non-primitive words over the alphabet
$\{a, b\}$ with the same Parikh vector $(r, s)$ and that

$$
|w|_{a b^{i}}=\left|w^{\prime}\right|_{a b^{i}}, 1 \leq i \leq \frac{\min (r, s)}{\operatorname{scd}(r, s)}
$$

where $\operatorname{scd}(r, s)$ is the smallest common divisor of $r$ and $s$ which is greater than 1 .
Then $w=w^{\prime}$.

### 4.6 Subword inequalities

The idea of considering subword histories stems from a simple observation as described in [46]:

$$
|w|_{a b}+|w|_{b a}=|w|_{a}|w|_{b}
$$

for any $w \in \Sigma^{*}$ and $a \neq b$. From here one can develop all sorts of useful relations between the count of subword occurrences.

Definition 8. [46] Consider an alphabet $\Sigma$ and a word $w \in \Sigma^{*}$. A subword history in $\Sigma$ and its value in $w$ are defined recursively as follows.

- Every $u \in \Sigma^{*}$ is a subword history in $\Sigma$, referred to as monomial, and its value in $w$ equals $|w|_{u}$.
- Assume that $S H_{1}$ and $S H_{2}$ are subword histories with values $\alpha_{1}$ and $\alpha_{2}$, respectively. Then

$$
-\left(S H_{1}\right),\left(S H_{1}\right)+\left(S H_{2}\right) \text { and }\left(S H_{1}\right) \times\left(S H_{2}\right)
$$

are subword histories with values

$$
-\alpha_{1}, \alpha_{1}+\alpha_{2} \text { and } \alpha_{1} \alpha_{2},
$$

respectively.
Two subword histories are termed equivalent if they assume the same value in any $w$. A subword history is linear if it is obtained without using the operation $\times$. Perhaps the most basic question about two subword histories is whether they are equivalent or not. This question is settled by the authors in the same paper they define subword histories.

Theorem 14. Every subword history is equivalent to a linear subword history. Moreover, given a subword history, an equivalent linear subword history can be effectively constructed.

Probably the most natural question to ask after equivalence, where applicable, is about inequalities. We write $S H_{1} \leq S H_{2}$ if, for all words $w$, the value of $S H_{1}$ in $w$ is at most that of $S H_{2}$ in $w$. The problem posed in [46] is: is the inequality decidable for two given subword histories?

Theorem 14 tells us that it is enough to consider subword histories that are linear. From now on we will use the term subword inequality $(S I)$ rather than the longer inequality between subword histories, and we mean basically the same, except for the coefficients of the terms. A $S I$ is of the form:

$$
\sum_{i=1}^{m} \alpha_{i}|w|_{u_{i}} \leq \sum_{j=1}^{n} \beta_{j}|w|_{v_{j}}
$$

where the $\alpha$ 's and $\beta$ 's are positive integers, the coefficients of the terms. For the sake of simplicity we will write the above $S I$ as $\sum_{i=1}^{m} \alpha_{i} u_{i} \leq \sum_{j=1}^{n} \beta_{j} v_{j}$.

In [46] the authors give an example of a $S I$ which is true for any word:

$$
b a a b<b a b+b a a a b
$$

It turns out that this example encompasses the very essence of the problem. In fact, all $S I$ s that are "extended" versions of the one above hold for any word. We will elaborate in this section on what extended in the previous sentence exactly means. In addition to the notions introduced in the opening chapter and the first section of this chapter, we will often refer to the number of blocks of a given word. A continuous subword $z$ of the word $w$ is a block of $w$ if $z=a^{k}$, for some $a \in \Sigma, k>0$, and there are no words $u, v$ such that $w=u a z v$ or $w=u z a v$. In other words, blocks are maximal continuous subwords that are powers of one letter. If $w=a_{1}^{k_{1}} a_{2}^{k_{2}} \ldots a_{n}^{k_{n}}$ with $a_{i} \neq a_{i+1}$ for $1 \leq i \leq n-1$, we will call $\operatorname{red}(w)=a_{1} a_{2} \ldots a_{n}$ the reduced form of $w$, and $\operatorname{pow}(w)=\left(k_{1}, k_{2}, . ., k_{n}\right)$ the power vector of $w$. First we examine the inequalities where both sides comprise exactly one term.

Theorem 15. For any two words $u, v \in \Sigma^{*}$ with $u \neq v$ there exist $w_{1}, w_{2} \in \Sigma^{*}$ such that:

- $\left|w_{1}\right|_{u}<\left|w_{1}\right|_{v}$ and
- $\left|w_{2}\right|_{u}>\left|w_{2}\right|_{v}$

Proof. We will treat the problem by decomposing it into two cases.

1. Neither of the words $u$ and $v$ is a subword of the other.

In this case by choosing $w_{1}=v$ and $w_{2}=u$ the statement is proved.
2. $u$ is a subword of $v$ (the symmetric case of $v$ being a subword of $u$ can be treated identically).

In this case $w_{2}=u$ takes care of the second part of the statement so we have to find $w_{1}$ such that $\left|w_{1}\right|_{u}<\left|w_{1}\right|_{v}$. Consider writing $v$ in the form $v=$ $a_{1}^{k_{1}} a_{2}^{k_{2}} \ldots a_{n}^{k_{n}}$, with $a_{i} \in \Sigma, k_{i} \geq 1$ for $1 \leq i \leq n$, and $a_{i} \neq a_{i+1}, 1 \leq i \leq n-1$. Since $u$ is a subword of $v$ we can write it in the form $u=a_{i_{1}}^{l_{1}} a_{i_{2}}^{l_{2}} \ldots a_{i_{m}}^{l_{m}}$, where $i_{j} \leq n$ for $1 \leq j \leq m$, and $i_{j}<i_{j+1}$ for $1 \leq j \leq m-1$.
Now consider some word $w_{0}=a_{1}^{k} a_{2}^{k} \ldots a_{n}^{k}$ with

$$
k>\max \left(\max _{j}\left\{l_{j}\right\}, \max _{i}\left\{k_{i}\right\}\right)
$$

. The block sequence of an occurrence $I=\left(i_{1}, i_{2}, . ., i_{r}\right)$ of $u$ in $w_{0}$, in symbols $\operatorname{bseq}\left(I, w_{0}\right)$, obtained by replacing every $i$ in $I$ with $\lfloor(i-1) / k\rfloor+1$, that is with the index of the $w_{0}$ block containing the respective letter (here $\lfloor x\rfloor$ is the integer part of $x)$. For example, an occurrence of $a a b b$ in $a a b b a a b b$ is $(1,2,4,7)$, and the block sequence corresponding to it is $(1,1,2,4)$, because the two $a$ 's were taken from the first block and the $b$ 's from the second and the fourth block, respectively. Denote with $\operatorname{bseq}\left(u, w_{0}\right)$ the number of different block sequences corresponding to all occurrences of $u$ in $w_{0}$. For each different block sequence we mark with $\operatorname{bperb}(j)$ the number of different indices corresponding to the $j$-th block in $u$, e.g. for $w_{0}=a a b b a a b b, u=a a b b$ and the block sequence $(1,3,4,4)$ we get $\operatorname{bperb}(1)=2$ and $\operatorname{bperb}(2)=1$. Using this notation, the number of occurrences of $u$ in $w_{0}$ corresponding to a particular block sequence is

$$
\prod_{j=1}^{m}\binom{k \cdot \operatorname{bperb}(j)}{l_{j}}
$$

and this is clearly smaller than or equal to $\prod_{j=1}^{m}\binom{n k}{l_{j}}$. Hence, summing for
all block sequences we get that

$$
\left|w_{0}\right|_{u} \leq b \operatorname{seq}\left(u, w_{0}\right) \cdot \prod_{j=1}^{m}\binom{n \cdot k}{l_{j}}
$$

Note that $\operatorname{bseq}\left(u, w_{0}\right)$ does not depend on $k$ and $n$ is fixed, so $\left|w_{0}\right|_{u}$ is bounded from above by a polynomial in $k$ of degree $\sum_{j=1}^{m} l_{j}=|u|$. At the same time

$$
\left|w_{0}\right|_{v}=\prod_{i=1}^{n}\binom{k}{k_{i}}
$$

that is $\left|w_{0}\right|_{v}$ is a polynomial in $k$ of degree $\sum_{i=1}^{n} k_{i}=|v|$. Moreover, $u$ is a subword of $v$, i.e. $|u|<|v|$, therefore there exists some $K$ such that for any $k>K:$

$$
\left|a_{1}^{k} a_{2}^{k} \ldots a_{n}^{k}\right|_{u}<\left|a_{1}^{k} a_{2}^{k} \ldots a_{n}^{k}\right|_{v}
$$

We saw that inequalities between monomial subword histories, i.e. of the form $u \leq v$, hold if and only if $u=v$.

Next we will look at a basic form of $S I$ 's, where the coefficients of the terms are all equal to 1 , but we shall cite the following result first:

Lemma 10. [46] Two linear subword histories are equivalent iff they are identical, apart from the order of terms.

Because of this, if we find the same term appearing on both sides of a $S I$, we can simply remove them without affecting the relation. From now on we will consider only SI's where there are no identical terms on the two sides. Let us start with the case when the left hand side has one term and the right hand side has two.

Lemma 11. $A$ SI of the form $z \leq u+v$ holds if and only if for some $x_{1}, x_{2} \in \Sigma^{*}$
and $a \in \Sigma$ :

- $z=x_{1} a x_{2}$
- $u=x_{1} x_{2}$
- $v=x_{1} a^{2} x_{2}$

Proof. Remember that for keeping things simple we omitted the subword notation when writing down a $S I$. However, here in the proof we will refer to $w$ quite often, so please recall that $w$ comes from the complete form of a $S I$ :

$$
|w|_{z} \leq|w|_{u}+|w|_{v}
$$

where the inequality is supposed to hold for every $w \in \Sigma^{*}$.
(IF)
Consider the words $u=a_{1} a_{2} \ldots a_{m}$ and $v=a_{m+3} \ldots a_{n}$. An occurrence of $u a^{2} v$ in a word $w$ is given by the vector $\left(i_{1}, . ., i_{m}, i_{m+1}, . ., i_{n}\right)$, where $i_{m+1}$ and $i_{m+2}$ indicate the position of the $a$ 's in the middle. To count the occurrences of $u a^{2} v$ in $w$ we can proceed by taking all the occurrences where the indices corresponding to $u$ and $v$ are different and multiplying them with the number of possibilities of choosing $a$ 's from $w\left(i_{m}, i_{m+3}\right)$. So if we fix the position of $u$ and $v$ in $w$ and only consider the possibilities for choosing the $a$ 's we get the following:

$$
\left|w\left(i_{m}, i_{m+3}\right)\right|_{a} \leq 1+\left|w\left(i_{m}, i_{m+3}\right)\right|_{a a}
$$

and this holds because $\binom{n}{1} \leq\binom{ n}{0}+\binom{n}{2}$ for any $n>0$.
(ONLY IF)
Suppose the three words cannot be written in the form given by the theorem. Now, depending on the length of the words, we have to distinguish among a few cases:

1. $|u| \geq|z|$ and $|v| \geq|z|:$ by choosing $w=z$, we get $|w|_{u}=|w|_{v}=0$ and $|w|_{z}=1$ which contradicts the $S I$.
2. $|u|<|z|$ and $|v|<|z|$ : if $z=a_{1} a_{2} \ldots a_{m}$ one can find a counterexample of the form $w=a_{1}^{k} a_{2}^{k} \ldots a_{m}^{k}$. The proof goes similarly to Theorem 15: $|w|_{u}$ and $|w|_{v}$ are polynomials of smaller degree than $|w|_{z}$.
3. $|u|<|z|,|v| \geq|z|$ and $z$ is not a subword of $v$ : first, $u$ needs to be a subword of $z$ otherwise $w=z$ leads to a contradiction. Then we have three subcases:
(a) $\operatorname{red}(z)=b_{1} b_{2} \ldots b_{n} \neq \operatorname{red}(v)$ : again some

$$
w=b_{1}^{k} b_{2}^{k} \ldots b_{n}^{k}
$$

will contradict the $S I$, just like in the proof of Theorem 15 .
(b) $\operatorname{red}(z)=\operatorname{red}(v)=b_{1} b_{2} \ldots b_{n}$ and there exist $j_{1} \neq j_{2}$ such that $\operatorname{pow}(z)$ differs from $\operatorname{pow}(u)$ at position $j_{1}$ and $\operatorname{pow}(z)$ differs from $\operatorname{pow}(v)$ at position $j_{2}$ : let $\operatorname{pow}(u)=\left(p_{1}, . ., p_{n}\right), \operatorname{pow}(z)=\left(k_{1}, . ., k_{n}\right)$ and $\operatorname{pow}(v)=$ $\left(l_{1}, . ., l_{n}\right)$ be the power vectors of $u, z$ and $v$, respectively. In this case there is some $i \leq n$ such that $k_{i}<l_{i}$. Now, for a big enough $k$ (see proof of Theorem 15) consider the word

$$
w=b_{1}^{k} b_{2}^{k} \ldots b_{i}^{k_{i}} \ldots b_{n}^{k}
$$

(that is, we leave the $i$-th block unchanged). $|w|_{v}=0$ reduces the $S I$ to $|w|_{z} \leq|w|_{u}$ and results in $|w|_{z}$ being a polynomial in $k$ of degree $|z|-k_{i}$. At the same time $p_{j}<k_{j}$ so $|w|_{u}$ is a polynomial in $k$ of degree smaller than $|z|-k_{i}$, thus $w$ contradicts the $S I$. Note that the same argument does not work if a decomposition mentioned in the theorem exists, since then the only block we could leave unchanged for reducing $|w|_{v}$ to 0 is the exact block where we could make $|w|_{z}$ grow faster than $|w|_{u}$, making it impossible to find a counterexample of the mentioned form.
(c) $z=x_{1} a^{i_{z}} x_{2}, u=x_{1} a^{i_{u}} x_{2}$ and $v=x_{1} a^{i_{v}} x_{2}$ : as we have seen in the (IF) part the $S I$ reduces to

$$
\binom{n}{i_{z}} \leq\binom{ n}{i_{u}}+\binom{n}{i_{v}}
$$

and since either $i_{u} \neq i_{z}-1$ or $i_{z} \neq i_{v}-1$ it is easy to find an $n$ that leads to contradiction.

The decomposition in Lemma 11 is not unique for a given left hand side term. For example, if the term $b a a b b a$ is on the left hand side, we can choose the triple $\left(x_{1}, a, x_{2}\right)$ to be $(b a, a, b b a)$ or ( $b a a, b, b a$ ), respectively. The resulting $S I$ s (with dots marking the decomposition):

- ba.a.bba $\leq b a . b b a+b a . a a . b b a$
- and baa.b.ba $\leq b a a . b a+b a a . b b . b a$ hold in both cases.

In the proof of the previous lemma we saw that whenever the terms are identical except for one block, the $S I$ reduces to an inequality between binomial coefficients. Let's take, for instance,

$$
b . a . b+b . a a a . b \leq b b+b . a a . b+b . a a a a . b
$$

It becomes clear that this inequality holds when we express it in terms of binomial coefficients:

$$
\binom{n}{1}+\binom{n}{3} \leq\binom{ n}{0}+\binom{n}{2}+\binom{n}{4}
$$

In general, using some basic properties of binomial coefficients, we can extend the previous lemma to multiple terms on both sides.

Lemma 12. Let us consider a set of inequalities $u_{i} \leq v_{i}+v_{i+1}, 1 \leq i \leq n$. If all these inequalities hold and in addition to this, $v_{i+1} \leq u_{i}+u_{i+1}$ for all $1 \leq i \leq n-1$, then

$$
u_{1}+u_{2}+. .+u_{n} \leq v_{1}+v_{2}+. .+v_{n+1}
$$

also holds.

Proof. From Lemma 11 we know that the conditions formulated in this lemma induce that all the terms on the left hand side and on the right hand side will have the same reduced form and their power vectors will be different in exactly one position, so we get a $S I$ looking like this:

$$
x_{1} a x_{2}+x_{1} a^{3} x_{2}+. .+x_{1} a^{2 k+1} x_{2} \leq x_{1} x_{2}+x_{1} a^{2} x_{2}+. .+x_{1} a^{2 k+2} x_{2}
$$

which reduces to

$$
\binom{n}{1}+\binom{n}{3}+. .+\binom{n}{2 k+1} \leq\binom{ n}{0}+\binom{n}{2}+. .+\binom{n}{2 k+2}
$$

Now using Pascal's rule , i.e. $\binom{n}{k}=\binom{n-1}{k-1}+\binom{n-1}{k}$, and removing identical terms appearing on both sides we arrive at

$$
0 \leq\binom{ n-1}{2 k+2}
$$

so we can conclude the proof.

In $|w|_{b a^{k} b} \leq|w|_{b a^{k-1} b}+|w|_{b a^{k+1} b}$ the central block of $a$ 's needs to be closely bounded from below and above to make up for the $w$ 's which have $n a$ 's in the middle so that $\binom{n}{k+1}<\binom{n}{k}$. If we allow the coefficients of the terms to be different than 1 , then we can relax the strict condition for the number of $a$ 's by multiplying the terms on the right hand side to make up for the cases where $\binom{n}{k+1}$ has not outgrown $\binom{n}{k}$ yet. For example $b a b \leq b b+b a a a b$ does not hold but $b a b \leq 2 b b+b a a a b$ does. In general for $b a^{i} b \leq b a^{j} b+b a^{k} b$, where $j<i<k$, the term with $k a$ 's will be equal to the one with $i a$ 's when the containing word will have $i+k a$ 's so we have to set the coefficient of the shorter term in such a way that it compensates for the cases when the containing word has less than $i+k a$ 's in the middle.

Lemma 13. $A S I$ of the form $\alpha z \leq \beta_{1} u+\beta_{2} v$ holds if and only if there exist $x_{1}, x_{2} \in \Sigma^{*}, a \in \Sigma$ and $0 \leq j<i<k$ such that:

- $z=x_{1} a^{i} x_{2}$,
- $u=x_{1} a^{j} x_{2}$,
- $v=x_{1} a^{k} x_{2}$ and
- $\alpha\binom{n}{i} \leq \beta_{1}\binom{n}{j}+\beta_{2}\binom{n}{k}$ holds for every $n \geq 0$.

Proof. The proof is basically the same as the one for Lemma 11 except for the last part, because the last condition of this lemma makes up precisely for point 3.(c) in the proof of Lemma 11.

Now for SI's having arbitrary coefficients we can state our main result, which follows from Lemma 12 and Lemma 13.

Theorem 16. A SI of the form $\alpha_{1} u_{1}+. .+\alpha_{n} u_{n} \leq \beta_{1} v_{1}+. .+\beta_{n+1} v_{n+1}$ holds if both $\alpha_{i} u_{i} \leq \beta_{i} v_{i}+\beta_{i+1} v_{i+1}$ and $\beta_{i+1} v_{i+1} \leq \alpha_{i} u_{i}+\alpha_{i+1} u_{i+1}$ hold for every $i \leq n$ and $i \leq n-1$, respectively.

Naturally, if we have some true $S I$ 's, their sum is also a valid $S I$, therefore if we can decompose a $S I$ into others of the form mentioned in Theorem 16, then the $S I$ holds. As an example let us look at the following $S I$ :

$$
b a b a+b a a a b a+b a a b b a<b b a+2 b a a b a+b a a a a b a+b a a b b b a
$$

This $S I$ is the sum of

$$
b a b a+b a a a b a \leq b b a+b a a b a+b a a a a b a
$$

and

$$
b a a b b a \leq b a a b a+b a a b b b a
$$

both of which satisfy Theorem 16, therefore hold for any word.
It can be seen that a terminating algorithm can perform this decomposition (including, of course, the verification whether the components hold), so if one can prove that the only SI's that hold are the ones that can be decomposed in the aforementioned way, the decidability question would be solved.

## Chapter 5

## Powers of regular languages

The concept of primitive roots, just like that of primitive words, came up with the paper [12] of Lyndon and Schützenberger and it has received special interest in the algebraic theory of codes and formal languages. As mentioned briefly in the introduction, perhaps the most thrilling question about primitive words over a given alphabet is whether the language formed by them is context-free. Although the formulation is simple - like with other famous open problems - it has proved very difficult to answer it. The first thought, of course, was to try the well-known pumping lemmas for context-free languages. We have several of them, they are easy to use, but as Dömösi et al. proved in [13], they are of no help this time. In [13] another condition for being context-free, namely semi-linearity was investigated. It was shown that $Q \cap\left(a^{*} b\right)^{n}$ (where $n \geq 1$ ) is Parikh semi-linear, so this attack failed too. It was shown, that $Q$ is not deterministic context-free [12] and moreover, cannot be generated by an unambiguous context-free grammar [49]. At the same time it can easily be seen that $Q$ is accepted by a deterministic linear bounded automaton. On the other hand, the language of non-primitive words is not context-free by Ogden's lemma. Unfortunately this does not help us with the original question as the class of context-free languages is not closed under complementation.

A related open problem posed by Calbrix and Nivat concerns the regularity of certain languages consisting mainly of non-primitive words. After quickly going through the partial results obtained previously on the matter we are going to solve the problem in the following sections.

### 5.1 Roots and Powers of Regular Languages

Strongly connected with the notion of primitive words is that of the root of a word. For a nonempty word $w$, there exists a unique primitive word $p$ and $n \geq 1$ such that $w=p^{n}$. This primitive word $p$ is called the root of $w$, denoted by $\sqrt{w}$. The set of all roots of words from a language $L$ form the root of $L$, denoted by $\sqrt{L}$. Horváth and Kudlek [26] have shown that the membership problem in $Q$, that is the language of primitive words is decidable in quadratic time. Lischke [40] investigates general relationships between the computational complexity of a language $L$ and that of its root, showing that the complexity of the root can be arbitrarily great. It is easy to see that $\sqrt{\Sigma^{*}}=Q, \sqrt{L} \subseteq Q$ for each language $L$, and $\sqrt{L}=L$ if and only if $L \subseteq Q$. In this chapter we turn towards an open problem which is, as we will see, in strong connection with the roots of languages.

Calbrix and Nivat [5] define the power $\operatorname{pow}(L)$ of a language $L$. This is the set of all words $p^{k}$ where $p \in L$ and $k$ is a natural number. It is easy to see that for a regular language, its power may be a regular language too or not. Take for instance the regular language $a b^{*}$ whose power is not even context-free. Calbrix and Nivat raised the problem to characterize those regular languages whose powers are also regular, and to decide the problem whether a given regular language has this property. They conjecture that "rational languages such that their power is also rational are 'almost' a union of rational subsemigroups of $\Sigma^{*}$ and the point is to give the right sense to this almost". We recall the context in which the problem was proposed. The rational $\omega$-languages are characterized by their ultimately periodic words, of the form $u v^{\omega}$. Of course $u v^{\omega}=u\left(v^{k}\right)^{\omega}=u v^{l}\left(v^{k}\right)^{\omega}, l, k \geq 0$. Given $M \subseteq \Sigma^{\omega}$ one defines its "periods": $\operatorname{per}(M)=\left\{v \in \Sigma^{+} \mid \exists u \in \Sigma^{*}, u v^{\omega} \in M\right\} \subseteq \Sigma^{*}$. An important result is that if $M$ is rational, then $\operatorname{per}(M)$ is rational. Note that $\operatorname{pow}(\operatorname{per}(M))=\operatorname{per}(M)$. We can also consider a partial representation $L \in \operatorname{Rat}\left(\Sigma^{*}\right)$ such that $\operatorname{pow}(L)=\operatorname{per}(M)$, and ask whether $\operatorname{pow}(L) \in \operatorname{Rat}\left(\Sigma^{*}\right)$. For classes of the Chomsky hierarchy other than the regular languages, the question of the stability of the power operator is easy and has a positive answer. We note the following facts:

- the power of a recursively enumerable language is recursively enumerable too: one can enumerate the same way as $\mathbb{N}^{2}$;
- the power of a recursive language $L$ is also recursive: a Turing Machine can, in a finite time, look for all decompositions of a word $u \in \Sigma^{*}$, in the form of a power $u=v^{k}$, and test if $v \in L$ (on another part of the band);
- we have the same result for context-sensitive languages.

The set of rational languages over a finite alphabet $\Sigma$ denoted by $\operatorname{Rat}\left(\Sigma^{*}\right)$ is the smallest set of languages which contains the finite languages and is closed under union $(\cup)$, concatenation $(\cdot)$, and star $\left(^{*}\right)$ (the reflexive transitive closure of the concatenation). It is known [32] that $\operatorname{Rat}\left(\Sigma^{*}\right)$ is also the set of languages which are recognizable by finite automata, and is closed under complement and intersection.

Cachat [4] gives a partial solution to this problem showing that for a regular language $L$ over a one-letter alphabet, it is decidable whether pow $(L)$ is regular. He restricts himself essentially to the special case of a one-letter alphabet and gives an effective solution for it. With this restriction, the languages can be easily represented as sets of integers, and we can use some elementary facts of arithmetic.

For a one-letter alphabet $\Sigma=\{a\}$ each word $a^{k}$ of $a^{*}$ is characterized by its length $k \in \mathbb{N}$. We identify a given $L \subseteq a^{*}$ with the set $\left\{k \geq 0 \mid a^{k} \in L\right\} \subseteq \mathbb{N}$.

The product of sets of integers is defined with the usual multiplication: $\forall M, O \subseteq$ $I N, M \cdot O=\{m \cdot n \mid m \in M, n \in O\}$. We might omit the symbol $(\cdot)$ for the multiplication. For any $L \subseteq a^{*}, \operatorname{pow}(L)$ is isomorphic to $M I N$, with $M=\left\{k \geq 0 \mid a^{k} \in L\right\}$, just because $\left(a^{k}\right)^{j}=a^{k j}$ for $j \geq 0$. That is to say, multiplication over the integers corresponds to the power operation over words. Now we can formulate the problem in terms of integers: given $M \in \operatorname{Rat}(\mathbb{N})$ we want to determine whether $M I N \in \operatorname{Rat}(\mathbb{N})$.

By convention $n \mathbb{N}=\{n k \mid k \in \mathbb{N}\}$, and $[a, b)$ is the segment of integers between $a$ and $b$ ( $a$ included, $b$ excluded). In the situation of this lemma, using the terms from [14] we will say that $n$ is eligible as a period for $M$, and $(n, m, I, P)$ is a representation of the rational language $M$.

Cachat's main result is the following:

Theorem 17. [4] For a given language $L \in \operatorname{Rat}(\mathbb{I N})$, one can decide algorithmically whether $L \mathbb{N} \in \operatorname{Rat}(\mathbb{N})$. We denote $\operatorname{Inv}(m, q)=\{x \in[m, m+q) \mid g c d(x, q)=$ $1\}$, the set of integers relatively prime to $q$ ("invertible" in $\mathbb{Z} / q \mathbb{Z}$ ), between $m$ and
$m+q-1$. Algorithm: Rationality test for LIN, L rational
Input: $L \in \operatorname{Rat}(\mathbb{I N})$ represented by $(q, m, I, P)$ with $L=I \cup(P+q \mathbb{N})$, where $q \geq 1, m \geq 0, I \in[0, m), P \in[m, m+q)$
Output: LIN $\in \operatorname{Rat}(I N)$ or $L I N \notin \operatorname{Rat}(I N)$

1. If $1 \in L$, then $L I N \in \operatorname{Rat}(\mathbb{I N})$, end.
2. Else, if $\emptyset \neq \operatorname{Inv}(m, q) \cup P \neq \operatorname{Inv}(m, q)$, then $\operatorname{LIN} \notin \operatorname{Rat}(\mathbb{I})$, end.
3. Else, if $\operatorname{Inv}(m, q) \subseteq P$, obtain the answer with the equivalence:

$$
L \mathbb{N} \in \operatorname{Rat}(\mathbb{I N}) \Leftrightarrow \forall p \leq m+q, \text { pprime }, \exists b \geq 1, p^{b} \in L, \text { end. }
$$

4. Else we have $\emptyset=\operatorname{Inv}(m, q) \cap P$. Compute, for each prime divisor $u$ of $q$ such that $\exists x \in P, u \mid x$,

$$
\begin{gathered}
I_{u}=\left\{\left.\frac{x}{\operatorname{gcd}(u, x)} \right\rvert\, x \in I\right\}, \\
P_{u}=\{x \in P \mid u \nmid x\} \cup \bigcup_{x \in P, u \mid x}\left\{\frac{x}{u}, \frac{x+q}{u}, \ldots, \frac{x+q(u-1)}{u}\right\},
\end{gathered}
$$

and $I_{u}^{\prime}=\left(I_{u} \cup\left(P_{u}+q \mathbb{N}\right)\right) \cap[0, m), P_{u}^{\prime}=\left(P_{u}+q \mathbb{N}\right) \cap[m, m+q)$. Call recursively the algorithm with $\left(q, m, I_{u}^{\prime}, P_{u}^{\prime}\right)$, to determine whether $L_{u}^{\prime} \mathbb{N} \in \operatorname{Rat}(\mathbb{I N})$, where $L_{u}^{\prime}=I_{u}^{\prime} \cup\left(P_{u}^{\prime}+q I N\right)$ and $L_{u}^{\prime} I N=\frac{u I N \cap L \mathbb{N}}{u}$. Collect every answer. Then answer with: $L \mathbb{N} \in \operatorname{Rat}(\mathbb{I N}) \Leftrightarrow \forall$ uprime,$u \mid q$, such that $\forall x \in P, u \mid x, L_{u}^{\prime} I N \in \operatorname{Rat}(\mathbb{I N})$

Cachat also suggests to consider as the set of exponents not only the whole set $I N$ of natural numbers but also an arbitrary regular set of natural numbers. This suggestion is taken up in [27] in the definition of $\operatorname{pow}_{H}(L)$. The authors answer partially the problem of Calbrix and Nivat and the open question of Cachat for languages over any finite alphabet and almost any finite set of exponents.

The class $R E G$ of regular sets can be split up into two classes $F R$ and $I R$ of sets whose roots are finite and infinite, respectively. It is proved by Horvath et al. that $F R$ is closed under the power with an arbitrary finite set. Later on they show that the power of any set from $I R$ with any nonempty regular exponent containing none of the numbers $0,1,2$, is context-sensitive but not context-free. In their paper it is also discussed whether it is decidable for a regular set whether its power with any nonempty regular exponent is regular too. For the set $N$ of all natural numbers as an exponent the only case left open is when the language has a non-regular intersection with its root and the difference between the power of the language and the language itself has a finite root. It is supposed by the authors that also in this
case the regularity of the power of the language is decidable. As we mentioned the notion of power used in [5] is extended here:

$$
\operatorname{pow}_{H}(L)=\left\{w^{k} \mid w \in L, k \in H\right\}
$$

For a regular grammar $G$ and a nonempty set $H \subseteq N$, Horváth et al. propose the following procedure to decide the quality of $\operatorname{pow}_{H}(L(G))$. Let $L=L(G)$.

1. If $H \subseteq\{0,1\}$ then $\operatorname{pow}_{H}(L) \in R E G$.
2. Decide whether $\sqrt{L}$ is finite.
3. If $\sqrt{L}$ is finite then
if $H$ is finite then $\operatorname{pow}_{H}(L) \in R E G$,
if $H=I N$ then it is decidable whether $\operatorname{pow}_{H}(L) \in R E G$.
4. If $\sqrt{L}$ is infinite then
if $H \in\{\{2\},\{0,2\}\}$ then $\operatorname{pow}_{H}(L) \notin R E G$,
if $H \backslash\{0,1,2\} \neq \emptyset$ then
if $1 \notin H$ or $L \cap \sqrt{L}$ is regular or $\operatorname{pow}_{H}(L) \backslash L$ has an infinite root then $\operatorname{pow}_{H}(L) \notin C F$.

Note that from the original problem of Calbrix and Nivat $(H=N)$ the following case is left open in [27]: given a regular language $L$ which has a non-regular intersection with its root, and for which $\operatorname{pow}_{H}(L) \backslash L$ has a finite root is the power of $L$ regular? The authors suppose a positive answer, and we will prove their conjecture in the next section.

### 5.2 The power of a regular language

To make proofs easier in this section, we will need a corollary of Theorem 6 by Lyndon and Schützenberger. The result was first obtained by Shyr and Yu, but as the original proof is rather long and involved, we present it here with a short and simple proof.

Corollary 3. [58] Let $u, v$ be primitive words such that $u \neq v$. Then there is at most one non-primitive word in $u^{+} v^{+}$.

Proof. Let $w=u^{m} v^{n}$ be non-primitive. Then either $m=1$ or $n=1$ by Theorem 6. So, by symmetry let $u v^{n}=w^{i}$ for some primitive word $w$ and $i \geq 2$. We may choose $n$ to be minimal with that property. It is enough to show that all $u v^{n+k}$ are primitive. By contradiction, suppose that $u v^{n+k}$ is not primitive for some $k \geq 1$, that is there exists some $z \in Q$ and $j \geq 2$ such that $z^{j}=u v^{n+k}$. It follows that $w^{i} v^{k}=z^{j}$.

First consider the case $k \geq 2$. Since $i, j, k \geq 2$, we can apply the LyndonSchützenberger theorem and get that $\sqrt{w}=\sqrt{v}=\sqrt{z}$, but then $u=v$, a contradiction.

Now let us see the case $k=1$. Non-primitivity is invariant to cyclic shifts, so $w^{i}$ and $z^{j}$ being non-primitive gives us that $v^{n} u$ and $v^{n} u v$ are non-primitive too. Hence there are words $w_{1}, z_{1} \in Q$ such that $w_{1}^{i}=v^{n} u$ and $z_{1}^{j}=v^{n} u v$, moreover $\left|w_{1}\right|=|w|$ and $\left|z_{1}\right|=|z|$. From here $z_{1}^{j}=w_{1}^{i} v$. As $v$ is a prefix of $w_{1}^{i}$, we have that $z_{1}^{j}$ has both periods $\left|z_{1}\right|$ and $\left|w_{1}\right|$. Now we can apply the theorem of Fine and Wilf and get that $z_{1}=w_{1}=v$. This means $w=z=v$ and then $u=v$, a contradiction again.

From here we get the following:

Corollary 4. For all words $x, y, z \in \Sigma^{*}$ with $y \neq \lambda$ with $|\sqrt{x y z}| \neq|\sqrt{y}|$, there is at most one non-primitive word in the language $x y^{+} z$.

Proof. Suppose there exist numbers $i, j \geq 1$ with $i<j$ such that both $x y^{i} z$ and $x y^{j} z$ are non-primitive. Non-primitivity is invariant to cyclic shifts, so $z x y^{i}$ and $z x y^{j}$ are non-primitive too.

If $z x$ is non-primitive then we can apply the Lyndon-Schützenberger theorem on $z x y^{j}$ and get that $\sqrt{z x}=\sqrt{y}$. This would mean $\sqrt{z x y}=\sqrt{y}$ and from here $|\sqrt{x y z}|=|\sqrt{y}|$, a contradiction.

If $z x$ is primitive then from Theorem 3 we have that only one of the words $z x y^{i}$ and $z x y^{j}$ is non-primitive, contradicting our original assumption.

Now we are ready to move on to the open problem mentioned in the previous section. There are easy examples for non-trivial regular languages that do not have
a regular power. Besides the one mentioned before one could take $a a a(a a)^{*}$ whose power $\left\{a^{k}: k\right.$ is not a power of 2$\}$ is not even context-free (in particular, powers of regular languages are not semi-linear, in general).

In fact, as it turns out, it is quite difficult to come up with examples of regular languages $L$ with regular power other than the ones for which $L=L^{*}$ or $L=L^{*} \backslash K$, where either $K$ is finite or $K=\bigcup_{w \in S} w^{*}$ for some finite set of words $S$. This seems to justify the conjecture formulated by Calbrix and Nivat cited before. Hence, rather than trying to solve the case left open in [27] one might try a new approach.

Indeed, as we will shortly see, we can give an equivalent criterion for a regular language to have a regular power, i.e., we can now give sense to that 'almost'.

Theorem 18. Let $L$ be a regular language. Then pow $(L)$ is regular if and only if $\operatorname{pow}(L) \backslash L$ is a regular language such that its primitive root is a finite language.

Proof. The class of regular languages is closed under union and taking the difference of two sets, therefore if $\operatorname{pow}(L) \backslash L$ is a regular language then so is $(\operatorname{pow}(L) \backslash L) \cup L=$ $\operatorname{pow}(L)$.

Now let us look at the "only if" part. If $\operatorname{pow}(L)$ is regular then so is $L_{\text {diff }}=$ $\operatorname{pow}(L) \backslash L$. Note that $L_{\text {diff }}$ consists solely of non-primitive words. Let $n$ be the number of states of the minimal deterministic automaton accepting $L_{\text {diff }}$. Now suppose that $\sqrt{L_{\text {diff }}}$ is infinite. In this case there must be some $w \in L_{\text {diff }}$ such that $|\sqrt{w}|>n$. On the other hand the pumping property of regular languages tells us that $w=x y z$ for some $x z, y \notin\{\lambda\}$ with $|y| \leq n$ such that $x y^{i} z \in L_{\text {diff }}$ for all $i \geq 0$, so $x y^{i} z$ is non-primitive for all $i$. Corollary 4 says that in this case $|\sqrt{x y z}|=|\sqrt{y}| \leq|y| \leq n$, contradicting the assumption $|\sqrt{w}|>n$.

Throughout the following proofs we will need the notion of syntactic monoid. For two words $u, v \in \Sigma^{*}$ and a language $L \subseteq \Sigma^{*}$, by saying that $u \equiv v\left(P_{L}\right)$ we mean the following

$$
x u y \in L \text { if and only if } x v y \in L \text { for all } x, y \in \Sigma^{*} .
$$

For a word $w \in \Sigma^{*}$ the congruence class $[w]_{P_{L}}$ consists of all words congruent with $w$ according to $P_{L}$, that is $[w]_{P_{L}}=\left\{v \in \Sigma^{*} \mid w \equiv v\left(P_{L}\right)\right\}$. Since $P_{L}$ is a congruence relation, $\Sigma^{*} / P_{L}=\left\{[w] \mid w \in \Sigma^{*}\right\}$ is a monoid, which is called the syntactic monoid
of $L$ and denoted by $\operatorname{Synt}(L)$.

Lemma 14. Let $L$ be a regular language given by an NFA having $n$ states. If pow $(L)$ is regular, then we have

$$
\operatorname{pow}(L) \subseteq L \cup\left\{\sqrt{u}^{i}|u \in L \wedge| u \mid \leq \max \left(n^{2}, m\right) \wedge i \geq 1\right\}
$$

where $m$ is the size of $\operatorname{Synt}(L)$.

Proof. We have seen in Theorem 18 that pow $(L)$ being regular means that it has to be a subset of $L \cup \bigcup_{u \in U} u^{+}$for some finite set $U$ of words. We need to prove that for every $w \in L_{\text {diff }}$ there is a $u \in L$ such that $w \in \sqrt{u}^{+}$and $|u| \leq \max \left(n^{2}, m\right)$.

Take the shortest $u \in L$ such that $w$ is a power of $u$. If $|u|>\max \left(n^{2}, m\right)$ then according to the pumping property of regular languages $u$ can be written as $x y z$ for some $y \neq \lambda \neq x z$ such that $x y^{j} z \in L$ for all $j \geq 0$. Here we can distinguish two cases.

1. If $|y|$ is a multiple of $|\sqrt{u}|$ then $|\sqrt{u}| \leq n$. As $u \in \sqrt{u}^{+} \cap L$ we can apply the pumping argument on powers of $\sqrt{u}$ as if it was a unary language. If $k$ is the smallest number for which $\sqrt{u}^{k} \in L$ then $k \leq n$, or else there would be some numbers $p, q$ with $p<q<k$ such that from the initial state we reach the same state by reading $\sqrt{u}^{p}$ or $\sqrt{u}^{q}$, and we could cut out $\sqrt{u}^{q-p}$ from the word. From here we get that there is a word $\sqrt{u}^{k} \leq n^{2}$ having the same root as $w$.
2. We are left with the case when in any decomposition $u=x y z,|y|$ is not a multiple of $|\sqrt{x y z}|$ and $|u|>m$. Then we find a decomposition $u=x y z$ with $0<|y| \leq m$ and $[x y]=[x]$ in $\operatorname{Synt}(L)$. This way we know that $x y^{j} z \in L$, for all $j \geq 1$. As a consequence of Corollary 4 we also know that at most one of these $x y^{j} z$ can be a non-primitive word. At the same time $L_{\text {diff }}$ has finite root, hence for all but finitely many values of $j,\left(x y^{j} z\right)^{+} \subseteq L$, so we find some $j$ such that $x y^{j} z \in L$ and $x y^{j} z$ is primitive and at the same time $\left(x y^{j} z\right)^{+} \subseteq L$ . Due to $[x y]=[x]$ in $\operatorname{Synt}(L)$ we can conclude $(x y z)^{+} \subseteq L$. However, we supposed that $w \in L_{\mathrm{diff}}$ is some power of $x y z$, a contradiction.

So for every $w \in L_{\text {diff }}$ there is some $u \in L$, with $|u| \leq \max \left(n^{2}, m\right)$ such that $\sqrt{w}=\sqrt{u}$ and this concludes the proof.

To make it easy to see why the latter half of the previous theorem can be checked effectively, we should replace $\max \left(n^{2}, m\right)$ with a bound depending only on the number of states $n$ of the automaton accepting $L$.

Remark 5. Let $L$ be a regular language given by an NFA having $n$ states. If pow $(L)$ is regular, then we have

$$
\operatorname{pow}(L) \subseteq L \cup\left\{u^{i}|u \in L \wedge| u \mid \leq 2^{n^{2}} \wedge i \geq 1\right\}
$$

where $m$ is the size of $\operatorname{Synt}(L)$.
Proof. This is clear because $n^{2}<2^{n^{2}}$ and the syntactic monoid is a divisor of the monoid of Boolean $n \times n$ matrices, so $\operatorname{Synt}(L)$ has size at most $2^{n^{2}}$.

Let us recall the following result from the paper by Calbrix and Nivat about languages which are equal to their power.

Lemma 15. [5] Let $L$ be a regular language of $\Sigma^{*}$. Then $\operatorname{pow}(L)=L$ if and only if there are regular languages $\left(L_{i}\right)_{1 \leq i \leq n}$ such that $L=\bigcup_{i=1}^{n} L_{i}^{+}$.

The statement above is useful for testing if a language is equal to its power or not, we only need to specify the languages $L_{i}$ for an effective construction. Using the syntactic monoid of $L$ gives us the tool we need. We can translate pow $(L)=L$ into the following statement involving the congruence classes of $P_{L}$ :

$$
\bigcup_{u \in L}[u]^{+} \subseteq L=\bigcup_{u \in L}[u] \subseteq \bigcup[u]^{+}
$$

Given an automaton accepting $L$ we can effectively construct its syntactic monoid and from here we can effectively define the set of words in the class $[u]$ for all $u \in L$. In the case of a regular language $P_{L}$ induces a finite number of classes, so we can decide whether the equality holds or not. Hence, we can state the following.

Proposition 16. For a regular language $L$ it is decidable whether pow $(L)=L$ holds or not.

Now we are ready to proceed with the algorithm. Theorem 18 reduces the original problem to an equivalent one of deciding whether the language, in some sense, lacks only a "few" words to be equal to its power. Lemma 14 provides the means to find those "few" missing words and after adding them to our starting language Proposition 16 will tell us whether the result is a power or not, that is whether the power of the original language is regular or not.

Theorem 19. For a regular language $L$ it is decidable whether pow $(L)$ is regular.

Proof. We propose the following algorithm:

1. Input: an NFA $\mathcal{A}=\{\Sigma, Q, I, F, \sigma\}$.
2. Output: "YES", if $\operatorname{pow}(L(\mathcal{A}))$ is regular, and "NO" otherwise.
3. $U=\emptyset$
4. FOR all words $w \in L(\mathcal{A})$ shorter than $2^{|Q|^{2}}$ :
5.     - IF $w^{*} \backslash L(\mathcal{A}) \neq \emptyset$ THEN:
6. $\quad$ IF $\operatorname{pow}\left((\sqrt{w})^{*} \cap L(\mathcal{A})\right)$ is regular THEN add $w$ to $U$
7. ——ELSE output "NO"
8. compute the syntactic monoid for $L^{\prime}=L(\mathcal{A}) \backslash \bigcup_{u \in U}(\sqrt{u})^{*}$
9. $\mathrm{IF} L^{\prime}=\operatorname{pow}\left(L^{\prime}\right)$ then output "YES"

## 10. ELSE output "NO"

The enumeration of words in $L(\mathcal{A})$ shorter than $2^{|Q|^{2}}$ can be done in finite time due to the length limit. The condition in line 5 can be checked effectively too. First we have to perform the difference of two regular languages, then check whether the result is empty or not. As it is stated in [27], the condition in line 6 can be verified using Cachat's algorithm [4], because $(\sqrt{w})^{*} \cap L(\mathcal{A})$ is isomorphic to a unary language, which can be computed effectively. In step 8 we have to compute the syntactic monoid for a regular language, which is the difference of a regular language and the finite union of some regular languages, all effectively presented. If a regular language $L$ is equal to $M \cup N$ for some regular languages $M$ and $N$, such
that $\sqrt{M} \cap \sqrt{N}=\emptyset$, then from the closure properties of the regular class we get that $\operatorname{pow}(L)$ is regular if and only if both $\operatorname{pow}(M)$ and $\operatorname{pow}(N)$ are regular. Moreover, $L$ and $M$ being powers implies $N$ being a power as well. Therefore, in step 9 we only need to check whether a regular language is equal to its power or not; by Proposition 16 this is decidable too. Hence, the algorithm terminates after finitely many steps; however, the complexity is at least exponential due to both Cachat's algorithm and the exponential length bound on the words we need to check in step 4.

### 5.3 Conclusion

We managed to characterize regular languages that have regular power following the conjecture of Calbrix and Nivat formulated in [5] and we gave an effective albeit inefficient procedure to decide this property. Although the decision procedure is not a direct extension of previous results [4,27], Cachat's algorithm is needed in an essential step, which identifies those "few words" in pow $(L)$ missing from $L$.
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## Chapter 6

## Duplication closure of binary

## languages

Mathematically speaking duplication is a binary idempotence, that is a relation or operation the type $x=x x$, where the application of the operation on two identical elements gives the same element as a result. This notion of duplication, adapted to strings, is the one standing at the basis of this chapter. It is a relation having a strong motivation from outside of pure mathematics, namely it was first introduced in the context of DNA computing. Several DNA computation models were summarized by Pǎun et al. in their book on DNA Computing [68].

One of the most frequently occurring phenomena in genome rearrangement is gene duplication or the duplication of a segment of a chromosome [47]. In the process of gene repeating duplication, a stretch of DNA is duplicated to produce two adjacent copies, resulting in a tandem repeat. Several mathematical models have been proposed for the production of tandem repeats including replication, slippage and unequal crossing over [39, 56, 60]. The straightforward way to model such processes is to consider the string operation that takes a factor of a string and inserts a copy of it right next to the original occurrence.

With $\Sigma$ being the alphabet, and arbitrary words $u, v, w \in \Sigma^{*}$ with $v \neq \lambda$ we say that the ordered relation $u v w \rightarrow u v v w$ is a duplication. Its transitive and reflexive closure $\rightarrow^{*}$ has the following meaning: if $u \rightarrow^{*} v$ we can obtain $v$ from $u$ by iterative duplications. The language generated from a word $u$ through duplication
or, in other words, the duplication closure of $u$, is $u^{\varrho}$ :

$$
u^{\diamond}=\left\{w \in \Sigma^{*} \mid u \rightarrow^{*} w\right\} .
$$

The duplication closure of a language $L$ is denoted similarly by $L^{\varrho}$ :

$$
L^{\varrho}=\bigcup_{u \in L} u^{\varnothing} .
$$

This operation has been extensively studied in theoretical computer science and bioinformatics. Bovet and Varricchio in a 1992 paper ( [3]) proved that closure under duplication, copy languages in their terminology, of arbitrary recursively enumerable languages over a binary alphabet stays regular. Independently, in 1999 the study of duplication as we defined it just above restarted with a paper by Dassow et al. ( [11]) in which the regularity of the duplication closure of a word over a binary alphabet is proved.

The notion of bounded duplication was introduced in [38]. On one hand it is motivated by the fact that in biology it is unrealistic to suppose that an arbitrarily large segment of a DNA strand can duplicate. On the other hand, for computational reasons it makes sense to put a bound on the length of the duplicating segments. Often in the cases where an algorithm to compute duplication the distance or to decide if $u \rightarrow^{*} v$ for two words $u$ and $v$ the general case probably presents us with possibly NP hard problems, whereas the bounded version of the same problem can be even linear.

For a positive integer $n$ and words $u, v, w$ as before, the relation $u v w \rightarrow \leq n u v v w$ with $|v| \leq n$ is an $n$-bounded duplication. Again, the reflexive and transitive closure $u{ }_{{ }^{*}}^{*} v$ means that $v$ can be obtained from $u$ through iterated $n$-bounded duplication and the $n$-bounded duplication closure of $u$ is

$$
u^{\varrho \leq n}=\left\{w \in \Sigma^{*} \mid u \rightarrow_{\leq n\}^{*}} w,\right.
$$

and the $n$-bounded duplication closure of a language $L$ is

$$
L^{\varrho \leq n}=\bigcup_{u \in L} u^{\varrho \leq n} .
$$



Figure 6.1: Automaton accepting $\left(a^{3} b^{2} a^{4} c^{3}\right)^{\complement} \leq 2$

By substituting $\leq$ with $=$ in the previous definitions we get the notion of $n$-length or uniformly $n$-bounded duplication.

## Example 5.

$$
\begin{gathered}
(a b)^{\ominus}=\{a b, a a b, a a b b, a a b a b b, \ldots\}=a\{a, b\}^{*} b \\
(a b)^{\ominus \leq 2}=\{a b, a a b, a a b b, a a b a b b, \ldots\}=a\{a, b\}^{*} b \\
(a b)^{\ominus=2}=\{a b, a b a b, a b a b a b, \ldots\}=(a b)^{+}
\end{gathered}
$$

The closure of language classes under bounded and uniformly bounded duplication is settled.

Theorem 20. [31] For an arbitrary regular language $L$ over a binary alphabet, $L^{\varrho \leq n}$ is regular for all $n \geq 1$.

Theorem 21. [31] Over an alphabet having at least three letters, the class of regular languages is not closed under $n$-bounded duplication with $n \geq 4$

Let us turn now to the missing case of 3 -bounded duplication over at least ternary alphabets. It is clear from the next example that if we consider 2-bounded duplication then the size of the alphabet does not really make a difference (see Figure 6.1).

The reason for this is that by duplicating a string of length at most 2 only creates two new blocks in the word and does not "mess up" the order (see [31]). A similar thing happens when considering 3 -bounded duplication, as we will shortly see.

Proposition 17. Let $L$ be a regular language. Then, $L^{\varrho \leq 3}$ is regular.


Figure 6.2: Automaton accepting $(a b c)^{\complement} \leq 3$

Proof. In Figure 6.2 we can see an automaton accepting the 3 -bounded duplication closure of $a b c$, the simplest example for a word over an at least ternary alphabet, where 3-bounded duplication differs from 2-bounded duplication. Here we started from the simple automaton that accepts only $a b c$ and added the loops to cover duplications of length 1,2 and 3 . We can extend the idea to arbitrary words and regular languages. For any regular language $L$ we can construct a non-deterministic finite automaton $\mathcal{A}=\left\{\Sigma, Q, q_{0}, F, \sigma\right\}$ such that for all $u, v \in \Sigma^{*}$ if $\sigma\left(q_{0}, u\right) \cap \sigma\left(q_{0}, v\right) \neq \emptyset$ then either $u$ is a suffix of $v$ or $u$ and $v$ have a common suffix of length 3 . We can achieve this by duplicating the paths which begin with a state reachable by at least two different words that do not have a common suffix of length 3. After this we only need to introduce the loops seen in Figure 6.2 for every state of the automaton. In this case it is clear that the automaton accepts all words that can be obtained from words of the original language by 3 -bounded duplication. Also, since we started from an automaton in which any state is reachable only by words ending in the same 3 letters, adding these loops will not introduce words which cannot be obtained by 3 -bounded duplication.

We can see right away that even if the context-free language class is not closed under bounded duplication, we would not be able to prove it neither by using the pumping lemmata seen before nor by Parikh's theorem because duplication closures
inherently incorporate pumping. In fact, as the following result tells us, no other proof for this could be given.

Theorem 22. [31] The class of context-free languages is closed under n-bounded duplication over arbitrary alphabet.

Uniformly bounded duplications were considered by Leupold et al. [38]. They investigated the closure of words under this operation.

Theorem 23. [38] For all words $w \in \Sigma^{*}$, the language $w^{\complement=n}$ is a regular language over arbitrary alphabet $\Sigma$ for all $n \geq 1$.

We proceed now to give a new proof of the result by Bovet and Varricchio concerning the regularity of the duplication closure of any binary language.

Theorem 24. [3] For all recursively enumerable languages $L \subseteq\{a, b\}^{*}$, the language $L^{\odot}$ is regular.

The original argument goes on by showing directly that duplication over a binary alphabet induces a well-quasi order on words and then uses the generalization of the Myhill-Nerode theorem given by Ehrenfeucht et al. to show that all these languages closed under duplication are regular.

Theorem 25. [14] A language $L$ of a finitely generated free monoid $\Sigma^{*}$ is regular if and only if it is closed with respect to a monotone well quasi order.

The main difference between our method and the one given in [3] lies in proving that duplication is a well quasi order. The original proof is done by reductio ad absurdum supposing that there is an infinite antichain with respect to binary duplication. However, the contradiction comes from a rather involved formal argument. We do this by reducing this order to the scattered subword relation which is known to be a well quasi order $[24,25]$. Then the finite basis property of well quasi orders leads us to the eventual result. Our proof is somewhat shorter and we believe it is simpler as well. We recall the notion of blocks from the section on subword inequalities in Chapter 4. In the case of a word $a^{n_{1}} b^{n_{2}} \ldots . a^{n_{k}}$ we say that the word is composed of $k$ blocks. By the reduced form("print") of a word $w=a_{1}^{n_{1}} a_{2}^{n_{2}} \ldots a_{m}^{n^{m}}$ we mean $\operatorname{red}(w)=a_{1} a_{2} \ldots a_{m}$.

Proposition 18. If two words $u, v$ are composed of the same number of blocks and $u$ is a scattered subword of $v$ then $u \rightarrow^{*} v$.

Proof. Since the words consist of the same number of blocks, the only way that $u$ can be a scattered subword of $v$ is that the $i$ th block of $u$ is a scattered subword of the $i$ th block of $v$. From this it is obvious that $v$ can be obtained by duplicating some letters inside the blocks of $u$.

For a relation to be a well quasi order the following conditions have to be fulfilled:

- there is no infinite decreasing series with respect to this order
- there is no infinite series of pairwise incomparable elements

Lemma 16. For any fixed $n$, duplication induces a well quasi order on the words consisting of $n$ blocks.

Proof. If the number $n$ of blocks is fixed, then regardless of the size of the alphabet there can only be finitely many different prints among the words with $n$ blocks. Hence, it is enough to prove that duplication induces a well quasi order on the words having the same print. As the prints are the same, any word can be represented by a vector of $n$ dimensions holding the length of each block. In this case the duplication relation translates into an element-wise $\leq$. This structure is isomorphic to the duplication relation on binary words with the same number of blocks, and thus by Proposition 18 it is isomorphic to the scattered subword relation. At the same time the scattered subword relation is a well quasi order $[24,25]$ so we can conclude the proof.

Theorem 26. The relation $u \rightarrow^{*} v$ induces a well quasi order on a binary alphabet.

Proof. Since for two different words $u, v$ the relation $u \rightarrow^{*} v$ implies $|u|<|v|$ there is no infinite decreasing series with respect to duplication. As for the second condition, let us suppose that there is an infinite series $w_{1}, w_{2}, \ldots$ of words in which there are no two words $w_{i}, w_{j}$ such that $w_{i} \rightarrow^{*} w_{j}$. This is possible in one of the two cases below.

1. There are infinitely many words composed of the same number of blocks. In this case Lemma 16 tells us there can be no infinite antichain among them.
2. There are infinitely many numbers $n$ such that there are finitely many (more than 0 ) words which are composed of $n$ blocks. It is easy to see that from a word $a^{n_{1}} b^{n_{2}}$ it is possible to obtain by duplication any word of the form $a^{n_{1}} \Sigma^{*} b^{n_{2}}$ the following way:

$$
a^{n_{1}} b^{n_{2}} \rightarrow^{*} a^{n_{1}} a^{*}(b a)^{*} b^{*} b^{n_{2}} .
$$

Then by forming the necessary number of blocks we just duplicate the letters inside the block. Let us take the outer two blocks of the words $w_{i}$, i.e. $a^{n_{i, 1}} \ldots b^{n_{i, 2}}$. By the argument used above for words consisting of the same number of blocks there cannot be infinitely many words whose outer blocks are not comparable by duplication. This means that there must be at least one $w_{i}$ such that there are infinitely many words in the series whose outer blocks can be obtained from $a^{n_{i, 1}} \ldots b^{n_{i, 2}}$ by duplication. For the sake of simplicity consider the vector of the lengths of the blocks instead of the blocks themselves. Furthermore, let us separate the vectors of the 'a' blocks from the vectors of the 'b' blocks. Then having an infinite antichain means that for any vector $v_{i}$ there cannot be another vector such that some scattered subvector of it would be greater or equal than $v_{i}$ element-wise. Now let the vector of the word containing the least number of blocks have $m+1$ values, with the greatest among them being max. From the previous argument we have that every vector of the antichain contains at most $m$ elements $\geq$ max, so every vector can be written as $\left(p_{1}, \ldots p_{n_{1}}, q_{1}, p_{n_{1}+1}, \ldots, p_{n_{2}}, q_{2}, \ldots, q_{m}, p_{n_{m}+1}, \ldots, p_{n_{m+1}}\right)$, where $p_{i}<\max , 1 \leq i \leq n_{m+1}$, and every $q_{i}$ can take up arbitrary values, and . The number of the $q_{i}$ values is fixed so we can divide each of these vectors into $2 m+1$ parts with $m$ fixed:

$$
\left(p_{1}, \ldots p_{n_{1}}\right),\left(q_{1}\right),\left(p_{n_{1}+1}, \ldots, p_{n_{2}}\right),\left(q_{2}\right),\left(\ldots, q_{m}\right),\left(p_{n_{m}+1}, \ldots, p_{n_{m+1}}\right)
$$

Now we can look at the odd parts of these vectors as words over a finite alphabet, because the number of values they can take up is finite. In a well quasi order we know that in any infinite sequence there must exist a perfect subsequence, i.e. an infinite strictly increasing sequence. So we know that there is
an infinite increasing sequence of "words" over the "letters" $\{1,2, \ldots, m-1\}$
in every odd position of the above list. Similarly, in the even positions there are words over a unary alphabet, again holding infinite perfect subsequences. This readily gives us that there can be no infinite antichain with respect to the vectors of the letters of the alphabet. Combining these vectors and applying the same argument all over again proves our statement.

Theorem 27. [11] For all words $w \in\{a, b\}^{*}$ their duplication closure $w^{\complement}$ is a regular language.

As we have seen the duplication relation is a well quasi order on $\Sigma^{*}$, and so it possesses the finite basis property, that is every subset of $\Sigma^{*}$ has at least one and at most finitely many minimal elements w.r.t. duplication. This in turn means, that for every language $L \subseteq\{a, b\}^{*}$ there is a finite set of words $M \subseteq L$ such that for all words $w \in L$ there is a $u \in M$ with $u \rightarrow^{*} w$, so the duplication closure of $L$ is the (finite) union of the duplication closures of these minimal elements, that is, the union of finitely many regular languages:

$$
L^{\odot}=\bigcup_{u \in M} u^{\odot}
$$
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[^0]:    ... there was no telling what people might find out once they felt free to ask whatever questions they wanted to.

