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Al Dr. Joan Padró y a la Dra. Elvira Guàrdia por las fructı́feras discusiones que
fueron de gran ayuda a la hora de interpretar y discutir muchos de los resultados.

También quiero agradecer, dentro del departamento de Ingenierı́a Quı́mica de la
Universitat Rovira i Virgili, al Dr. Allan Mackie y a la Dra. Dolors Salvatierra
por su ayuda en muchas discusiones.
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Introduction

Molecular Modeling Techniques have been used to predict physical proper-
ties of systems of industrial interest almost since the computers birth. Computer
simulations have been used as a source of relevant data where extreme condi-
tions of temperature and pressure makes it impossible the use of the traditional
phenomenological equations of states, which are unable to reproduce the real
behavior of the fluids under these conditions. Extreme conditions are also hard
to carry out experimentally because very expensive and sophisticate equipment
is required to achieve high temperatures and pressures, for instance. In all these
cases, molecular simulation appears as a promising alternative way to determine
properties, which are relevant for prediction and design (wor, 1999). Conse-
quently, molecular modeling techniques have been played an important role in
the development of theories and in a general understanding of the behavior of the
different states of the matter (Barrat and Hansen, 2003). Molecular modeling
requires a set of models that are representations of real atoms and molecules.
These models are the core of an appropriate microscopic description of any
fluid (Allen and Tildesley, 1989).

Particularly, the Molecular Dynamics (MD) simulation technique is used to
obtain equilibrium as well as transport properties of physical systems (Hansen
and McDonald, 1991). This technique is based on the principle that atoms
and molecules obey the laws of classical mechanics (Goldstein, 1996) and their
motion can be simulated in a computer. The main difference between the results
obtained by this technique and those derived from phenomenological equations
of state and empirical correlations is that, in the former, the parameters are
molecular in nature and do not depend on the thermodynamic conditions of the
system, while, in the latter, the parameter, often lack of physical meaning and
depend usually on thermodynamic conditions such as temperature or pressure.
In this way MD is analogous to real experiments because, after some interval of

xxiii
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time,measuresof physical macroscopic properties are obtained from averages
involving velocities and positions of the particles.

The study of systems with biological and industrial applications gives rise
to a great effort to provide accurate molecular models of compounds that can
be used in the simulations. Additionally, the continuous increment of the com-
puting power also motivates the application of molecular modeling techniques
to real systems, particularly, in the biological ones (DNA, 2001), where water
molecules play an important role as solvent. Even though the water molecule
can be considered assimple, the collective behavior of water is far from being
simple. Water is a fascinating fluid with several peculiar properties at different
thermodynamic conditions (Chapling, 2003). Most of its anomalous behavior
at ambient and sub cooled conditions can be understood by the presence of hy-
drogen bonds, producing three dimensional networks of connected molecules
(Franks, 2000, NIST, 2001). Water expands on cooling at ambient pressure, and
below4◦C; it exhibits a line of Temperature of Maximum Density (TDM) in
liquid phase when changing the temperature (Heide, 1984, Mishima and Stan-
ley, 1984). At lower temperatures (below the freezing temperature of water
0◦C) water crystallize in such a way that the ice is less dense than the liq-
uid phase, and the relationship between its dynamics and structure are by far
non-trivial (Stanley et al., 2002b, Netz et al., 2002b, Netz et al., 2002a, Scala
et al., 2000a, Starr et al., 2000). Additionally, mixtures of water with other
compounds present a complex behavior, especially if such species are capa-
ble of share hydrogen bonds with water molecules (Matsumoto and Gubbins,
1990, Saiz et al., 1999, Slusher, 2000, Sesé and Palomar, 2001). Many phys-
ical properties of aqueous solutions present a non ideal behavior, like large
negative excess enthalpy of mixing (Ness, 1989, Raddzio and Tomaszkiewicz,
1986), high vaporization energy, enhancement of the shear viscosity (Ferrario
et al., 1990, Wheeler and Rowley, 1998, Venables and Schmuttenmaer, 2000),
minimum in thermal conductivity (Li, 1976), change in the sign of the Soret
coefficient (Kolodner et al., 1988, de Gans et al., 2003a, de Gans et al., 2003b),
etc. In some of these cases the comprehension of the nature of the processes
involved from a microscopic point of view, is still lacking.

Water at supercritical conditions has gained a considerable amount of interest
among the scientific community and in industry, due to its particular properties
at these conditions (Chialvo and Cummings, 1996b, Shaw et al., 1991, Katrizky
et al., 1996). One of the main interests to study supercritical water (SCW) is
that, according to the experimental data available, it exists a relaxation in the
structure of the hydrogen bond network responsible for a substantial reduction
of the dielectric constant of water (Skaf and Laria, 2000, Yao and Okada, 1998,
Jedlovsky et al., 1998). This fact allows SCW to solve non-polar substances
and precipitate the most common ions, contrary to what sub-critical water does.
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Moreover, due to the fact that the density of water can be tuned from gas-like to
liquid-like by just adjusting the pressure, SCW can be employed as a powerful
solvating agent for separation purposes and as a medium for chemical reactions.
The variation of density has a direct influence in the viscosity and diffusion of the
molecules (Haar et al., 1984), being this fact of particular interest for diffusion
controlled reactions. Supercritical extraction, wet oxidations of waste organic
materials, waste water treatment in pharmaceutical industries, and processed
water in power plant generation are some examples of industrial applications
of SCW (Modell et al., 1982, Thomason et al., 1990, Thomason and Modell,
1984, Tester et al., 1991, Killilea et al., 1992).

The peculiar behavior observed in pure water and its mixtures with other
substances at different thermodynamic conditions, and the knowledge and un-
derstanding of the properties of these systems are the motivations of this work.
We have employed Molecular Dynamics Simulations to study the intrinsic rela-
tionship existing between the structure and the dynamics of pure water, and the
influence that mixtures with other organic solvents (such as alcohols, ketones,
sulfoxides and benzene) may have on the properties of these solutions. Con-
sequently, we have first studied the relationship existing between the structural
and dynamical properties of pure water at sub and supercritical conditions, as
predicted by different molecular models of water, commonly used in the lit-
erature (van der Spoel et al., 1998, Mahoney and Jorgersen, 2000, Berendsen
et al., 1987, Guillot and Guissani, 2001). We have made a direct connection
between the local tetrahedral structure of water (Errington and Debenedetti,
2001, Chau and Hardwick, 1998), created by the presence of hydrogen bonds,
and the self-diffusion coefficient at liquid-like densities. In addition, we have
paid special attention to the analysis of the transition of the structural order of
water molecules from medium densities to very high density. We have found
some indications of an order transition in the three dimensional structure of wa-
ter at certain conditions of temperature (above∼ 345 K) and densities (between
0.9 to 1.3 g/cm3). The analysis presented in this part of the work, through the
comparison of different models of water, is also in the line of providing a set of
useful tools for the development of more accurate models of water.

The strong hydrogen bond interaction observed in pure water plays a central
role in aqueous solutions. Particularly, when the solute is also an associating
fluid, able to form hydrogen bonds, the solution is usually a non-ideal. We have
studied several properties of aqueous mixtures of associating fluids, such as
methanol, ethanol, acetone and dimethyl sulfoxide (DMSO). We have selected
these substances because their properties are well known, and because they are
also employed as organic solvents in many industrial applications. We observe
that the presence of each type of solute perturb the local structure of water in
a different manner, being the magnitude of the effect related to the associating
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character (being donor or acceptor of hydrogen bonds) of the solute. The loss
of the tetrahedral order in the water, due to the presence of the solute (through
crossed hydrogen bonds), produces an increase of the local rigidity of the water
molecules, with respect tomore symmetricalless rigid structures existing in
pure water. In other words, the breaking of the tetrahedral symmetry of the
environment, gives rise to the formation of chain-like structures with long-
range correlation of hydrogen-bonded water molecules that is responsible for the
high viscosity of the mixture. This fact has been corroborated by the observed
increment in the lifetimes of hydrogen bonds between water molecules. We have
also computed the thermal conductivity of the different mixtures, obtaining very
good agreement between our simulation results and the available experimental
data.

One of the properties that we have analyzed for these binary mixtures is the
Ludwing-Soret effect (Ludwig, 1856, Soret, 1879a), which is a macroscopic
cross effect where a diffusion process is caused by the presence of a tem-
perature gradient in a multicomponent system. The degree of the separation
observed and the sign of the separation (the direction of the migration of each
specie) is quantified by the Soret coefficient or the thermal diffusion factor. In
most cases, where fluids without association are considered, this coefficient
is positive in the whole range of compositions. This means that the heaviest
component will tends to accumulate in the cold region, and the opposite occurs
for the lightest component (Prigogine et al., 1950a). The value of the Soret
coefficient depends mostly on the differences in the molar masses and molar
volumes of the constituents for ideal mixtures (Simon et al., 1998, Simon et al.,
1999, Bedrov and Smith, 2000). However, in the case associating fluids, the
value of this coefficient may have a change in its sign at some particular com-
position. In this case the lighter component will migrate to the cold side of
the system (Tichacek et al., 1955). This effect has been studied for more than
hundred years and several theories have been proposed (Kempers, 2001, Haase
et al., 1971, Dougherty and Drickamer, 1955). It seems that, in the case of
associating fluids, this phenomenon still lacks of a clear physical explanation.
In view of this situation, we have computed the thermal diffusion factor for
aqueous solutions of the same species mentioned before, aiming at providing
some qualitative picture that would contribute to a better understanding of this
process. Our simulations reproduce even quantitatively the change in the sign
of the Soret coefficient experimentally observed (Tichacek et al., 1955, Bou-
Ali, 1999, Kolodner et al., 1988, Zhang et al., 1996), and to the best of our
knowledge, this is the first time that such achievement is reached for a mixture
of molecular fluid employing molecular dynamic simulations. Additionally, we
have devised a simple lattice model to support the hypothesis that the change
in the sign of the Soret coefficient will appear in all cases in which the energy
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of the crossed interaction between different species is more negative than the
interaction energies between pure components. In addition, we have confirmed
this fact with Molecular dynamics simulations of Lennard-Jones particles with
crossed interactions enhanced and, again, a change in the sign of the Soret effect
was observed. This particular behavior is commonly observed in other mixtures
also containing associating fluids (Leppla and Wiegand, 2003, de Gans et al.,
2003a, de Gans et al., 2003b).

The final part of this work is devoted to the computation of structural, trans-
port and dielectric properties of benzene in water at supercritical conditions.
We have selected the benzene because it is the simplest aromatic compound,
and because the results obtained can be of interest in the study of some of
the industrial processes such as supercritical water oxidation. We have em-
ployed a new Anisotropic United Atom (AUA) model of benzene (Contreras,
2002, Nieto-Draghi et al., 2003a) that reproduce the quadrupolar moment of
this molecule through the inclusion of point charges. We have demonstrated
that, in order to solvate this molecules in supercritical water, this kind of inter-
actions should be included. We have computed self-diffusion coefficient and
Maxwell-Stefan coefficients, and shear viscosity for the mixture at supercritical
conditions. A strong density and composition dependence of the properties is
observed. Experimental data shows the presence of aggregates between wa-
ter and benzene molecules (Furataka and Ikawa, 1998a). This fact suggests the
presence of some degree of hydrogen bonding between the electron cloud of the
benzenic ring and the hydrogen atom of water molecules (Furataka and Ikawa,
2000). Our simulations are in qualitative agreement with this fact since we
found that, at medium densities (0.6 g/cm3 and673 K), almost half of the ben-
zene molecules present one hydrogen bond with water molecules. In addition,
we observe that these bonds are longer lived than the corresponding hydrogen
bonds between water molecules. Similarly, we obtain an important reduction
of the dielectric constant of the mixture with the increment of the amount of
benzene molecules, at least at medium and high densities. The knowledge of
the behavior of the dielectric constant of the system in supercritical water is of
great interest, particularly if one considers some chemical reactions involving
electrolytes (Marrone et al., 1998).

The present manuscript is organized in the following way. In chapter1 we
present a general description of liquid theory, where the basic information re-
quired for the comprehension and the analysis of the different properties studied
are presented. In addition, the methodologies employed and the descriptions
of the concepts related to the molecular dynamics technique in different en-
semble averages are also included in this chapter. The analysis done on the
relationship between the structure and the dynamical behavior of pure water at
different thermodynamic conditions, and the comparison of the different water
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models is given in chapter2. Chapter3 is devoted to the study of transport
properties of aqueous solutions of organic associating fluids such as methanol,
ethanol, acetone and dimethyl sulfoxide. For clarity reasons we have dedicated
chapter4 exclusively to the analysis of the Soret coefficient of water with the
same organic solvents presented in chapter3. In chapter5 we present the results
obtained for the dielectric and transport properties of mixtures of benzene in su-
percritical water with the new model of benzene. Finally, we close the present
work with the concluding remarks and perspectives for future investigations
(chapter6).



Chapter 1

LIQUID THEORY

The main objective of this chapter is to review the elements of liquid theory,
as well as the fundamentals that support the implementation of computer sim-
ulations, specifically the Molecular Dynamics (MD) simulation, employed in
this work. Concepts about thermodynamics and transport properties of liquids
are briefly discussed, exclusively concerning classical liquids. This means that
the mean distance between the molecules,1/ρ1/3, should be greater than the
de Broglie wavelengthΛ, defined as

Λ ≡
(

2πh̄2

kBTm

)1/2

(1.1)

wherēh = h/2π,kB being the Boltzmann constant,T the absolute temperature,
h the Planck constant andm, the mass of the particle. Thus, no quantum effects
are considered in this work.

1. Structural and collective behavior of a system of N
particles

The description of the structure of a molecular fluid should be done in terms
of particle density and distribution functions. Thus, the radial pair distribution
function,g(r), measures how atoms organize themselves around each other, i.e.
it gives information about the local structure of a given system (Haile, 1997).
Let us define the n-particle distribution functiong(n)

N (r), which is defined in
term of the corresponding particle density by

1
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g
(n)
N (r) = ρ

(n)
N (r1, . . . , rn)/

n∏

i=1

ρ
(1)
N (ri) (1.2)

where

g
(n)
N =

〈∑

i

∑

j 6=i

∑

k 6=i,j

· · ·
∑

δ(r1 − ri)δ(r2 − rj) · · · δ(rn − rl)

〉
(1.3)

the brackets stand for an ensemble average. For homogeneous systems, by

ρng
(n)
N (rN ) = ρ

(n)
N (rn) (1.4)

wherern = {r1 · · · rn}.
The particle distribution function measures the extent to which the structure

of the fluid deviates from complete randomness. If the system is isotropic as
well as homogeneous, the pair distribution functiong(2)

N (r1, r2) is a function
only of the separationr12 = |r1 − r2|; it is then usually called theradial
distribution function(RDF) and written simply asg(r).

g (r) is related to the probability that an atomic center lies in a spherical shell
of radiusr and thickness∆r with the shell centered on another atom.

The radial distribution function indicates how the presence of one atom in-
fluences the position of neighboring atoms. In general, for separations less
than about one atomic diameter,g(r) = 0. In fluids, one atom should have no
influence on the position of another atom at large distances; thusg(r) → 1 as
r →∞.

For molecular fluids, the structure of the molecules introduces the orien-
tations as relevant variables in the description (Hansen and McDonald, 1991).
The expression for the pair distribution function however resembles closely that
obtained for atomic fluids, and it is defined as,

g (R12,Ω1,Ω2) =
(

Ω
ρ

)2

ρ(2) (R12,Ω1,Ω2) (1.5)

in this definition,R12 is usually the separation between the centers of mass of
each molecule,Ω1 andΩ2 are, respectively, angles describing the orientation
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of each molecule. This molecular distribution function is a complex object due
to its multidimensional character, difficult to be directly related with physical
quantities of interest. The reader is addressed to the literature for details (Hansen
and McDonald, 1991).

Due to this disadvantage, it is more convenient to analyze the structure of
molecular fluids in terms of site-site distribution functions referred to the posi-
tions of pairs of atoms on each molecule. Usually this procedure is particularly
appropriate in cases where the intermolecular potential is cast in a site-site form.
If the position of a sitea on the moleculei is denoted byria, and that of a site
b on moleculej (j 6=i) by rjb, then the site-site distribution function,gab, is
defined in a manner similar to (1.4), according to

ρ2gab (r) =
〈∑N

i6=j

∑
δ(ria)δ (rjb − r)

〉
(1.6)

The site-site distribution function is, of course, of interest in a wider con-
text than that of interaction-site models, and has a simple physical interpreta-
tion. In a molecular simulation it is relatively easy to compute a set of these
functions, and of course, they are also directly related to the structure factors
measured in X-ray diffraction (Hura et al., 2000), neutron-scattering (Tassaing
and Bellissent-Funel, 2000), as well as neutron diffraction (Soper et al., 1997)
experiments. Other techniques, like nuclear magnetic resonance (NMR) (Lamb
et al., 1981), infrared adsorption (IR) (Franck and Roth, 1992), Ramman scatter-
ing (Carey and Korenowski, 1998), or inelastic neutron scattering (Ricci et al.,
1998) are useful in the determination of the structure of fluids. In the case of
water, information of the degree of hydrogen bond at different thermodynamic
conditions can be inferred from these measurements.

For the case of neutron scattering the information of the atom-atom distribu-
tion functions is obtained indirectly from the measured structure factor SN (k).
This structure factor is defined according to

(∑
a

ba

)2

Sintra
N (k) =

∑
a

b2a +
∑

a 6=b

∑
babb

sin (klab)
klab

(1.7)

(∑
a

ba

)2

Sinter
N (k) = ρ

∑
a

∑

b

babb

∫
dr exp (−ik · r) [gab (r)− 1]

=
∑
a

∑
a

babb [Sab (k)− 1] (1.8)
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where the sums run over all nuclei in a molecule, ba is the coherent neutron
scattering length of a nucleusa, andlab is the separation of nucleia andb. After
removal of the intra molecular term, the Fourier transform ofSN

inter(k) yields
a weighted sum of atomic pair distribution functions, in the form

gN (r) =

∑
a

∑
b
babbgab (r)

(∑
a
ba

)2 (1.9)

Isotopic substitution makes it possible to vary the weights with which the
different gab(r) contribute to gN (r) and, hence, in favorable cases, to determine
some (or all) individual atom-atom distribution functions in the molecular fluid.

A formula similar to eq. (1.9) also applies to X-ray scattering. The only
difference being that nuclear scattering lengths are replaced by the atomic form
factors in this case.

In neutron diffraction experiments of water (Badyal et al., 2000), usually
a mixture of deuterated and hydrogenated water is used, this technique is the
so-calledneutron diffraction of isotopic substitutions(NDIS). The determina-
tion of the spatial distribution functions involves three experiments at different
isotopic compositions, each of which gives the structural information as a linear
combination of the site-site structure factors. Because the k-space data must
be inverted to real space to determine differentgab, the resulting correlation
may have some uncertainties (truncation, elimination of intra molecular con-
tributions, etc) (Chialvo and Cummings, 1996a). Recent studies comparing
results of this method and X-ray however find very good agreement between
both results (Badyal et al., 2000). In Figure 1.1 it is possible to appreciate the
evolution of the quality of the experimental oxygen-oxygen radial distribution
function in pure water. Old and new NDS is compared with the most recent
X-Ray experiments (ALS Advanced Light Source data).

1.1 Decomposition ofg(r) in terms of spherical harmonics

In a system composed of molecules in which different sites1 can be identified,
the site-site pair distribution function is an important tool to study the structure of
fluids. Of particular importance is the angular averaged site-site pair distribution
function, which is a function only of inter-sites distances. Its magnitude, for
specific sites, can be derived by inverse Fourier transform of the structure factor

1different atoms, which are responsible for the overall complexity of the intermolecular potential
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Figure 1.1. gOO comparison of old (Soper et al., 1997) and new (Soper, 2000) NDS with the
most recent X-Ray experiments (Hura et al., 2000) for water at 298 K andρ = 0.995 g/cm3.

obtained from neutron and X-rays diffraction scattering (Soper, 2000, Hura
et al., 2000). For spherically symmetric particles, the pair distribution function
is isotropic. However, in molecules such as water, the particular geometry of
the potential effectively introduces anisotropy in the local structure. A possible
way to describe such an anisotropy is to expand the completegab(r) in a basis
set of angular dependence of the spherical harmonics. One then writes

gab(r) =
∑

l,m

glm
ab (r) ·Ym

l (θ, φ) (1.10)

From now on, the differentglm
ab (r) in eq. 1.10 will be referred to as compo-

nents ofgab(r) in the base of spherical harmonics. These spherical harmonics,
Ym

l (θ, φ), are defined as

Ym
l (θ, φ) ≡ (−1)m

√
2l + 1

4π
· (l −m)
(l +m)

·Pm
l (cos θ) · eimφ (1.11)

wherePm
l (cos θ) are associated Legendre functions (Arfken, 1981). The

spherical harmonics are functions of the conventional angles in a polar coordi-



6 TRANSPORT AND STRUCTURAL PROPERTIES

Figure 1.2. Local polar system of coordinates centered at the oxygen atom, and oriented in the
direction of the permanent dipole vector of the molecule.

nate system. In the case of water molecules we have chosen the coordinates to
be located at the center of the oxygen atom of the water molecule. The z-axis
is pointing in the direction of the dipolar moment, and the y-axis is parallel to
the line joining the two hydrogen atoms (see Figure 1.2). The components of
the site-site pair distribution functions are thus defined as

glm
ab (r) =

∫
dΩ gab(r) ·Ym∗

l (θ, φ) (1.12)

where the integration is extended over all the solid angleΩ, and the asterisk
stands for the complex conjugate. The periodicity of the angular distribution
is related to the indexl and m. In particular,g00

ab(r) is proportional to the
radial distribution function, i.e, the angular average ofgab(r) , while g32

ab(r)
indicates, in the case of the oxygen-oxygen distribution function, how likely
it is to find oxygen atoms of water molecules simultaneously in an almost
tetrahedral arrangement at a distancer. To obtain componentglm

ab (r) from
molecular simulations, we compute

glm
ab (r) ≡

〈
1
N

N∑

i=1


4π

Nj∑

j=1

Ym∗
l (θ, φ)
V (r)




〉
(1.13)

where(θ, φ) are the angular coordinates of siteb, found at a distancer from site
aon moleculei (see Figure 1.2).V (r) is the volume of the spherical shell where
the moleculej is located (in fact, to numerically evaluateglm

ab (r) a discretization
of space in the radial direction has to be introduced, as it is customary in the
numerical calculation of pair distribution functions (Hansen and McDonald,
1991)). Furthermore, it is possible to reconstruct a three dimensional picture
of the structure of the system from the set of functionsglm

ab (r), according to eq.
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1.10. A truncation of the series in eq. 1.10, at given values ofl andm, results
in a smoothing out of the three-dimensional site-site particle distribution. After
truncation,gab(r) can be negative, this is an artifact caused by the truncation,
with no physical meaning. In this work, we have considered values ofl from 0
to 4, with mbeing all the even values ranging from-l to l. Odd values ofmgive
zero contributions, due to the symmetry of the water molecule. Such a choice
ignores angular variations with a periodicity smaller thanπ/2 but it is enough
to identify molecules in a tetrahedral arrangement, for instance. More details
on the selected spherical harmonics are given in Appendix A.

1.2 Orientational order parameter

The ability of any fluid to produce tetrahedral arrangements can be described
by the orientational parameterq, which is defined according to (Errington and
Debenedetti, 2001, Chau and Hardwick, 1998)

q = 1− 3
8

3∑

j=1

4∑

k=j+1

(
cos(Ψjk) +

1
3

)2

(1.14)

whereψjk is the angle formed by the lines joining the oxygen atom of a given
molecule with that of each of the four nearest neighboring molecules. In this
work water molecules have been selected to be the center of reference to com-
pute the orientational parameter. Additionally, if aqueous solutions are ana-
lyzed, the neighboring oxygen of the molecules employed in the calculus of
this coefficient could be indistinctly that of the solute or the water. Although
the numerical value of this parameter ranges from−3 to 1, it is expected that,
for physical reasons,q would effectively range from0, in a random distribu-
tion of molecules (ideal gas), to1, in a perfect tetrahedral arrangement. It is
important to realize that the value of this order parameter is not subject to the
choice of any particular local coordinate system in the reference molecule (see
the reference (Tanaka, 1999) where an order parameter was employed to study
order correlations in metals). Therefore it has a finite value even for a spherical
fluid, as in a fluid of Lennard-Jones molecules, due to the excluded volume
correlations in the particles of the first shell of neighbors if the system is dense.
The physical implications of the existence of local tetrahedral arrangement in
a spherical fluid are discussed in ref. (Tanaka, 1999, Frank, 1952, Kleman and
Sadoc, 1979, Nelson, 1983).

In this work we are also interested in the formation of tetrahedral structures
hydrogen bonded, thus having a well-defined orientation with respect to the
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dipolar moment of the reference molecule. We thus introduce a new parameter
q’ defined as

q′ ≡ ρ

∫ rmin
OO

0

∣∣∣g32
OO (r)

∣∣∣ r2dr (1.15)

whereρ is the oxygen number density,g32
OO(r) is the spherical harmonic pro-

jection of the oxygen-oxygen pair distribution function andrmin
OO is the first

minimum of gOO(r) at the same conditions. This parameter measures the
formation of a tetrahedral structure in a given orientation with respect to the
reference molecule. Consequently, this parameter is zero for a spherical fluid.

1.3 Translational order parameter

Together with the orientational order parameter, the so-called translational
order parametert measures the tendency of pairs of molecules to adopt preferen-
tial separations thus, translational order. This parameter is defined as (Errington
and Debenedetti, 2001)

t ≡ 1
ξc

∫ ξc

0
|g(ξ)− 1| dξ (1.16)

whereξc, the cut-off value, is 2.843 as in the original reference (Errington and
Debenedetti, 2001). Typically, in a ideal gasg(r) → 1 and t vanishes. In a
crystal, on the other hand, there is long-range translational order, andg(r) 6= 1
over long distances. Hencet is large.

2. Dynamic behavior and transport properties of fluids

This part of the chapter is dedicated to analyze the dynamics of a system of
particles. The collective behavior of species in fluids should be described in
terms of matter fluxes, which can be given either in terms of molar fluxes or
in terms of mass fluxes. These fluxes are related to the advection and diffusive
process.

Diffusion is the process whereby matter is transported due to thermal agita-
tion, in absence of macroscopic overall mass or molar flow. Although different
definitions of the diffusive flux can be introduced (de Groot and Mazur, 1984),
the macroscopic diffusive flow is defined here with respect to the so-called
barycentric velocity, given by
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ρv =
∑

i

ρivi (1.17)

whereρ =
∑
i
ρi is the total density,ρi being the mass density of theith species,

andvi is the velocity of each species. Thus, the diffusive mass flux is defined
by

Ji = ρi · (vi − v) (1.18)

The diffusive flow in an isothermal binary mixture is phenomenologically
given by the Fick’s law

J1 = −cTD12∇x1 = −J2 (1.19)

where D12 is referred to as the diffusion coefficient and is of dynamic nature.
Notice that diffusion is an irreversible process that exists only in mixtures.

2.1 Self-diffusion

Even though, it is possible to define self-diffusion as a process in which a
mentallytaggedparticle diffuses embedded in a bulk of particles identical to
the tagged one. If one can identify and follow the tagged particle, it diffuses due
to thermal agitation. In this case, one can identify the diffusion coefficient as
a quantity related to the mean square displacement of the erratic motion of the
taggedparticle, according to the well-known relation due to Einstein (Frenkel
and Smith, 1996)

D = lim
t→∞

1
6t

〈
|r(t)− r(0)|2

〉
(1.20)

wherer(t) is the vector position of one particle at timet, r(0) is the position att
= 0, and D is the self-diffusion coefficient. This equation is a direct consequence
of the Fick’s Law (Frenkel and Smith, 1996).

Additionally, it is possible to also determine the self-diffusion coefficient
analyzing the relaxation of the velocity-velocity auto-correlation function of a
tagged particle in a system in thermal equilibrium. This is one of the known
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Green-Kubo relations, which give D from the time integral of the velocity auto-
correlation function (VACF). Such a relation between a transport coefficient and
an integral over a time-correlation function is calledGreen-Kubo relation. Def-
initions for more complexGreen-Kuborelationships are also possible (Hansen
and McDonald, 1991, Zhou and Miller, 1996, de ven Lucassen et al., 1998) aim-
ing at determining other transport coefficient, such as: Thermal conductivity,
viscosity coefficient, dielectric constant, etc. Even though, in this work, mean
square displacement has been employed to compute self-diffusion coefficient,
both, in pure systems as well as in mixtures.

Experimentally the self-diffusion coefficient can be measured by several
techniques, but the most common are Proton NMR (Lamb et al., 1981) and
quasi-elastic incoherent neutron scattering (Tassaing and Bellissent-Funel, 2000).
In the second case one measures the quasi-elastic and inelastic incoherent neu-
tron scattering of the sample. Then this data is used to fit a theoretical equation
that involve the dynamical structure factor (also called the Debye-Waller factor),

S(Q,ω) = exp

(
−Q2

〈
u2

〉

3

)
T (Q,ω)⊗R (Q,ω) (1.21)

where Q is the momentum transfer,u2 is the mean square amplitude of the
molecular vibrations. R(Q,ω) accounts for the hindered rotation and T(Q,ω)
represents the contribution from the translational motion of the molecules. As-
suming that the translational and rotational degrees of freedom are decoupled
it is possible to analyze only the translational part, therefore, the dynamical
structure factor S is reduced to the expression

S(Q,ω) = exp

(
−Q2

〈
u2

〉

3

)
T (Q,ω) (1.22)

where T(Q,ω) can be expressed in terms of the half-width of the translational
line of the moleculeΓ(Q)

T (Q,ω) =
1
π

Γ (Q)
{ω2 + [Γ (Q)]2} (1.23)

and this factorΓ(Q) is related with the translational diffusion coefficient (self-
diffusion coefficient) through a random jump diffusion model,
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Γ(Q) =
DQ2

1 +DQ2τ0
(1.24)

hereτ0 is the residence time between jumps. Finally, the mean square dis-
placement (MSD) of the molecules can be expressed as 6Dτ0 that is the same
quantity computed in a Molecular Dynamic simulation (expression between
angular parentheses in eq. (1.20)). In resume, the experimental accessible
quantity is the quasi-elastic incoherent neutron scattering spectraI(Q,ω) which
is related with the S(Q,ω) through this equation

I (Q,ω) = S (Q,ω)⊗R (ω) + Ibackground (1.25)

where R(ω) is the energy resolution function of the instrument andIbackground

denotes the contribution coming from the background due to fast rotational
motion. From eq. (1.25) you have S(Q,ω) and using eq. (1.22) to eq. (1.24)
it is possible to determine the self-diffusion coefficient. More details about
experimental determination of this transport property can be found in (Krynicki
et al., 1980, Lamb et al., 1981) and (Tassaing and Bellissent-Funel, 2000).

2.2 Maxwell-Stefan mutual diffusion coefficient

The diffusion coefficient presented in eq.(1.19), or, the normally called Fick’s
D coefficient, is the most commonly used in different engineer processes. It
is, therefore, important to have predictions of this coefficient in cases where
experimental measurements are unavailable. Microscopic relations to compute
D in binary and ternary systems had been developed by Zhou and Miller (Zhou
and Miller, 1996). In this case the coefficient can be computed using time
correlation functions through the Green-Kubo formalism. The expression to
computeD in the case of binary mixtures is,

D12 =
x2 Q

3n1

(
M1x1 +M2x2

M2x2

)2 ∫ ∞

0

〈
n1∑

i=1

vi
1(t) ·

n1∑

j=1

vj
1(0)

〉
dt (1.26)

wherex1, x2,M1 andM2 are the molar fractions and masses of species1 and
2 respectively,n1 is the number of molecules of species1. Additionally,v1 is
the center of mass velocity of particles of specie1. The thermodynamic factor
Q, may be expressed in terms of radial distribution functions of the molecules
in a binary system (Zhou and Miller, 1996),
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Q =
1

1 + x1x2ρ (Γ11 + Γ22 + Γ12)
(1.27)

whereρ is the density of the system, and eachΓαβ is defined as

Γαβ = 4π
∫ ∞

0
r2 [gαβ(r)− 1] dr (1.28)

The thermodynamic factorQ is in addition directly related to chemical po-
tential derivatives of each species in the mixture,

Q =
x1

kBT

(
∂µ1

∂x1

)

T,P
(1.29)

However, the computation of the thermodynamic factorQ in not easily acces-
sible in computer simulation, due to the fact that radial distribution functions
present some degree of uncertainties, as it was mentioned before. For this
reason, the computation of the Maxwell-Stefan mutual diffusion coefficient
presents an advantage whit respect of the normal Fick’s diffusion coefficient.
For instance, comparing eq. (1.19) with the Maxwell-Stefan equation one has
(Taylor and Krishna, 1993),

J1 = −cTD12 ·Q · ∇x1 (1.30)

Diffusion coefficient in binary liquid mixtures can be strong functions of
composition. In this respect non-ideal solutions originate also a non-monotonous
behavior of the thermodynamic factorQ. Consequently, in view of eq. (1.19)
and eq. (1.30), these two coefficients are related as follow (Taylor and Krishna,
1993)

D12 =
D12

Q
(1.31)

Then, the Maxwell-Stefan diffusion coefficient can be calculated in computer
simulation from eq. (1.26) using the relation given in eq. (1.31) , and it is
partially free of the strong influence of the composition of the system.
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2.3 Shear Viscosityη

The macroscopic local densities associated with the conserved variables are
the particle number densityρ(r, t), the momentum densityp(r, t) and the total
energy densitye(r, t). The local velocity fieldv(r, t)is defined via the relation
(Hansen and McDonald, 1991)

p(r, t) = ρ(r, t)v(r, t) (1.32)

whereρ(r, t) is the mass density. Focusing in the transport of momentum, the
conservation law for the local density is the Newton’s Law in a control volume,

d

dt

∫

V
dV p(r, t) =

∫

V
dV∇ · ¯̄σ (1.33)

where ¯̄σ is the momentum current, or thestress tensor. The elements of the
stress tensor in Newtonian fluids are given phenomenologically by

σαβ(r, t) = δαβP (r, t)− η

(
∂vα(r, t)
∂rβ

+
∂vβ(r, t)
∂rα

)

+δαβ

(
2
3
η − ζ

)
∇ · v(r, t) (1.34)

whereP (r, t) is the hydrostatic pressure,η is the shear viscosity andζ is the
bulk viscosity. The subscriptsα, β stand for the different Cartesian coordinates.

The shear viscosity of any fluid can be microscopically calculated from the
simulations. Due to the long time decay of the pressure tensor time correlation
function in some aqueous systems (specially those of associating fluids, which
will be discussed later), the computation of the viscosity through a Green-
Kubo expression (Hansen and McDonald, 1991) (using time integrals of the
pressure tensor) is very inefficient in systems where molecules has electrical
charges, due to the high fluctuation and long tails presented in the pressure
tensor correlation function of the system. However, the use of the Einstein
relation (Smith and van Gunsteren, 1993) permits to overcome the effect of
these long temporal queues in the Green-Kubo calculations and obtain precise
values of the viscosity with a reasonable computational effort. Consequently,
the Einstein relation is employed as described by Smithet. al. (Smith and
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van Gunsteren, 1993) but, contrary to the original work, where only the off-
diagonal elements of the pressure tensor were employed, here we use all of
the elements of the stress tensor (according to ref. (Dysthe et al., 1999a)) to
improve convergence and statistics. Thus, the viscosity coefficient is given by
the expression (Petravic, 2000)

η =
1
20

V

kBT
lim
t→∞

d

dt


∑

α

〈
∆P T

αα (t)
〉2

+ 2
∑

α>β

〈∆Pαβ (t)〉2

 (1.35)

Here,α andβ are indexes running over the three Cartesian coordinates,V
is the volume,T is the temperature, and∆Pαβ(t) denotes thedisplacement
of the elements of the pressure tensorPαβ (notice that, following eq. (1.34),
Pαβ = −σαβ), which is defined as

∆Pαβ (t) =
∫ t

0

1
2

(Pαβ (τ) + Pβα (τ)) dτ (1.36)

and,

∆P T
αα (t) =

∫ t

0
(Pαα (τ)− 1

3

∑

β

Pββ (τ)) dτ (1.37)

The microscopic expression for the elements of the pressure tensorPαβ appear-
ing in the integrand of eq. (1.36) and eq. (1.37) is given by

Pαβ (t) =
1
V


∑

i

pαi(t)pβi(t)
mi

+
∑

i<j

∑
fαij(t)rβij(t)


 (1.38)

In eq. (1.38),pαi is theα-component of the momentum of particlei, fαij is
theα-component of the force exerted on particlei by particlej, andrβij is the
β-component of the particle-particle vector,rij ≡ rj − ri. The viscosity is
obtained from the slope of eq.(1.35), always after some initial time, were the
displacement is not a linear function of the time.

2.4 Thermal conductivity λ

Heat conduction can be considered as a process where the energy is propa-
gated throughlattice waves, induced by atomic motion, without macroscopic
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motion. This diffusion process is phenomenologically described by theFourier’s
Law, which, in a pure system reads,

Jq ≡ −λ∇T (1.39)

whereJq is the heat flux (energy per unit of area),∇T is the temperature gra-
dient andλ the thermal conductivity. This latter property, which is referred to
as atransport coefficient, provides an indication of the rate at which energy is
transferred by the diffusion process described. Thermal conductivity depends
on the physical structure of the matter (atomic and molecular) and the physical
state of the matter (solid, liquid, etc). This coefficient can be experimentally
measured with high accuracy, and many empirical equations have been devel-
oped to estimate this property in solids, liquids and gases. In liquid mixtures
some correlations are very good to predict the behavior of common solutions
(Li, 1976) but, however, this kind of correlations are unable to predict non-
ideal behaviors such as maximum and minimum of the thermal conductivity at
particular compositions.

Then, from a microscopic point of view, the computation of the thermal con-
ductivity can be achieved from molecular simulations, and different techniques
can be employed. For instance, a Green-Kubo expression can be employed to
calculate this property in systems in thermal equilibrium (Hansen and McDon-
ald, 1991)

λ =
1

3kBV T 2

∫ ∞

0
〈Je(0) · Je(τ)〉 dτ (1.40)

This formula requires a microscopic expression of the energy currentJe, (in
general, for mixtures) (Vogelsang et al., 1987),

Je =
nesp∑

α=1

Nα∑

j=1

1
2
mα|vjα|2vjα

−1
2

nesp∑

α=1

nesp∑

β=1

Nα∑

j=1

Nβ∑

k=1

(
rjαkβ

∂U(rjαkβ)
∂rjαkβ

− U(rjαkβ )̄̄i
)
vjα

−
nesp∑

α=1

hα

Nα∑

j=1

vjα (1.41)
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The subscriptsα,β stands for the different kinds of molecules and j,k count
the number of particles.Nα andNβ are the number of particles of kindα, i.e.,
β. The heat currentJe is composed of a kinetic part, apotentialpart, and a
term containing the partial enthalpies (last term on eq. (1.41)).vjα denotes the
center of mass velocity of a particlej of kindα, hα denotes the partial enthalpy
per particle of speciesα,U(rjαkβ) is the interaction potential (Vogelsang et al.,
1987). However, in this microscopic expression of the heat current (eq.(1.41)),
which is required in the Green-Kubo expression (eq.(1.40)), there is a contri-
bution due to the partial molar enthalpies of the different species (Hoheisel,
1999). These quantities are difficult to obtain in simulations with fixed number
of particles, like those used in this work. Thus, its determination would require
a separate set of simulations if the partial molar enthalpies for the different
substances were not known a priori. Only in the case of ideal mixtures, the
contribution arisen from the partial molar enthalpies can be disregarded in the
Green-Kubo formalism (Dysthe et al., 1999b). In the case of very non-ideal
solutions, like water solutions, this simplification is not valid. For this reason in
this work we have adopted a non-equilibrium scheme, where the direct imposi-
tion of a thermal gradient and the computation of the resulting heat flow permits
the determination of the thermal conductivity from their ratio. Then, thermal
conductivity can be computed through a constant temperature PeX (momentum
exchange algorithm) non-equilibrium molecular dynamic simulation (Muller-
Plathe, 1997, Bedrov and Smith, 2000) (see ref. (Nieto-Draghi and Avalos,
2003) and appendix E).

In this scheme, the total momentum and energy of the system are held con-
stant. Moreover, the simulation box has periodic boundary conditions in the
three dimensions of space. In thez-direction, one considers two slabs of a
given thickness, large enough to contain many particles in average but much
smaller than the length of the box in thez-direction. To maintain a temperature
gradient, the faster particle in the so-calledcoldslab is selected with frequency
ν to exchange its momentum with the slowest particle in thehotslab. Thus, the
energy transfer induced by this exchange of momentum is added to the value
of the accumulated energy transferred between the two slabs (see Figure 1.3).
Thus, the heat flow density at steady state is thus given by the relation

〈Jz(t)〉 =
1

2At

∑

transfers(t),i

mi

2

(
v2

ci − v2
hi

)
(1.42)

In this expression,A is the crossectional area. Furthermore,〈Jz(t)〉 is the
heat flux density in thez direction (i.e. the direction of the imposed temperature
gradient). On the right hand side of eq. (1.42),vci andvhi stand, respectively,
for the velocities of the particles of theith species that participate in the exchange
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Figure 1.3. Schematic representation of half of the simulation box using the non-equilibrium
PeX algorithm. Particles in blue have less kinetic energy than red particles.

procedure, from the coldc and hoth slabs (Bedrov and Smith, 2000). The sum
is done over all the transfers occurred after an initial time,t thus being the time
interval since this origin. Whit this special configuration, heat is delivered from
the center to the right and left cold slabs. Thus, the heat flux is half of the
energypumpedby the algorithm per unit of time. Moreover, eq. (1.42) is a
trivial generalization of the original method (Muller-Plathe, 1997) for the case
of mixtures. Thus, we have to point out that; the momentum exchange is done
only between particles of the same species, and simultaneously for all species.
Hence, it is required that the number of particles in both slabs is sufficiently
large, on one hand, to be sure that it is always possible to find particles of each
species to exchange their energy. On the other hand, it is also desirable that the
collisions inside the slabs properly thermalize the velocity distribution before
a new exchange is done. These requirements are fulfilled in our case, in which
liquid densities are considered. Once the thermal gradient is stabilized and the
process is stationary, the thermal conductivity can be obtained from the relation

λ =
〈Jz(t)〉
〈dT/dz〉 (1.43)

where〈dT/dz〉 is the resulting temperature gradient in thez direction (Bedrov
and Smith, 2000). Notice, however, that in this relation crossed effects due to
the presence of induced concentration gradients (Soret effect) are absorbed into
the definition ofλ, which, in this way, is directly accessible from both simula-
tions and experiments (Evans, 1997). Other definitions can be used (de Groot
and Mazur, 1984) which explicitly separate the direct effect of the temperature
gradient from the induced by that concentration gradient, whose contribution
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to the heat transport usually is much smaller than the direct effect. These con-
tributions may be important if the temperature gradient imposes large gradients
in composition along the box, which is not the case under the conditions of our
simulations. Eq.(1.43) allows the computation of the thermal conductivity in
away similar to what is done in traditional experimental techniques through the
Fourier’s law (eq.1.39).

2.4.1 Soret coefficient

When a temperature gradient is applied to a liquid mixture not only causes
a heat flux but also gives rise to a diffusion current of the constituent com-
ponents. The resulting separation of the components causes a concentration
gradient parallel with respect to the temperature gradient. This cross-effect
between temperature and concentration is well known in irreversible thermo-
dynamics asthermal diffusionor Ludwig-Soret-effect. Even though this effect
has been known for long time, and some theories have been proposed (Kempers,
2001, Dougherty and Drickamer, 1955) for ideal mixtures and gases, there is
still no simple satisfactory theory to explain the effect in liquids, solids and
polymers. The theory of Kemperset al (Kempers, 2001) has been successfully
tested in mixtures of hydrocarbons (light normal paraffins, heavy normal paraf-
fins, branched paraffins, naphtenes, monocyclic aromatics, etc), but non-ideal
mixtures such as aqueous solutions with associating fluids such as alcohols,
ketones, sulfoxides, etc, are still matter of study. This lack of knowledge in the
behavior of such mixtures motivates the study of this property through molec-
ular dynamics simulations, where, it is possible to have a microscopic picture
of the process.

From a macroscopic point of view and following the framework of irre-
versible thermodynamics, the coupling between the different fluxes (mass and
heat) are described according Onsager’s linear relationships (de Groot and
Mazur, 1984),

Jk =
N∑

j=1

LkjXj + LkqXq,

(1.44)

Jq =
N∑

j=1

LqjXj + LqqXq,

with Jk being the flux of component k with respect to the center of mass of
the system andJq being the heat flux. TheXα are thermodynamic forces,
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that (for the specific case of binary mixtures) are defined asXq = −(∇T/T )
and Xj = −∇T (µ1 − µ2) (here the gradient is formally done at constant
temperature). TheLαβ are the Onsager coefficients withα = (k, q) andN is
the number of species in the mixture. Using an appropriate frame of reference,
the Onsager coefficients can be related to the macroscopic coefficientsλ and
ST (the thermal conductivity and the Soret coefficient) respectively for a binary
mixture according to (MacGowan and Evans, 1986b, Evans and MacGowan,
1987),

ST =
L1q

ρTD12

(1.45)

λ =
1
T 2

[
Lqq −

L2
1q

L11

]

whereρ is the system density,D12 is the mutual diffusion. The first expression
in eq. (1.45) can be employed to compute the Soret coefficient but it lacks
of practicality due to the difficulty inherent to the measurement of the Onsager
coefficients. In essence, the base of the experiments is the same as that employed
in the computation of the thermal conductivity, the main difference lay in the
devices employed to detect the concentration gradient in the system. Usually,
the Soret coefficient has been measured through optical techniques, traditionally
with refraction indexes of the fluid (Tichacek et al., 1955, Kolodner et al.,
1988) and more recently by X-Ray microscopy (Rondot et al., 2002), where the
technique permits a rapid acquisition (a few seconds) of a quantitative elemental
map of the species in the system. In this respect, molecular simulation permits
the precise knowledge of the positions of the molecules in the system and due to
this advantage this coefficient can be analyzed more in detail from a microscopic
point of view. Similarly to other coefficients, a Green-Kubo expression can
be employed to determine thethermal diffusioncoefficient (Vogelsang and
Hoheisel, 1988),

DT =
1

3V kBT

∫ ∞

0
〈Je(0) · Jm(t)〉 dt (1.46)

The heat fluxJe is the same defined in eq.(1.41) and the mass fluxJm of
one specie is,
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Jm = m1

N1∑

j=1

vj1 (1.47)

wherem1 andvji are the mass and the velocity of specie1 in the system. The
Soret coefficient is then computed with (Vogelsang et al., 1987),

ST = − DT

w1w2ρTD12
(1.48)

beingw1 andw2 the mass fractions of the constituents andρ the mass density
of the system. As it was commented before in the computation of the thermal
conductivity, the heat flux employed in eq.(1.46) requires the use ofJe (eq.(1.41)
where the partial molar enthalpies are required. The selection of an appropriate
simulation technique avoids the computation of partial molar enthalpies of each
species in the system. Thus, non-equilibrium techniques have been proven to
be more efficient to compute the Soret coefficient in molecular simulations
(Bedrov and Smith, 2000) and do not require these properties. Then, applying
the same constant temperature PeX (momentum exchange algorithm) technique
one has,

ST = − 1
x1(1− x1)

(
∂x1

∂z

) (
∂T

∂z

)−1

(1.49)

wherex1 is the molar fraction of species1 (in a binary system), the gradients
(∂x1/∂z) and(∂T/∂z) can be obtained fitting to a straight line the concen-
tration and temperature profiles rising from the simulation. The advantage of
this technique is that it is similar to what is done in normal experiments, where
the sample is inside a box where a thermal gradient is imposed through one
direction (thez direction in the case of simulation) of the box.

3. Water: Important considerations

Due to the fact that the main objective of this work is to study the dynam-
ical and thermodynamical behavior of pure water and aqueous solutions, the
knowledge of some of the peculiar characteristics of this substance are very
important to understand the information presented in the rest of the chapters.
Water (H2O) is one of the most common molecules in the Universe. Due to
its importance it has been very well studied, both theoretically and experimen-
tally, and a number of model structures aiming at simulating its behavior have
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been proposed. Liquid water is unique with a number of particular properties
(Chapling, 2003).

1 High boiling point at ambient conditions, 100.0◦C when compared with
similar hydrogenated compound (HF, H2S, NH3, etc) (Franks, 2000, NIST,
2001)

2 High Critical Temperature 373.99˚C (Franks, 2000, NIST, 2001)

3 Maximum in the density as a function of the temperature0.999972 g/cm3

at3.984◦C and1 bar (Franks, 2000, NIST, 2001)

4 Its self-diffusion increase when the fluid is compressed at high density
(Stanley et al., 2002b, Netz et al., 2002b, Netz et al., 2002a, Scala et al.,
2000a, Starr et al., 2000)

5 Simulation results suggest the presents a second critical point and a complex
supercooled region (Stanley et al., 2002a, Franzese et al., 2001d, Mishima
and Stanley, 1998, Bluhm et al., 2002, Scala et al., 2000b, Franzese et al.,
2001a)

6 Divergence of the isochoric heat capacity near the critical point (Polikhronidi
et al., 2001)

The capability of forming complex 3D networks in solid and liquid states,
as well as the strong long-range interactions between the molecules may ex-
plain some of these anomalous properties. The presences of these collective,
long-range interactions between water models can be understand analyzing the
structure of the water molecule.

3.1 Water structure

Water has the molecular formula H2O but the hydrogen atoms are constantly
exchanged between molecules due to protonation/de-protonation processes.
Water molecules are symmetric with respect to two planes and rotation axis, as
shown in Figure 1.4.

The water molecule is often described simply as having four, approximately
tetrahedrally arranged, sp3-hybridized electron pairs, two of which are associ-
ated with hydrogen atoms leaving the two remaining lone pairs. In a perfect
tetrahedral arrangement the bond-bond, bond-lone pair and lone pair-lone pair
angles would all be 109.47Å and such tetrahedral bonding patterns are found
in condensed phases such as hexagonal ice (Chapling, 2003).Ab initio calcu-
lations on isolated molecules, however, do not confirm the presence of signif-
icant directed electron density where lone pairs are expected. Some 5-point
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Figure 1.4. In this figure it is possible to see a schematic representation of a water molecule.
Here O and H are, respectively, the oxygen and the hydrogen atoms, and “e” represents the
position of the lone pair electrons of the oxygen atom (Chapling, 2003).

Figure 1.5. Water structure showing the electron density distribution (high densities around the
oxygen atoms have been omitted for clarity)(Chapling, 2003).

molecular-models (that will be discussed more in detail in the intermolecular
models section) explicitly include those lone pairs electrons, but of course this
specific geometry is based on the hypothesis that this lone pair electrons exist
(probabilistically speaking) in that particular geometry (Chapling, 2003).

Although the lone pairs of electrons do not appear to give distinct directed
electron density in isolated molecules, there are minima in the electrostatic
potential at approximately the expected positions given in Figure 1.5. Hydrogen
atoms are attached to the oxygen trough covalent bonds. In covalent bonds
electrons are shared between atoms, but in the case of water the sharing is not
equal. The oxygen atom attracts the electrons more strongly than the hydrogen.
This gives water asymmetrical distribution of charge (DNA, 2001). This charge
distribution can be seen in Figure 1.5,
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3.2 The concept of hydrogen bonding

The positive regions in one of the water will attract the negative charged
regions in other waters. This electrostatic interaction between two or more
molecules is called the hydrogen bond. In Figure 1.6 its possible to see two
water molecules hydrogen-bonded.

Figure 1.6. In this figure it is possible to see a water dimmer showing the partial charges
(Chapling, 2003).

Typically this hydrogen bonding occurs where the partially positively charged
hydrogen atom is close to partially negatively charged oxygen. This process can
also be found in other systems, like Fluorine atoms in HF−

2 and between water
and the smaller halide ions F−, Cl− and Br− (e.g. HO-H· · ··Br−, (Mayanovic
et al., 2001)), and, to a much smaller extent, to I− (Kropman and Bakker, 2001),
and in all associating fluids (alcohols, ketones, sulfoxides, etc).

Hydrogen bonds are much weaker than covalent bonds. In water the hydro-
gen atom is covalently attached to the oxygen of a water molecule (about 470
kJ/mol) but has an additional attraction (about 23.3 kJ/mol (Isaacs et al., 2000))
to a neighboring oxygen atom of another water molecule (Isaacs et al., 2000).

When a large number of hydrogen bonds act cooperatively they will make
a strong contributory effect, on thermodynamic, structural as well as dynamic
properties of physical relevance. This many-body effect is reflected in the
formation of clusters, of several number of water molecules in different config-
urations (Chapling, 2003). In figure 1.7 a pentamer cluster can be seen.
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Figure 1.7. Clusters, hydrogen bonded pentamer (Chapling, 2003).

4. Molecular Dynamics

In this section a description of the tools required to carry out Molecular
Dynamic simulations are discussed. Details of the algorithms used to integrate
the Newton’s equations of motion are presented, in addition to the mathematical
description of the treatment of short and long-range intermolecular potentials
and forces.

Molecular Dynamic Simulations for transport and equilibrium properties of
liquids are customary based on the principle that particles’ behavior obeys the
classical mechanics; it means that neither quantum nor relativistic effects are
considered. This approximation leads to an important simplification, namely
that the contribution to thermodynamic properties that arise from thermal mo-
tion can be separated from those due to interactions between particles (Hansen
and McDonald, 1991). The separation of potential and kinetic term suggests a
simple means of characterizing the liquid state (or any other one). Thus a pre-
cise and coherent dynamical description of a system of particles, and, of course,
a mathematical representation of this dynamics for computer implementations
is required. The dynamics of a system of particles can be described through
Newton’s equation of motion.

The dynamics of a system of particles is described by Newton’s equations
of motion, which are written as set of two first order differential equations for
convenience

ṙi =
pi

mi
(1.50)
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ṗi = Fi

whereri is the position,pi ≡ mivi is the momentum andFi is the resultant of
all the forces acting onith particle.

Hamiltonian mechanics is equivalent. Such a description is based on the
Hamiltonian

H
(
rN ,pN

)
=

∑

i

p2
i

2mi
+ U

(
rN

)
= E (1.51)

whererN = {r1, r2 · · · rN} andpN = {p1,p2 · · ·pN}
The Hamiltonian is the total energy if no time-dependent external forces act

on the system. With this formulation, the equations of motion take the form

ṙi =
∂H

∂pi
(1.52)

ṗi =
∂H

∂ri

understanding thatrN is an ensemble of independent (generalized) coordinates.

5. Ensembles

In this section we will focus the attention in the different possible ensembles
that are relevant for the application of the Molecular Dynamics (MD). As it
was mentioned in the previous section, MD is a scheme to study the natural
time evolution of a classical system ofN particles in volumeV (Frenkel and
Smith, 1996). Hence, the natural accessible quantity in any MD simulation is
the total energyE, which is held constant (see the Hamiltonian formulation
expressed in eq. (1.51)). Assuming that the time averages are equivalent to en-
semble averages, the (time) averages obtained in conventional MD simulations
are equivalent to ensemble averages in the micro-canonical (constant NVE)
ensemble.

5.1 Micro-canonical NVE

The NVE ensemble is the natural ensemble of a simple MD simulation since
the total energy is preserved by the equations of motion under conservative
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forces. Here, the total volumeV and the total number of molecules of the system
N and the total energyE are held constant. The micro-canonical ensemble is
defined if the average of any thermodynamic functionU , is given by

U(N,V,E) ≡ [N !Ω(N,V,E)]−1
∫

V
drN

∫
dpN

×δ[H(rN ,pN )− E]U(rN ,pN ) (1.53)

where

Ω(N,V,E) ≡ (N !h3N )−1
∫

V
drN

∫
dpNδ[H(rN ,pN )−E] (1.54)

is the micro-canonical ensemble partition function. Hereδ is the Dirac function,
H is the Hamiltonian of the system. The total energy of the system can be
computed using eq. (1.51), where theU(rN ) represents the potential energy of
the molecules (which will be discussed in detail is section 4.5), and theK term
represent the total kinetic energy (i.e for a rigid molecule) (Marrion, 1992),

K =
1
2

N∑

j=1

mj |vj |2 +
1
2

N∑

j=1

mj(ωj × rj)2 (1.55)

wheremj is the mass,ωj the angular velocity andrj the center of mass position
of the molecule. The first term of eq.(1.55) is the translational part of the kinetic
energy, while the second term is the rotational part of the kinetic energy. These
two terms are equal in average due to the equipartition theorem. The temperature
of the system can be then computed as,

T =
2 < K >

kBNd
(1.56)

Here< K > represent a time average, that is equivalent to an ensemble
average of the kinetic energy, andNd is the total degrees of freedom of the
molecules. Consequently, in any NVE simulation while the total energy of
the system remains constant, the temperature of the system fluctuates during
the simulation. In this respect, no changes should be done in the velocities
and positions of the molecules if we are interested to do a simulation in the
micro-canonical ensemble.
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5.2 Canonical NVT

From a statistical mechanical point of view, a system of particles are in the
canonical ensemble if we can impose a temperature to the system by bringing it
into thermal contact with a large heat bath. Here any thermodynamic function
A of the system (A(N,V, T )) is defined as,

A(N,V, T ) ≡ [N !Q(N,V, T )]−1
∫

V
drN

∫
dpN

× exp

(
−H(rN ,pN )

kBT

)
A(rN ,pN ) (1.57)

where

Q(N,V, T ) ≡ (N !h3N )−1
∫

V
drN

∫
dpN exp

(
−H(rN ,pN )

kBT

)
(1.58)

whereQ is the canonical partition function. Under this conditions, the prob-
ability to find the system in a given energy state is given by the Boltzmann
distribution of the velocities of the molecules (Frenkel and Smith, 1996),

P(p) =
(

1
kBT2πm

)(3/2)

e

[
−p2

kBT2m

]
(1.59)

wherep is the momentum of the particles. Then, the temperature of the system
can be computed through eq.(1.56). However, the condition of constant tem-
perature is not equivalent to the condition that the kinetic energy per particle is
constant. In fact, in a canonical ensemble of a finite system, the instantaneous
kinetic energy per particle or the instantaneous kinetic temperature fluctuates.

There are several manners to maintain constant the temperature of the sys-
tem; some of them preserve a canonical distribution of the velocities of the
molecules (Nosé-Hoover thermostat (Nosé, 1984a, Nosé, 1984b)) while others
kept constant the kinetic energy of the system (Andersen, 1980) (also called iso-
kinetic MD schemes and velocity-scaling schemes (Berendsen et al., 1984)). In
the second group one does not simulate a true constant-temperature ensemble,
but in practice, the difference between iso-kinetic and canonical schemes is
often negligible (Frenkel and Smith, 1996).



28 TRANSPORT AND STRUCTURAL PROPERTIES

Then, the easiest way to maintain constant the temperature of the system is
using the temperature rescaling procedure,

frescale =

√
Treq

T
(1.60)

hereTreq is the desired temperature andT is the actual temperature. Once the
factorfrescale is obtained, the velocities of the molecules in the system can be
rescaled,

vnew
j = vold

j frescale (1.61)

If this procedure is applied with a certain coupling constantτT , big enough, to
the thermal bath then the trajectories of the molecules are also weakly disturbed.
This is the principle of the weak coupling bath (Berendsen et al., 1984)

5.3 NPT

In the isobaric-isothermal ensemble the pressureP , the temperatureT and
the total number of particlesN in the system are held constants, while the
total volumeV of the system fluctuates around an equilibrium value. Here any
thermodynamic functionF of the system (F (N,P, T )) is defined as,

F (N,P, T ) ≡ [N !4(N,P, T )]−1
∫ ∞

0
dV

∫

V
drN

∫
dpN

× exp

(
−PV +H(rN ,pN )

kBT

)
F (rN ,pN ;V ) (1.62)

where

4(N,P, T ) ≡ (N !h3N )−1
∫ ∞

0
dV

∫

V
drN

∫
dpN

× exp

(
− [PV +H(rN ,pN )]

kBT

)
(1.63)

hereP is the pressure of the system. There are several methods to maintain
constant both, the temperature and the pressure of the system. Some of them
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combined a canonical distribution of the velocities of the molecules (Nosé-
Hoover thermostat (Nosé, 1984a, Nosé, 1984b)) with a barostat coupled to a
hypothetical piston that fluctuates to maintain the average pressure of the system
constant (Andersen, 1980), these methods are time reversible and preserve the
phase space volume. The so calledpseudo NPTmethods, on the contrary,
are neither canonical nor reversible, but they are much easier to be implement
in molecular dynamics codes. Additionally, ensemble averages computed with
them are equal to those computed with the canonical methods (Berendsen et al.,
1984). To implement this type of barostat, the pressure of the system is defined
according to,

V P (t) =
1
3

∑
α=x,y,z

Pαα(t) (1.64)

wherePαα are the diagonal elements of the pressure tensor defined in the
eq.(1.38). Then, the pressure of the system is kept constant changing the total
volume of the system using the isothermal compressibilityβ,

dP

dt
= − 1

βV

dV

dt
(1.65)

anddP/dt can be approximate to,

(
dP

dt

)

bath
=
P0 − P (t)

τP
(1.66)

HereτP is the coupling constant of the pressure, andP0 is the desired pres-
sure. Then, using eq.(1.65) and eq.(1.66) the volume of the system can be
rescaled according to a factor,

µ = 1− β4t
3τP

(P0 − P (t)) (1.67)

and, hence, the volume is rescaled according to,

Vnew = µVold (1.68)



30 TRANSPORT AND STRUCTURAL PROPERTIES

Finally, the thermalization of the system is adjusted using the velocity rescal-
ing procedure described in eq.(1.60) and eq.(1.61). The position of the center
of mass of the molecules are rescaled according to,

rnew
com = rold

com(µ)1/3 (1.69)

with vectors taken from the center of the simulation box. The choice of ap-
propriate values of the coupling constantsτT andτP are very important. In
generalτP > τT > 0.01 ps are required to preserve the philosophy of the weak
coupling to the thermal and barostat bath (Berendsen et al., 1984).

6. Algorithm

In essence any MD program has the same structure and some of the steps are
commonly known. The typical steps can be the following (Frenkel and Smith,
1996):

1 Introduce the parameters that specifies the conditions of the system (initial
temperature, number of particles, density, time step).

2 Initialize the system (select the initial positions and velocities)

3 Compute the forces on all the particles:

This is one of the cornerstones of any MD simulation. According to
the intermolecular interaction between particles chosen, the results can
agree or not with the experimental data.

4 Integrate Newton’s equation of motion according to the calculated forces.
This step and the previous one are the Core of the simulation. They are
repeated until one has computed the time evolution of the system for the
desired interval of time.

5 After completion of the central loop, we compute and print the averages of
the measured quantities, and stop.

To achieve step4 in this procedure we need to integrate the Newton’s equation
of motion. It is highly desirable to have an appropriate integrator that preserves
the Hamiltonian properties of the system. The so-called Verlet (Frenkel and
Smith, 1996) algorithm was used in this work to integrate translational part of
the equation of motion in the NVE ensemble, while theLeap-Frogalgorithm
was employed for the same purposes in the case of the NVT and NPT ensembles.
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One of the most important aspects of the first algorithm is that the volume of
an ensemble of phase space point is preserved. Thus, it is a suitable algorithm
to perform constant energy simulations. The second one is not time reversible,
but it has the advantage that the NVT and NPT ensembles are simple to be
implemented. Furthermore, in NVT and NPT simulations there is no real need
to preserve the phase-space volume, due to the coupling with the bath.

To derive an reversible algorithm of the type of Verlet is convenient to start
with a Taylor expansion of the position of each particle for small time step∆t
from a given time t,

r (t+ ∆t) ≈ 2r (t)− r (t−∆t) +
F (r(t))|t=t

m
∆t2 (1.70)

whereF is the interparticle force. From eq. (1.70), it is then possible to compute
the velocity of each particle through equation

υ(t) =
r(t+ ∆t)− r(t−∆t)

2∆t
+O(∆t2) (1.71)

with the same degree of accuracy of eq. (1.70), (∆t)2.

The rotational part of the equation of motion can be solved through time
derivatives of the Euler angles, however this methodology presents some im-
portant drawbacks (Allen and Tildesley, 1989). Consequently, a stable implicit
version (Svanberg, 1997) of the Quaternion (Evans, 1997) formalism was em-
ployed in this work in order to handle the rotational degrees of freedom of the
molecules (a short description and its relation with the solid rotation is given
in Appendix B). In addition, Quaternions are suitable for rigid geometries and
are simpler and less computationally expensive than the RATTLE algorithm
(Andersen, 1983).

TheLeap-Frogalgorithm employed for NVT and NPT ensemble is described
as follows,

v(t+ ∆t) = v(t−∆t) +
F(r(t))
m

(1.72)

v′(t+ ∆t) = v(t+ ∆t)frescale (1.73)

Here frescale is computed with eq.(1.60). Althoughfrescale is based on
temperature att − ∆t, its value can be used to scale the velocity att + 1

2∆t
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because of the slow variation offrescale. The positions of the center of mass of
the molecules can be computed with,

r(t+ ∆t) = r(t) + v′(t+ ∆t)∆t (1.74)

r′(t+ ∆t) = r(t+ ∆t)(µ)1/3 (1.75)

V (t+ ∆t) = V (t)µ (1.76)

The rescaling factorµ of the positions and volume is computed through
eq.(1.67). If the coupling constantsτT andτP are larger than the total simulation
time, the simulation is reduced to a NVE ensemble.

6.1 Short and long range intermolecular potentials and
forces

One of the cornerstones of the molecular simulation is the representation of
the interaction between molecules and atoms. This representation is carried
out through the intermolecular potential and most of the models employed in
the literature are based in theUnited Atomconcept. This means that some
group of atoms in a molecule are treated together as an entity. For example, the
methane moleculeCH4 is represented as one interaction site instead of treating
separately hydrogen and carbon atoms. One of the most common functional
forms is to describe the interactions of electrons in internal orbitals by means
of Lennard-Jones sites

ULJ (r) = 4ε

[(
σ

r

)12

−
(
σ

r

)6
]

(1.77)

where, r is the distance between two particles,σ is the collision diameter,
which is the separation of the particles such thatULJ (r)=0, andε, the depth of
the potential well at the minimum ofULJ (r). The Lennard-Jones potential is
usually truncated at a distancerc, or cut-off, because beyond this distance the
intermolecular potential is assumed to be very small.

This type of potential is enough for non-polar atoms and molecules. On
the other hand, molecules that present partial charges or dipoles should be
treated in a different manner due to the long-range character of the electrostatic
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interactions. Hence, an electrostatic or coulombic pair wise additive term should
be added to account for these interactions,

Ucoul

(
rab

)
=

1
4πε0

∑ qaqb
rab

(1.78)

whereε0 is the permittivity of the vacuum,qa andqb are point charges being
rab is the distance between these sites in different molecules.

The Lennard-Jones interaction eq. (1.77) accounts for the size of the molecules.
Effectively, it is repulsive at short distances but, at intermediate distance, it is
significantly attractive but non-directional, and competes with the directional
electrostatic interactions, eq.(1.78). In the simulations carried out in this work
some molecules have electrostatic interactions and, due to the periodic bound-
ary conditions employed (to mimic an infinite system), it is necessary to treat the
long-range forces in a special way, due to the interactions between particles in
different images of the box. There are two main techniques to treat long-range
electrostatics interactions, theLattice sumtechnique or Ewald summation and
theReaction Fieldtechnique. We have chosen theReaction Field(RF) (Neu-
man, 1986a) technique in order to manage these long-range interactions in a
system with periodic boundary conditions. The main idea of this methodol-
ogy is that interactions between close neighbors are calculated with a spherical
cut-off convention, while the region outside the truncation sphere is treated
interacting with a dielectric continuum (Hansen and McDonald, 1991). This
technique keeps the computational effort in the computation of the long-range
coulombic interactions to a minimum (Neuman, 1986b), as compared with the
Ewald-type sum (Allen and Tildesley, 1989). Thus, applying this methodology,
the coulombic interaction eq. (1.78) is modified as follows

URF

(
rab

)
=

1
4πε0

∑ qaqb
rab

[
1 +

εRF − 1
2εRF + 1

r3ab

r3c

]
(1.79)

hererc is the cut-off radius out of which the electrostatic interaction is truncated,
andεRF is the reaction field dielectric permittivity of the continuum, the rest
of the parameters being the same as that in eq. (1.78).

Hence, the force necessary to carry out a MD simulation can be obtained
from the intermolecular potential expression given in eq. (1.77) and eq. (1.79),
for the case of RF, the final expression is



34 TRANSPORT AND STRUCTURAL PROPERTIES

FRF

(
rab

)
=

1
4πε0

∑ qaqb
rab

[
1
r2ab

− εRF − 1
2εRF + 1

2rab

r3c

]
rij (rab < rc)

(1.80)

Additionally, long-range corrections should be applied to the Lennard-Jones
part of the potential energy and the total pressure of the system, to correct the
effect of the simulation cut-off truncation (van der Spoel et al., 1998) at a dis-
tancerc. Additionally, when simulations are performed in the NPT ensemble,
long range corrections for the pressure and energy are important, so, these new
terms should be added to eq.(1.64) and eq.(1.51), respectively. The corrections
for the energy and pressure for polyatomic molecules in a mixture are defined
as (Petravic, 2000),

U lr
LJ = −8π

V

Ntype∑

i=1

Ni

Ntype∑

j=1

Nj

εijσ
6
ij

3r3c

(
1− σ6

ij

3r6c

)
(1.81)

V P lr = −16π
V

Ntype∑

i=1

Ni

Ntype∑

j=1

Nj

εijσ
6
ij

3r3c

(
1− 2σ6

ij

3r6c

)
(1.82)

where indexesi andj round all interaction sitesNtypes in the system,σij andεij
are the same parameters as in eq.(1.77),rc is the cut-off employed in eq.(1.77)
and eq.(1.79).

If we are dealing with mixtures, the cross interactions between atoms of
different types requires a mixing rule. Two of the most common rules employed
in simulations are the Lorentz-Berthelot and the Jorgensen (Jorgensen et al.,
1984) mixing rule. The Lorentz-Berthelot is defined as,

εij =
√
εiεj (1.83)

σij =
1
2
(σi + σj) (1.84)

wherei,j are interaction sites. If sitei = j, the collision diameter and the
potential depth remains unaffected. The mixing rule of Jorgensen (Jorgensen
et al., 1984) is,

εij =
√
εiεj (1.85)
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σij =
√
σiσj (1.86)

here all crossed interactions are geometrical averages. The use of one or other
mixing rules depends on the intermolecular potentials. The set of Optimized
Potentials for Liquid Systems(OPLS) developed by Jorgensenet al (Jorgensen
et al., 1984) requires the use of the Jorgensen rules, for instance.

The use of theReaction Fieldmethodology, to treat electrostatic interactions,
presents the inconvenience of a small drift in the total energy of the system due
to the truncation of the torque of the molecules in the computation of the force
(Neuman, 1986b, Mahoney and Jorgersen, 2000). Then a velocity rescaling
every certain number of steps is required to overcome this problem, even though,
the overall dynamics of the system is not affected by the rescaling.

Several authors have found a good agreement between different equilibrium
and transport properties as calculated using either RF or Ewald summation.
Also, the effect of varying the cut-off distance and the reaction field permit-
tivity of the continuum has been studied (van der Spoel et al., 1998, Nymand
and Linse, 2000), founding that most properties of interest are independent of
the choice of the value ofεRF . In fact, any value between 10 and∞ shows
an appropriate accuracy in the calculations. Even though, in another analysis
(Hunenberger and van Gunsteren, 1998) it has been found some discrepancies
between different calculated properties, when different types of RF are applied
to simulate polar molecules (like water) in comparison with the Ewald summa-
tion. The disagreement has been found in the dielectric constant. In the case
of the transport and structural properties studied in this work, the values found
are equivalent within the statistical error with other works employing Ewald
summation technique (Tironi et al., 1997).

6.2 Intermolecular potential models

The development of accurate models for the interaction potentials is the key
to have a reliable description of the thermodynamic and transport behavior of
any system through molecular dynamics simulations. In this work, we are
mostly interested in aqueous solutions, which requires a detail analysis of the
possible options of water models present in the literature.

6.2.1 Water models

In general each water model is developed to give an accurate description
with a given set of physical properties, ranging from structural properties (site-
site radial distribution functions, etc.) to thermodynamic aspects such as the
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experimental internal energy or critical parameters, etc. Obviously, the more
fitting parameters are introduced in the model (and some require over 50), the
better the fit is (Chapling, 2003). In order to give an idea of the diversity of
models, some of the more successful are given in Table 1.1 and its geometry,
in Figure 1.8.

Figure 1.8. Different type of model for water: the types a, b and c are all planar whereas type d
is almost tetrahedral. The values of the symbols in each model correspond to those in Table 1.1
(Chapling, 2003)

The DEC model (diffuse electron charge) recently presented by Guillot et al.
(Guillot and Guissani, 2001) introduces several changes with respect to other
rigid non-polarizable models. Basically, the point charges are replaced in this
model by point charges embedded in a cloud of diffuse charge density. Such
a structure allow for a better description of electrostatic interaction at short
distances, that are ignored by the single point charge approach of models such
as SPC/E, TIP4P or even the recent TIP5P, some of them also analyzed in this
work. Thus, the electrostatic interactions between the different contributions
in the DEC are given by eq. (1.87) to eq. (1.92). In addition, the typical
Lennard-Jones interactions are here replaced by the terms given in eq. (1.91)
and eq. (1.92).
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Table 1.1. Molecular parameter of the most common water models (Chapling, 2003).

Model Type σÅ ε(kJ/mol) l1 Å l2 Å q1 q2 θ◦ φ◦

SPC a 3.166 0.650 1.0000 - +0.410 -0.8200 109.47 -
SPC/E a 3.166 0.650 1.0000 - +0.4238 -0.8476 109.47 -
TIP3P a 3.15061 0.6364 0.9572 - +0.4170 -0.8340 104.52 -
DEC a 3.166 0.65651 1.0000 - 2 2 109.47 -
PPC3,4 b 3.23400 0.6000 0.9430 0.06 +0.5170 -1.0340 106.00 127.00
TIP4P c 3.15365 0.6480 0.9572 0.15 +0.5200 -1.0400 104.52 52.26
TIP4P/RF c 3.15365 5 0.9572 0.15 +0.5213 -1.0426 104.52 52.26
TIP4P-FQ c 3.15365 0.6480 0.9572 0.15 +0.633 -1.263 104.52 52.26
SWFLEX|AI4 c Four terms used 0.9683 0.143,6 +0.6213 +1.2459 102.73 51.353

TIP5P d 3.12000 0.6694 0.9572 0.70 +0.2410 -0.2410 104.52 109.47

uqq =
1
2

∑

i,j

qiqj
rij

(1.87)

uqdqd =
1
2

∑

i,j

qd
i q

d
j

rij
· erf

(
rij
2ξ

)
(1.88)

uqqd =
∑

i,j

qiq
d
j

rij
· erf

(
rij√
2ξ

)
(1.89)

uqdq =
∑

i,j

qd
i qi
rij

· erf
(
rij√
2ξ

)
(1.90)

urep = Arep
erfc (z)

z

(
z =

roo

2ξr

)
(1.91)

udisp = −C6

r6oo

(1.92)

whererij is the distance between the O and the H atoms in different molecules,
1 and 2,erf anderfcare, respectively, the error and error-complementary func-
tions (see Appendix C),roo is the distance between oxygen atoms. This implies
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that eq. (1.91) and eq. (1.92) only describe interactions between O-O sites of
the molecules. The rest of the parameters of this model not shown in Table 1.1
are listed in Table 1.2.

Table 1.2. Potential parameters of DEC (Guillot and Guissani, 2001).

qO(e) -0.888
qd

O(e) 0.226
qH (e) -0.444
qd

H (e) -0.113
ξ(Å) 1.5
ξr (Å) 0.615
Arep (kJ/mol) 22484.40
C6 (kJ/mol) 2545.44

TheReaction Fieldexpressions for the intermolecular potentials and forces
for this model (eq. (1.87) to eq. (1.90)) are described in detail in the Appendix
D (eq. (D.7) through eq. (D.12)).

Polarizable versions of some non-polarizable models, using, for instance,
flexible bonding (e.g. SWFLEX-AI), induced dipoles, energy optimization
(e.g. the TIP4P-FQ version of TIP4P) or movable charge (e.g. SWFLEX-AI),
all of which generally give better fit to specific experimental data. However, an
increase in the sophistication is accompanied by a parallel increase in the com-
putational effort required in the simulations. Such polarizable models generally
perform better than the simpler models away from the ambient conditions, un-
der which they have been adjusted (Chapling, 2003). A résumé table describing
the physical properties of some of the models mentioned here can be seen in
Appendix G.

In chapter2 four models have been chosen (TIP4P, TIP5P, SPC/E and DEC)
to analyze the structural and dynamical behavior of water. Two of them, the
well-known TIP4P (van der Spoel et al., 1998), and the SPC/E (Berendsen
et al., 1987), have been extensively analyzed so that their thermodynamics and
transport properties are described in the literature. The other couples of models
were recently presented, and are the TIP5P (Mahoney and Jorgersen, 2000) and
DEC (Guillot and Guissani, 2001) (fromDiffuse Electron Charge). The TIP5P
model was developed to reproduce the mentioned Temperature of Maximum
Density (TMD) line, improving its predecessor, the ST2 model (Stillinger and
Rahman, 1974). TIP5P model reproduces well the local structure of water at
ambient conditions when compared with NDS (Soper, 2000) and X-Ray (Hura
et al., 2000) experimental data. Moreover, this model was also employed in the
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computation of the time of crystallization of pure water (Yamada et al., 2002).
The DEC model introduces several changes with respect to other rigid non-
polarizable models. Basically, the point charges are replaced by point charges
embedded in a cloud of diffuse charge densities. Such a structure allows the
model to give a better descriptions of electrostatic interactions at short distances,
aiming at mimicking the internal proton chemical shift (Matubayasi et al., 1997)
occurring when two molecules are hydrogen bonded (Chau and Hardwick,
1998). The comparison of these four models, together with the tools presented
to analyze the local structure of water, will help us to shed some light on the
predictive capabilities of each model in the range of thermodynamic conditions
studied. For the case of mixtures, the SPC/E and TIP4P models have been
chosen, because previous works demonstrate that these models are adequate
to reproduce transport as well as thermodynamic properties in mixtures (Borin
and Skaf, 1999, Skaf, 1999).

6.3 Hydrogen bond definition in MD Simulations

Even though a qualitative picture of the hydrogen bonding interaction is
possible, there is no unequivocal way to formally define, in a precise context,
such an interaction. Therefore, what we call a hydrogen-bounded pair (O-H) is
subject to the criteria chosen for discriminate between bonded and non-bonded
pairs. We have chosen a geometrical criterion because it is the most commonly
used in molecular simulation and has a simple implementation. In this case,
three conditions should be satisfied in order to consider two molecules as being
hydrogen bonded (see Figure 1.9 for more clarity):

Figure 1.9. Geometry of the spatial oriented definition of hydrogen-bonded molecules.
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1 The distance ROO between the oxygen atoms of both molecules is smaller
than a given RcOO;

2 The distance ROH between the oxygen of theacceptormolecule and the
hydrogen of thedonor is less than a given RcOH ;

3 The bond angleφ<HOO between the O-O direction and the molecular O-H
direction of thedonor, where H is the hydrogen that forms the bond and O
is the oxygen atom, has to be less than a givenφc.

The cut-off value of RcOO is exactly the same as in the energetic def-
inition. The cut-off Rc

OH is usually taken as the first minimum of the
radial distribution function gOH (r), and is generally taken as 2.4Å for
all thermodynamic conditions. Finally, the angular constrain should be
determined from a bond-angle distribution, and some authors present
30◦ as an acceptable value (Martı́ et al., 1996). A sketch of this definition
is given in Figure 1.9.

7. MD Code: Mdmix

Now we have the whole information required to understand the general struc-
ture of a Molecular Dynamic program. In general once the simulation is carried
out using the proposed algorithm (Verlet, Leap-Frog, quaternions), and poten-
tial parameters for the different models, any calculations can be done in order
to extract useful information about the system. In Figure 1.10 is showed the
methodology to carry out these computations.

TheMdmixprogram was developed in FOTRAN 77 to carry out Molecular
Dynamics simulations in different ensembles for multicomponent systems. The
most important characteristics of the code are:

Molecular dynamics simulation in different ensembles:

– Micro-canonical ensembleNVE

– Constant temperatureNVT, through weak coupling bath (Berendsen
et al., 1984)

– Constant temperature and pressureNPT, through weak coupling a ther-
mal bath and barostat

Equilibrium and non-equilibrium schemes (modifiedPeXmomentum ex-
change algorithm to simulate heat flux (Appendix E).

Capability to handle binary mixtures of rigid non-polarizable molecules
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Figure 1.10. General methodology to extract information from MD simulation.

Long-range electrostatic interactions treated throughReaction Fieldmethod-
ology

Determination of structural and thermodynamical properties:

– Average thermodynamic properties of the system (Temperature, pres-
sure, translational and rotational kinetic energy, potential energy)

– Angular average site-site radial distribution function (gab(r)) and pair
distribution functions projected with spherical harmonics

– Translational and orientational order parameters of water and aqueous
solutions

– Average number of hydrogen bonds

Dynamical and transport properties:

– Self-diffusion coefficient (D)

– Maxwell Stefan mutual diffusion coefficient(D12)
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– Shear viscosity coefficient (η)

– Thermal conductivity coefficient (λ)

– Soret coefficient (ST ) and thermal diffusion factor (αT )

– Hydrogen bond lifetime autocorrelation function (CHB(t))

– Dielectric constant (µ) and dipole moment relaxation time (τD)

– Reorientational autocorrelation function of the dipole moment of water
(Cµ(t))

Notes

1. Modified from its original value of 0.65 kJ/mol for the use of reaction field methodology

2. diffuse electron density

3. Average values

4. Polarizable models

5. optimized for the use of reaction field with two parameters C6=2.5543x10−3 kJ.nm6/mol and C12=2.45x10−6

kJ.nm12/mol in the Lenard-Jones interaction

6. charge = -2.48856



Chapter 2

STRUCTURAL AND DYNAMICAL
PROPERTIES OF PURE WATER

1. Introduction

Water is one of the most common fluids in nature, and plays an important
role in biological systems as well as in many industrial applications. Even
though the molecule could be considered as simple, the collective behavior of
water is far from being simple and has many non-ideal properties. Water ex-
pands on cooling, for instance, at ambient pressure and below 4°C, exhibiting
a line of Temperature of Maximum DensityTMD in the liquid phase. Many
experimental and theoretical studies describe a very complex scenario of water
at super cooled states (Heide, 1984, Mishima and Stanley, 1984). The pecu-
liar macroscopic behavior of water is also encountered in supercritical region,
where water can solvate non-polar substances and precipitate common ions,
contrary to what is observed under ambient conditions. This change in the
solubility properties is explained as caused by a relaxation of the three dimen-
sional structure of a hydrogen bond network (Yao and Okada, 1998). Such high
pressure and high temperature conditions are of particular interest due to their
relevance in many industrial processes, including supercritical water oxidation,
supercritical extraction, etc.

In this chapter, we focus our attention on an analysis of dynamic and structural
properties predicted by differentrigid, non-polarizablemodels for pure water
systems, with special emphasis on the comparison between models recently
appeared in the literature with others commonly used. Such class of models is
of particular interest due to its simplicity, which permits the study of properties
that require an intensive use of computer time, as in collective dynamic prop-
erties, non-affordable with models of major complexity. Additionally, we pay

43



44 TRANSPORT AND STRUCTURAL PROPERTIES

Figure 2.1. Phase diagram of pure water showing the different types of Ice structures(Chapling,
2003)

attention on the analysis of the transition of the structural order of water from
medium densities (0.8 g/cm3) up to very high densities (1.3 g/cm3).

In the first part of this chapter, two main regions of the phase diagram have
been studied,i.e. the dense isochore of0.995g/cm3 in a wide range of tem-
peratures (starting from 275 K up to 1250 K), and the super-critical isotherm
at 673 K (densities varying from 0.1 to 0.995 g/cm3). Under these conditions
the influence of T and density on the variation of the local structure of the sys-
tem, and its influence on the dynamical behavior of water molecules has been
analyzed through the comparison of the four models, TIP4P, TIP5P, SPC/E and
DEC (already discussed in chapter1). In particular, the temperature depen-
dence of the self-diffusion coefficient is related to a change in the activation
energy due to a variation in the local environment of the first solvation shell of
water molecules. Additionally, a first analysis of different structural properties
of the system has been also undertaken as, for instance, the orientational or-
der parameterq (Errington and Debenedetti, 2001, Chau and Hardwick, 1998),
which measures the tendency of the system to adopt tetrahedral arrangements
around a given molecule, as well as a set of components of the site-site radial
distributions functions, projected on a base of spherical harmonics.

In Figure 2.1 a schematic representation of the phase diagram of water in
the super cooled region can be seen. In this phase diagram, several zones (I
to XI) have been identified as to have different Ice structures, for instance, the



Structural and Dynamicalproperties of pure water 45

glassy water, low-density amorphous ice (LDA) and high-density amorphous
ice (HDA) (this phenomenon is called poly-amorphism). Additionally, a hy-
pothetical second critical point has been suggested to exist in this region (the
point at the end of the line between liquid and vapor in Figure 2.1,Tc′ ≈ 220 K,
Pc′ ≈ 100 MPa andρ ≈ 1 g/cm3). This second critical point has been reported
only in simulations (Poole et al., 1992) because, in this region, theliquid phase
is not accessible experimentally due to the fact that super cooled water freezes
spontaneously below the homogeneous nucleation temperatureTH (tempera-
tures below235 K) (see references (Mishima and Stanley, 1998, Bluhm et al.,
2002, Scala et al., 2000b) for more information about the different Ice struc-
tures and phase transitions). This complex behavior has been explained through
tree different hypothesis, the first one related to the stability limit hypothesis
(Speedy, 1982), the percolation hypothesis, which treats water as a locally struc-
tured transient gel comprised of monomers held together by hydrogen bonds
(Stanley and Teixeira, 1980), and the liquid-liquid phase transition hypothesis
recently arisen from molecular dynamics studies (Poole et al., 1992, Franzese
et al., 2001d, Franzese et al., 2001a, Franzese et al., 2001b, Franzese et al.,
2001c, Stanley et al., 2002a), where a coexistence between low-density liquid
(LDL) phase at low pressure and a high-density liquid (HDL) takes place.

On the other hand, at higher temperatures (above ambient temperatures) the
three-dimensional network of water molecules hydrogen bonded starts to be
broken under the influence of temperature (Jedlovsky et al., 1998). Hence, a
particular point, where the percolating network, or more precisely, the infinite
cluster of molecules hydrogen bonded is destroyed, exists at different densities.
Moreover, the set of different anomalous behaviors of water are consequence
of the presence of this percolating network, thus, no anomalous properties can
be found in clusters of finite size. Such a crossover in the behavior could
be described through an appropriate order parameter, however, there is no a
straightforward choice for this order parameter. In any case, one can be expected
that this parameter should has some characteristics, for instance, must be1 at
low temperatures when all molecules are hydrogen bonded and collapses to
0 when a percolating network in finite cluster cannot exist. Such a behavior
has analogies with the second order phase transition between normal and super
fluid helium. If an unequivocal definition of the hydrogen bond network can
be established, a line similar to the d-line of the transition described could
then be done. Strictly speaking, this order parameter can only be achieved
through a detailed cluster analysis. Even though, the translational as well as
the orientational order parametert andq discussed in chapter 1 can give some
information about this local structure. Consequently, the second part of this
chapter is devoted to the analysis of these two order parameters from sub-
critical up to supercritical conditions. Particularly, we have studied a similar
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Table 2.1. Simulated thermodynamic states for the comparison analysis

State ρ (g/cm3) T (K)
1 0.995 275
2 0.995 298
3 0.995 447
4 0.995 673
5 0.995 950
6 0.995 1250
7 0.1 673
8 0.2 673
9 0.3 673
10 0.5 673
11 0.66 673

temperature range considered in the first part (T ranging from275 K up to1250
K), but a wider range of densities has been explored, starting from0.8 g/cm3 up
to a very dense region at1.3 g/cm3. The idea behind this exhaustive analysis
is to explore the possibility of a transition of the form order→ disorder when
temperature and density are increased from sub to supercritical conditions.

2. Fundamentals: Oxygen-oxygen coordination number

Although the concept of hydrogen bond was discussed on chapter1 we want
to add the concept of the oxygen-oxygen coordination numberCmin

OO , that counts
the number of oxygen atoms presents in the first solvation shell, and is given
by (Jedlovsky et al., 1998)

Cmin
OO = 4πρ

∫ rmin
OO

0
gOO (r) r2dr (2.1)

wherermin
OO corresponds to the first minimum of the oxygen-oxygen radial distri-

bution function defined in eq. (1.6). This tool can be important to discriminate
transitions on the structure of nearest neighbors in fluid water. The different
tools employed in this chapter were defined in Chapter1.

3. Water Models and Computational details

As it was mentioned in chapter1, four different water models have been
selected for the study, TIP4P (van der Spoel et al., 1998), TIP5P (Mahoney
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Table 2.2. Simulated thermodynamic states for the order analysis, for each state different den-
sities has been considered

State T (K) ρ (g/cm3)
12 275 0.8 0.9 0.995 1.1 1.2 1.3
13 298 0.8 0.9 0.995 1.1 1.2 1.3
14 324 0.8 0.9 0.995 1.1 1.2 1.3
15 385 0.8 0.9 0.995 1.1 1.2 1.3
16 447 0.8 0.9 0.995 1.1 1.2 1.3
17 560 0.8 0.9 0.995 1.1 1.2 1.3
18 673 0.8 0.9 0.995 1.1 1.2 1.3
19 950 0.8 0.9 0.995 1.1 1.2 1.3
20 1250 0.8 0.9 0.995 1.1 1.2 1.3

and Jorgersen, 2000), SPC/E (Berendsen et al., 1987) and DEC (Guillot and
Guissani, 2001). As far as the DEC model is concerned, we have included the
appropriate modification of the expressions for the potential to properly account
for the reaction field methodology (see Appendix D). The SPC/E model has
been employed for the second analysis due to its simplicity (this model has
only 3 point charges which is appropriate for the long simulations required in
the case of dense systems), additionally, this model has also been employed on
analysis of the order parameters of water at sub cooled conditions (Errington and
Debenedetti, 2001). We have performed several classical Molecular Dynamics
simulations of the water models with 256 molecules at different thermodynamic
conditions in the canonical ensemble (NVT) employing the weak coupling
method withτT = 1 ps. In the first part of the analysis we investigate two
main regions of the phase diagram, which are summarized in Table 2.1. The
simulated conditions of the second part of the chapter are described in Table
2.2.

All simulations were performed with periodic boundary conditions, and Re-
action Field methodology (Neuman, 1986b), to account for the long-range in-
teractions, withεRF = ∞. The reaction field cut-off length was8.5 Å, and a
Verlet nearest neighbor list technique (Allen and Tildesley, 1989) with cut-off
radius of9.1 Å was also used. The time step was0.8 fs in all cases, the run
periods being of800 ps after an equilibration time of16 ps for the first set of
simulations, and2 ns for the run lengths on the second part. Velocities and posi-
tions were stored every10 time steps. Average values for the diffusion constant
were computed using 4 independent runs using the center of mass mean square
displacement (Frenkel and Smith, 1996). All radial distribution functions were
computed during the simulations and after the equilibration period. All sets of
radial distribution functions were calculated storing histograms every 10 time
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Figure 2.2. Comparison of the temperature evolution of the self-diffusion coefficient of the four
models studied with experiments(Krynicki et al., 1980) and theoretical correlation(Svishchev
and Zassetsky, 2000) from state 1 to 11 (ρ = 0.995 g/cm3). The correlation has been obtained
up to 510 K, and it is extrapoled up to 1300 K.

steps with a resolution of7.4 × 10−3 Å, corresponding to divisions of1000
spherical shells.

4. First Part: Comparison of the behavior of the four
models of water

In this section, the dynamic behavior of the models studied are first presented
and compared with the available experimental data. Then, different structural
information concerning the projected and normal radial distribution functions,
together with the different order parameters introduced, are compared. The re-
lationship between this structural information and the self-diffusion coefficient
is also discussed.

4.1 Self-diffusion coefficient

We present in Figure 2.2 the temperature dependence of the self-diffusion
coefficient at constant density (ρ = 0.995 g/cm3) for the four models studied.
Simulated data are compared with the experimental data of Krynicki (Krynicki
et al., 1980) and the correlation obtained by Svishchev et al. (from simulation
data with the polarizable model PPC) (Svishchev and Zassetsky, 2000). At 298
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Figure 2.3. Temperature dependence of the number of neighboring molecules in the first coor-
dination shell at constant density for the models studied (ρ = 0.995 g/cm3).

K, all models agree within a 17%. This is due to the fact that all force fields were
adjusted in this region of the phase diagram. The models have however a differ-
ent slope ofD versus T. TIP5P gives the best agreement with experiments. In
this regionD is sensitive to the details of the model and some discrepancies ap-
pear between the models at temperatures lower (275 K) and higher (447 K) than
298 K. On the contrary, in the region between 500 and 1250 K, the self-diffusion
data obtained by the different models converge with increasing temperature. At
such high temperatures, collisions become more and more important and the
interactions are mostly controlled by the repulsive part of the force field. In
Figure 2.3 we present the temperature dependence of the coordination number,
as defined in eq. (2.1). It is clear that all models predict a structural tran-
sition between tetrahedral towards dodecahedral arrangements as temperature
increases. In addition, recent observations (Jedlovsky et al., 1998) report that
the percolating network on HB is believed to disappear around 450 K. This
could explain the abrupt change in the activation energy of the self-diffusion
process observed for all models in this range of temperature. Experimental data
at such high temperature and pressure could shed some light on the reality of
such a behavior of the diffusion coefficient, under high temperature and density
conditions, as predicted by the models analyzed here.

In Figure 2.4, we plot the self-diffusion coefficient versus density at the
supercritical temperature of 673 K. At high densities, the agreement between
experimental (Lamb et al., 1981) and simulated data is good (between 2-5%
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Figure 2.4. Density evolution of the self-diffusion coefficient at 673 K supercritical isotherm.
Comparison of experimental data (Lamb et al., 1981) with the simulation results of four models
studied.

at ρ = 0.65 g/cm3). The highest disagreement (≈ 15%) is observed at low
density, and can be attributed to the lack of polarizability of the models. This fact
is in agreement with reference (Skaf and Laria, 2000) where an underestimation
of the experimental Debye relaxation time was observed for the SPC/E model
at low density at supercritical states.

4.2 Structure and Hydrogen Bonding

In this subsection we initiate our discussion by analyzing the different site-site
radial distribution functions, which can be compared with data corresponding
to NDS and ALS experimental techniques. Secondly, we present the spherical
harmonics components of the site-site pair distribution function obtained by
the models analyzed here and at different conditions. We have selected for
comparison plots at given temperature (298 K) but also at given value of the
q (q = 0.5) order parameter. Such a comparison will serve us to identify
which part of the local structure is related to the properties described byq.
Thirdly, three-dimensional plots of the completegab(r) reconstructed from the
nine components computed in this work are given for comparison. Finally we
present the behavior of the order parameterq as well as the average number of
hydrogen bonding as a function of temperature and density.
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Figure 2.5. Comparison of the site-site distribution function of the four models withNDS(Soper,
2000) andALS(Hura et al., 2000) (ALS data only for O-O) experiments at state 2 (298 K and
ρ = 0.995 g/cm3). a) Oxygen-oxygen, b) oxygen-hydrogen and c) hydrogen-hydrogen pair
distribution functions.

4.2.1 Site-site radial distribution function

On Figure 2.5 we comparegOO(r), gOH(r), andgHH(r) obtained by the
different models as well as the experimental data at a temperature of 298 K
and a density of0.995 g/cm3 (not, a) (The site-site radial distribution function
gab(r) corresponds to the componentg00

ab(r)/
√

4π).

The results obtained with the models and the experimental data show a good
quantitative agreement, although several details should be further discussed.
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Figure 2.6. Comparison of the site-site distribution function of the four models withNDS
(Soper, 2000) experiments at state 11 (673 K andρ = 0.66 g/cm3). a) Oxygen-oxygen,
b) oxygen-hydrogen and c) hydrogen-hydrogen pair distribution functions. Sharp inner peaks
in the experimental data in plotsb andc correspond to intra-molecular oxygen-hydrogen and
hydrogen-hydrogen interactions.

In particular, the TIP5P is the model that better agrees with the most recent
NDS experimental data (Soper, 2000, Hura et al., 2000, not, b) in Figure 2.5.a.
Several detailed values ofgOO(r) are presented in Table 2.3. From this table
we can see that TIP5P presents improvement with respect to the TIP4P model.
Similarly, the DEC model shows also an improvement with respect to the SPC/E
model, especially in the height of the first peak. The agreement on the second
peak is better for the TIP5P than for the other models. The position of the second
peak is compatible with the presence of oxygen atoms in the second solvation
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Table 2.3. Comparison of the remarkable details of the models studied and the experimental
data. Information is listed asr(Å), gOO(r).

Model 1st Peak 1st Minim. 2nd Peak 2nd Minim.
TIP4P 2.76, 2.93 3.41, 0.85 4.41, 1.08 5.59, 0.92
TIP5P 2.74, 2.78 3.38, 0.81 4.47, 1.13 5.52, 0.90
SPC/E 2.74, 3.08 3.33, 0.80 4.48, 1.11 5.64, 0.90
DEC 2.76, 2.75 3.33, 0.86 4.50, 1.10 5.58, 0.89
NDS1 2.73, 2.75 3.37, 0.78 4.50, 1.15 5.60, 0.87
ALS2 2.73, 2.83 3.41, 0.79 4.44, 1.13 5.51, 0.86
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Figure 2.7. Comparison of the temperature evolution of the average number of hydrogen bond
per molecule for the four models studied using the geometric definition with the theoretical
correlation (Suresh and Naik, 2000) at constant density (ρ = 0.995 g/cm3).

shell, belonging to a hydrogen-bonded network, with an ice-like tetrahedral
arrangement. Hence, the lower height of this second peak in the TIP4P and the
DEC models would indicate that they reproduce a less long-ranged structured
fluid.

As far asgOH(r) is concerned, all models overestimate the height of the
first peak (Figure 2.5.b), which qualitatively results in an overestimation of the
number of hydrogen bonds. In addition, all models present a slight shift in
the position of the second peak towards lower distances than experimentally
observed. In the case of thegHH(r) (Figure 2.5.c) the DEC model seems to
reproduce, better than the others, the height of the first peak, and only TIP5P
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Figure 2.8. Density evolution of the average number of hydrogen bond per molecule at the
supercritical 673 K isotherm. Experimental data com from reference (Matubayasi et al., 1997).
The correlation is extra-poled at different densities at this temperature reference (Suresh and
Naik, 2000).

fails to reproduce the position of the second peak. In general, the agreement
between the simulated and experimental data is better for thegOO(r) than for
the other radial distribution functions.

Figure 2.6 is analogous to Figure 2.5 but at supercritical conditions (673
K and ρ = 0.66 g/cm3 -state 11 of the Table 2.1-) which is representative
of a high-density supercritical state. There are few experimental data at su-
percritical density (Soper, 2000). In Figure 2.6.a all four models display the
same qualitative behavior, and an evident disagreement with experimental data.
All the models predict a more structured first solvation shell than the experi-
mental data, but underestimate the long range structure as seen experimentally
in thegOO(r) at≈ 5.8 Å. However the position of the second peak suggests
that the long-range structure does not correspond to a tetrahedral arrangement,
since the position of the second peak is larger than4.5 Å. This discrepancy can
be attributed to a too high electrostatic interaction due to the non-polarizable
nature of the models studied here. Effectively, the dipole moment of these
non-polarizable models corresponds to that of water at the ambient conditions,
which is higher than that of less dense phases (the vapor at ambient conditions
is 1.85 D). This would justify a much higher value of the first peak as well
as a competition between the tetrahedral and dodecahedral structure resulting
in absence of any secondary peak, contrary to the experimental data (Soper,
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Figure 2.9. Temperature dependence of the two order parameterq andq’ at constant density
(ρ = 0.995 g/cm3).

Table 2.4. Average number of hydrogen bond per molecule computed by means of the geomet-
rical criterion (sec II.D) for the four models studied here atρ = 0.995 g/cm3

T[K] TIP4P TIP5P SPC/E DEC
275 3.72 3.67 3.79 3.76
298 3.61 3.62 3.73 3.67
447 3.30 3.19 3.44 3.37
673 3.11 2.95 3.26 3.16
950 3.02 2.92 3.17 3.09
1250 3.01 2.90 3.16 3.06

2000). For the case of thegOH(r) (Figure 2.6.b), the SPC/E presents a remark-
able feature, the absence of the first peak, in agreement with the experimental
data. Nevertheless, all models underestimate the high of the second peak. In
the case ofgHH(r) (Figure 2.6.c) DEC and TIP4P models reproduce very well
the shoulder of this function at3.3 Å, contrary to SPC/E and TIP5P which reach
a plateau.

4.2.2 HB analysis

Figure 2.7 shows the temperature dependence of〈NHB〉 as predicted by
the four models in the0.995 g/cm3 isochore according to the criterion de-
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Figure 2.10. Density dependence of the two order parameterq and q’ on the supercritical
isotherm (T=673 K).

fined in chapter2. The general trend is a decrease of〈NHB〉 with increasing
temperature until a plateau is reached at temperatures greater than 600 K. At
low temperature, the simulated data differ only by approximately3.2% and
they compare rather well with values obtained from dielectric relaxation data
(Suresh and Naik, 2000) and neutron diffraction data (Soper, 2000) as shown
in Table 2.4. However, in the high temperature range, the discrepancy between
models becomes important and the observed plateau is believed to be an artifact
due to the geometrical definition of hydrogen bond employed. Indeed, at such
densities, two molecules may meet the criterion without necessarily form an
HB if their relative energy is too high. It is important to notice that most of
the previous HB analyses were carried out in regions close to the liquid-vapor
saturation curve (Martı́, 2000, Martı́, 1999, Martı́ et al., 1996), or in a range
of temperatures not so far from the ambient conditions. The 673 K supercrit-
ical isotherm was also extensively studied by MD (Kalinichev and Churakov,
1999), but only a few works (Yoshii et al., 1998) have been done in the dense
0.995 g/cm3 isochore in a wide range of T, showing results compatible with
those presented here. Additionally, we have evaluated the average number of
hydrogen bonds as a function of the density, in the supercritical region in the
673 K isotherm. In Figure 2.8, the〈NHB〉 is presented for all models. The
experimental results of reference (Matubayasi et al., 1997) show a reasonable
agreement with the simulated data.
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4.2.3 Order parameter

Another feature of water is its ability of forming tetrahedral arrangements
giving rise to three-dimensional networks of hydrogen-bonded molecules under
appropriate conditions. The parameterq introduced in eq. (1.14) is useful to
quantify the degree of tetrahedral ordering around a given molecule (Errington
and Debenedetti, 2001). In Figure 2.9 the temperature dependence of the order
parameterq at a density of0.995 g/cm3 is presented. We observe the same
qualitative behavior for all models. It is worth noticing that for all temperatures
the value ofqobtained by the DEC model is higher than that of the SPC/E, which,
in turn, is higher than that of the TIP4P. However the TIP5P model predicts the
highest value ofqat 275 K, but the lowest value at 447 K and above. Therefore it
seems that the four point charges of the TIP5P favor the tetrahedral arrangement
at low temperatures (Mahoney and Jorgersen, 2000), due to the dominating
effect of the electrostatic interactions. At higher temperatures, the excluded
volume interactions between neighbors in the first solvation shell are dominant.
This seems to favor the two models with an6 HOH angle close to the perfect
tetrahedral arrangement, namely the SPC/E and the DEC models (for a perfect
tetrahedral arrangement the angle between the center of the tetrahedron and the
summits is109, 47 degrees). In addition,q seems to reach a finite asymptotic
value at higher temperatures, in agreement with the physical meaning ofq. At
very high temperatures all models would behave almost as spherical fluids and
therefore the residual value ofq is due to the excluded volume interactions of
the particles in the first solvation shell (Tanaka, 1999). As far as the alternative
order parameterq’ (defined in eq. 1.15) is concerned, its dependence with
temperature, also included in Figure 2.9, shows the same qualitative behavior as
q. Hence, the TIP5P gives the highest value ofq’ at 275 K, to rapidly decrease
to the lowest value at highest temperatures. Identically at each temperature
analyzed, the sequence of values obtained forq’ from the different models is
the same as withq. Notice thatq’ tends to zero at high temperature. For
completeness, we show in Figure 2.10 the density dependence of theq andq’
parameters at the supercritical isotherm of T=673 K is given. As expected, the
two parameters indicate an increase of the tetrahedral ordering as the density is
increased, in this range.

In Figure 2.11 the relationship ofq with the self-diffusion coefficient is
presented at constant density (ρ = 0.995 g/cm3). It is remarkable that for
q larger than0.485, the predictions of the functionD(q) for all models seem
to collapse in a single curve. The simulation results in this region correspond
to temperatures below 447 K, and it is in agreement with the transition in the
coordination number already commented on the dynamical analysis. For values
of q lower than0.485 (values of T larger than 447K) some disagreement appears.
This behavior can be attributed to the fact that, below 447 K, self-diffusion is
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Figure 2.11. Relation between the self-diffusion coefficient and theq at constant density for the
models studied (ρ = 0.995 g/cm3).

dominated by the time for a given molecule to escape from the cage formed by its
hydrogen-bonded neighbors, belonging to a three-dimensional network. Other
analyses (Jedlovsky et al., 1998) suggest that no such tetrahedral network exists
at temperatures higher than 450 K so that, at fixed density, no direct relationship
betweenD andq has to be observed above this temperature. On the other hand,
no consistent behavior ofD as a function of〈NHB〉 is seen in Figure 2.12.
This fact is quite surprising and seems to reinforce the idea that the geometrical
definition of〈NHB〉 given in chapter1 is not adequate.

4.2.4 Spherical harmonic projections and 3D representation ofgab(r)

To complete the analysis of the structural order in the system we present the
spherical harmonic projection of the radial distribution function of each model
at two different states: a) when the models have approximately the same value
of q ≈ 0.5 (i.e. when the oxygen atoms have the same local environment), and
b) at the same temperature at T=298K.

We can see that the projected pair distribution functions forl=0, 1, 2, 3,
and 4, and the corresponding values ofm (|m| ≤ l even values ofm do not
contribute due to the symmetry of the molecule), at a density of0.995 g/cm3

andq≈ 0.5 correspond to values of temperatures of 434 K, 423 K, 447 K and
510 K for the models TIP4P, TIP5P, SPC/E and DEC respectively. The results
of the four models are similar in the oxygen-oxygen radial distribution function
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Figure 2.12. Relation between the self-diffusion coefficient and the〈NHB〉 at constant density
for the models studied (ρ = 0.995 g/cm3).

(componentsg00
OO(r), g32

OO(r) andg40
OO(r)). One can see that fixing the value

of q leads to a similar three-dimensional structure of oxygen atoms (that can
be taken as almost the whole water molecule) as can be seen in Figure 2.13
(corresponding to plots of the tree-dimensional representation ofgOO(r)).

In view of Figure 2.13 one can see that the differences between models
become apparent in the distribution of hydrogen atoms around a given water
molecule (see Figure 2.14). The peaks observed at different heights in Fig-
ure 2.13 correspond to water molecules (located) in a tetrahedral arrangement.
Therefore, if the value ofq is similar (at the intermediate conditions studied
here) it is expected that the spatial arrangement of the oxygen atoms predicted
by the models is also almost quantitatively similar. Only the SPC/E model
shows a slightly higher peak at the plane z=-2Å than the other models.

However, the differences between models become apparent in the distribution
of hydrogen atoms around a given water molecule. Figure 2.14, corresponds
to plots of the tree-dimensional representation ofgOH(r), at different planes
orthogonal to the dipolar moment (the z-axis) of the reference molecule. The
relative height of the peaks corresponding to TIP5P model indicates a major
tendency of localizing the hydrogen atoms in more defined positions than the
other models. The three-dimensional plots ofgOH(r) shown in this figure
also reveal the tetrahedral arrangement. However, the peaks in the upper plane
z = 1Å are rather different. This deviation can be attributed to a change in the
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Figure 2.13. 3D oxygen-oxygen pair distribution function for the TIP4P, TIP5P, SPC/E and DEC
(from top to bottom) at 434 K, 424 K, 447 K and 510 K respectively and the same orientational
order parameterq ≈ 0.5, atρ = 0.995 g/cm3.

position of the maximum, rather than to a decrease of the capacity of localization
of the hydrogen atoms by the different potentials. Notice, in addition, that the
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Figure 2.14. 3D oxygen-hydrogen pair distribution function for the TIP4P, TIP5P, SPC/E and
DEC (from top to bottom) at 434 K, 424 K, 447 K and 510 K respectively and the same orien-
tational order parameterq ≈ 0.5, atρ = 0.995 g/cm3.

two models TIP4P and TIP5P, have more localized hydrogen atoms in the plane
z = 1Å than the other two models, whose positive point charge distribution is
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different. This localization of hydrogen is more important in the TIP5P model
due to the two negative charges in the position of the lone electron pairs.

In this work we have also analyzed the three-dimensional structure of water
as predicted by the four models at a temperature of 298K, and at a density of
0.995 g/cm3, which are the conditions at which the models have been fitted
(to better agree with experimentally measurable properties of water at ambient
conditions).



Structural and Dynamicalproperties of pure water 63

0

2

4

6

g00

O
H

0

3

6
g10

O
H

0

2

4

g20

O
H

0

2

g22

O
H

-1.5

0

1.5

g30

O
H

0

2

4

g32

O
H

-2

0

g40

O
H

0

2

4

g42

O
H

1 2 3 4 5 6 7
R(Å)

0

1

g44

O
H

Figure 2.16. Comparison of oxygen-hydrogen radial distribution function projected with spher-
ical harmonics for the four models at the same temperature (T=298 K, atρ = 0.995 g/cm3). (
. .)TIP4P, ( )TIP5P, ( .. )DEC and (....)SPC/E.

As could be expected, according to Figure 2.15, all models agree rather well
as far as the radial distribution function (proportional tog00

OO(r)) is concerned,
where all models are compared at the same temperature (T=298.15 K). This is
due to the fact that their parameters have been chosen in most of the cases just
to reproduce experimental data on this function. Only a slight disagreement
in the height of the first peaks is identifiable. Similar accord is also found
in the second relevant component,g32

OO(r). However, significant differences
can be found in components such asg20

OO(r), g22
OO(r), g30

OO(r) andg42
OO(r).

As it was also observed in the comparison of the models at the same value
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Figure 2.17. Comparison of the two order parameters for pure water (SPC/E model), at different
densities and temperatures, a) translational order parameter and b) orientational order parameter.

of q, the TIP5P model is the one that displays the lower value in the first
peak, as far as the latter four components mentioned are concerned. This
fact indicates that the predictions of the three-dimensional structures of the
system obtained from every model are significantly different, even at ambient
temperature. The spherical harmonics projection of the oxygen-hydrogen pair
distribution function (Figure 2.16)reflects these differences, where the peaks in
the TIP5P model are higher than for the other models, showing that this model
more strongly localize the hydrogen atoms than the rest of the models.

The components shown in Figure 2.16 show major differences between the
predictions of each model than in the case of the Oxygen-Oxygen pair distri-
bution functions. It is noticeable that even in theg00

OH(r) component the height
of the first peak, corresponding to the position of the closer hydrogen atom of
the neighboring molecules, the models yield slightly different predictions. In
the rest of the components the deviations are larger and even of different sign,
as is the case of theg30

OH(r) component.
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Figure 2.18. Temperature evolution of thegOO(r) atρ = 0.995 g/cm3, from275 K to 1250 K.
The second peak lies betweena andb only below T=447 K. At higher temperatures the second
peak is shifted to larger radial distances, laying between linesb andc. EachgOO(r) are shifted
by a factor of1 from bottom to top.

In the case of the Oxygen-Hydrogen pair distribution function, the compo-
nents shown in Figure 2.16 show major differences between the predictions of
each model than in the case of the Oxygen-Oxygen pair distribution functions
(Figure 2.15). It is noticeable that even in theg00

OH(r) component the height of
the first peak, corresponding to the position of the closer hydrogen atom of the
neighboring molecules, the models yield slightly different predictions. In the
rest of the components the deviations are larger and even of different sign, as
is the case of theg30

OO(r) component.

5. Second Part: Order transition in pure water

In the second part of the analysis we have computed the translational and
the orientational order parameters for water at different conditions, given in
Table 2.2. In Figure 2.17.b the temperature evolution of the orientational or-
der parameterq is presented at different densities. This parameter decreases
monotonically when temperature is increased, and, in generalq increases with
density. This property had been discussed previously (Figure 2.9) and no fur-
ther discussion will be done here. On the other hand, Figure 2.17.a shows the
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Figure 2.19. Loci of the maximum (squares) and minimum (circles) of the translational order
parameter for pure water.

variation of the translational order parametert in function of temperature at
different densities. This parameter increases with density as can be expected.
Even though, its temperature behavior presents remarkable aspects worth to be
mentioned. Atρ = 0.8 g/cm3, t decreases monotonically, but, starting from
ρ = 0.9 g/cm3 up toρ = 1.3 g/cm3 thet parameter presents a clear minimum
and a more spread maximum. The presence of the minimum has been reported
by the work of Debenedettiet. al. (Errington and Debenedetti, 2001), but the
presence of a maximum is reported for the first time in this work.

The physical meaning of the minimum ont is the transition suffered by
the water structure at particular thermodynamic conditions when the second
peak of thegOO(r) at almostr ≈ 4.5 Å disappears, as can be seen in Figure
2.18. When temperature is increased a second peak appears at large distances,
giving a transition form tetrahedral to dodecahedral structures (see the analysis
of Figure 2.3) and, hence,t increases until the temperature is high enough to
reduce the height of the first as well as the second peak ofgOO(r).

The loci of the minimum as well as the maximum oft is shifted to lower
temperatures at higher densities as can be seen in Figure 2.19. As it was
commented on the introduction of this chapter, the computation of any order
parameter to account the percolating network requires a cluster analysis, even
though, the loci of the line that separates the infinite cluster should lie between
the lines of maximum and minimum oft, due to the fact that water also losses its
tetrahedral structure and the degree of connectivity (through hydrogen bonds)
between these lines.
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Figure 2.20. Mobility of pure water (FPC/E model), at different densities and temperatures.

Finally, Figure 2.20 shows the mobility (D/kBT ) of water molecules at
different conditions. The general trend of this property is closely related with
the temperature evolution of the self-diffusion of water atρ = 0.995 g/cm3

discussed in Figure 2.2, however, in the case of the mobility the effect of the
temperature produces a competition of two effects. First, the mobility increases
when the rise of temperature produces a continuous destruction of the local order
of water (see the relationship ofD vsq in figure 2.11). This process persist until
the effect of thermal agitation promotes a major frequency of collisions between
molecules and consequently an increases of rebounds that affect the free path
of molecules. Then, the maximum in the mobility are due to the competition
of these two effect, and the loci of this maximum is also located in the region
between the maximum and minimum oft presented in Figure 2.19.

6. Conclusions

In this work, classical Molecular Dynamics simulations have been under-
taken aiming at a comparison of structural and dynamical properties of four
rigid non-polarizable models of water (TIP4P, TIP5P, SPC/E and DEC). We
have payed special attention to the0.995 g/cm3 isochore and the T=673K
supercritical isotherm.

We have found that the four models reproduce different three-dimensional
patterns, as can be seen in the different components of the oxygen-oxygen, and
oxygen-hydrogen pair distribution functions, in terms of a base of spherical
harmonics. The differences are qualitatively the same in the two point analyzed
(same value ofq, and at0.995 g/cm3 and 298K. See Figure 2.13-2.16). Even
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at ambient conditions, where the parameters of the model have been adjusted to
give the best fit to certain structural as well as thermodynamic properties (radial
distribution function, dielectric relaxation, etc.), the differences are significant.
Therefore, the availability of experimental information of the detailed three-
dimensional structure of water can be of crucial importance in the development
of new simple models, reliable in high-density applications.

In the supercritical region T=673K andρ = 0.66 g/cm3, all models fail
to reproduce the experimentally observed behavior ofgOO(r) andgOH(r), in
view of Figure 2.5. Effectively, the MD results reproduce a more structured first
solvation shell, corresponding to a higher and narrower first peak than observed.
However, they underestimate the long-range structure, as can be experimentally
seen.

In the analysis of the average number of hydrogen bonds,〈NHB〉, reasonable
good agreement was observed at low temperatures between models and exper-
iments. On the other hand we observe that the geometrical definition leads to
a plateau value of the average number of hydrogen bonds at high temperature,
in the high-density region. Effectively, disregarding the energy of the bond in
the definition of the hydrogen bonding interaction causes that, at high temper-
ature, non-bonded particles are counted as hydrogen-bonded simply because
they satisfy the geometrical criterion, although they are not effectively bonded
if energy is taken into account.

The self-diffusion coefficient at high temperatures (above 450 K) in the
0.995 g/cm3 isochore, shows important deviations from the experimental ten-
dency in all the models analyzed. In view of the coincidence of the values
found for the different models in this region, we have inferred that this fact
can be a consequence of an inadequate repulsive interaction in the force field
potentials. Furthermore, the major discrepancy between calculated diffusion
coefficients occurs at temperatures around 450 K where a change in the struc-
ture of the first solvation shell (from tetrahedral to dodecahedral arrangements)
takes place. Hence, we can argue that, as the temperature increases, the system
passes from a diffusion dominated by the cage effect, due to hydrogen bonds
(low temperature), to a diffusion dominated by collision effects (at high tem-
perature), according to the change in the behavior ofD in the region between
400 K and 500K.

From the tetrahedral order analysis through theq parameter, some important
conclusions can be extracted. For instance, the TIP5P model presents a more
structured system close to ambient conditions in comparison to the other three
models. Above 298K and a density of0.995 g/cm3, the DEC model seems to
preserve the tetrahedral order more than the other models. The new definition
of the order parameterq’ permits to relate the analysis of the tetrahedral order
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to a preferred axis (the dipolar moment, in our case, taken as the z-axis). Thus,
with this definition one can discriminate between a general tetrahedral order
in the first solvation shell (contained inq), and the order caused by directional
hydrogen bonded interactions in water (described byq’). As a result,q’ tends
to zero at high temperature whileq remains finite, since the excluded volume
interactions in the particles in the first solvation shell manifest some degree
of tetrahedral order if the density is high enough. The results obtained with
both parameters in the four models analyzed indicate a decrease of the tetra-
hedral order with temperature (in the0.995 g/cm3 isochore), whileq as well
asq’ increase with density (in the 673K isotherm), in the range studied, from
0.1 g/cm3 to 1 g/cm3. This fact does not exclude the possibility of a decrease
in the tetrahedral order at higher densities (Errington and Debenedetti, 2001).
This analysis, however, lies beyond the scope of this part of the work.

Despite the fact that both TIP5P and DEC models represent an improvement
over previous models (ST2 and SPC/E, respectively) in some properties as
the local structure and the temperature of the maximum density (TMD) in the
case of the TIP5P, and the correct value of the dielectric constant of water
at practically any thermodynamic condition, for the DEC model, some other
erroneous aspects remain when compared to older models. For instance: 1) at
high temperatures, self-diffusion coefficient underestimates experimental data,
for instance, at0.995 g/cm3, 2) underestimation of bulk and shear viscosity
(Smith and van Gunsteren, 1993, Guo and Zhang, 2001) at ambient conditions,
and overestimation of the thermal conductivity (Bedrov and Smith, 2000) of
pure water are some examples of the aspects that can be improved. One could
think that there is no straightforward modification of this kind of models in a
general point of view. In fact Glättli et al. (Glattli et al., 2002) have recently
shown that general improvements in SPC-like models are not possible only
with simple readjustment of charges, geometry or inclusion of LJ sites in the
hydrogen atoms. But, improvements in some relative aspects are still mater of
work, for example in dynamical properties. The results presented in this work
are in the line to give useful tools to reach this goal.

Finally, in the second part of this chapter, even though the hypothesis of the
presence of a second order phase transition can not be corroborated with the
analysis carried out in this study, the information obtained in the complex be-
havior of the translational order parametert, reinforce the arguments to proceed
with a detailed cluster analysis to elucidate whether or not the infinite cluster
is presented in water, and if this line separate the region where all anomalous
behavior of water can be found.
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Notes

1. reference (Soper, 2000)

2. reference (Hura et al., 2000)



Chapter 3

TRANSPORT PROPERTIES
OF AQUEOUS SOLUTIONS

1. Introduction

The aqueous mixtures of associating fluids are systems whose equilibrium
as well as dynamical properties presents non-ideal behavior that has motivated
many experimental and theoretical studies. Many industrial processes involve
the use of mixtures of this type, where great number of thermophysical prop-
erties is required to design and product industrial equipments. In all these
cases, molecular simulation appears as a promising alternative way to deter-
mine properties relevant to prediction and design. Molecular models are based
on a microscopic description that lies in the knowledge of the intermolecu-
lar forces and structures of molecules. Particularly, the Molecular Dynamic
(MD) simulation technique is used to obtain equilibrium and transport proper-
ties of physical systems (Allen and Tildesley, 1989). This technique is based
on the principle that atoms and molecules obey the laws of classical mechanics
(Hansen and McDonald, 1991, Frenkel and Smith, 1996) and their motion is
simulated in a computer. The main difference between the results obtained by
this technique and those derived from phenomenological equations of state is
that, in the former, the parameters are molecular in nature and do not depend on
the thermodynamic conditions of the system, while, in the latter, the parameter
often lack of physical meaning and depend usually on thermodynamic condi-
tions such as temperature or pressure. In this way MD is analogous to real
experiments because, after some interval of time,measuresof physical macro-
scopic properties are obtained from averages involving velocities and positions
of the particles. In addition, in many cases experimental measurements are
expensive, and in some particular systems can be even dangerous (experiment

71
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with inflammable or cancerous compounds, experiments at high temperature
and pressure, etc).

Simulation methods require the use of accurate force fields. These force
fields are parameterized on the basis of quantum mechanical calculations and/or
experimental measurements. The accuracy of the predictions done with this
models are ultimately determined by the accuracy of the force field and the
extent to which the relevant phase space is sampled in the calculation, this
is a characteristic common to all simulation studies. Consequently, extensive
validation and testing are needed to ensure that the results are accurate (with
respect to their agreement with experimental values for the property of interest)
and reproducible (in the sense that that they represent converged values and
are not artifacts of inadequate sampling or erroneous force field parameters).
This chapter is devoted to both objectives, first of all to test the accuracy of
the methodologies employed to reproduce experimental data of transport prop-
erties of aqueous solutions, and, secondly, to make some pure predictions on
properties of systems where there is no experimental data at all. In the absence
of the evaluation process, simulation methods can produce unreliable results,
which would seriously affect their credibility and limit their use in industry
(wor, 1999).

Then, to achieve this two main objectives we have decided to compute struc-
tural and transport properties of aqueous solutions of associating solutes, such
as a) water+methanol, b) water+ethanol, c) water+DMSO (dimethyl sulfoxide)
and d) water+acetone. Aqueous solutions of alcohol mixtures are quite well
known and many works has been done to study thermodynamics (Benmore and
Loh, 2000, Shevade and Gubbins, 2000) as well as transport properties (Mat-
sumoto and Gubbins, 1990, Saiz et al., 1999, Slusher, 2000, Sesé and Palomar,
2001, Petravic and Delhommelle, 2002) of mixtures of this kind. Addition-
ally, we decide to study the water+DMSO system due to its peculiar non-ideal
properties. The dimethyl sulfoxide (DMSO) is a compound with applications
in pharmacological industry, mainly to enhance skin absorption and, in gen-
eral, biological membrane transport, which justifies the current interest on its
properties. From a theoretical point of view, the peculiar structural and thermo-
dynamic behavior of aqueous mixtures of DMSO has been studied during the
last 10 years through Molecular Dynamics simulations (MD). One can mention
studies of the molecular association between the species (Borin and Skaf, 1999),
their hydrogen bond interaction (Luzar and Chandler, 1993), thermodynamic
and dielectric properties of water-DMSO mixtures(Skaf, 1999, Laria and Skaf,
1999, Skaff, 1997a, Borin and Skaf, 1999, Liu et al., 1995) as well as solvation
dynamics (Day and Patey, 1999) and electrolyte solutions (Adya et al., 2001),
among others. Finally, the water+acetone mixture has been also selected for our
analysis because this system also presents non-ideal behavior in the viscosity,
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for instance. Several MD studies have been devoted to study the thermody-
namic and transport properties of this mixture (Ferrario et al., 1990, Wheeler
and Rowley, 1998, Venables and Schmuttenmaer, 2000).

The strong hydrogen bond association between water and associating solutes
molecules is the main responsible for the strong non-ideal behavior of these
types of mixtures, especially for molar fractions of water between 60% and 90%.
At these particular compositions the shear viscosity of the mixture presents
clear maximum. Additionally, the thermal conductivity of these systems is also
a strong function of composition, particularly at high water concentrations.
We are also interested on the possible connection of the dynamical behavior
with local structural information of the local structure in these systems. For
instance, for the water+DMSO mixture, neutron diffraction experiments (Soper
and Luzar, 1992), as well as molecular simulations (Luzar and Chandler, 1993)
studies support the evidence of the existence of someaggregatesof the form
1DMSO:2 water in this particular concentration range. Such structures seem
to be very stable, and their long relaxation times have been argued to be in
close relation to the experimentally observed increment of the shear viscosity,
in general to the slow dynamics of the collective modes of the mixture. Even
though, the controversy about the existence of these structures is still alive
and many aspects of the dynamical behavior of this system are still poorly
understood. We are also interested in comparisons of the local structure of
solutes that have similar and different hydrogen bond character (for instance
DMSO and acetone are onlyacceptorsof hydrogen bonds, while methanol and
ethanol are bothdonorandacceptorsof hydrogen bonds). Moreover, most of
the previous works have focused on exploring only static and dynamic dielectric
relaxations, and the structural properties of the mixture. Only a few works have
been devoted to the analysis of the behavior of the transport properties of the
water+associating solute systems.

In this chapter we have undertaken a series of equilibrium and non-equilibrium
molecular dynamics simulations in order to investigate the shear viscosity and
the thermal conductivity of water-associating solute mixtures in the whole range
of compositions and at ambient conditions. We have also, to some extent, re-
lated the anomalyties found in these properties with the variations of the local
structure of the system together with the analysis of the survival probability
of the water-water and water-solute hydrogen bond life times. With this pur-
pose we have computed the tetrahedral order parameterq (Chau and Hardwick,
1998, Errington and Debenedetti, 2001) as a function of the molar fraction of
water, as a description of the local three-dimensional arrangement around a
given oxygen atom of a water molecule. Sinceq was originally introduced
for pure systems, here we have proposed an extension to the kind of mixtures
discussed in chapter2. The lifetime of the H-bonds have revealed as one of the
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properties more sensitive to composition and have strong influence in the trans-
port coefficients and dynamical properties in general. The HB lifetimes have
been analyzed through the study of the decay time of autocorrelation functions
in a similar way of previous analysis (Guàrdia et al., 2002) of the hydrogen
bond dynamics in associating liquids.

2. Fundamentals: Hydrogen bond lifetimes

Despite the fact that there is no unequivocal way to determine whether two
molecules are Hydrogen Bonded or not, we assume a geometrical criterion (see
chapter 1 and ref. (Martı́, 2000)), which is sufficient for our purposes. The
study of the temporal evolution of the Hydrogen bonds is not a straightforward
issue due to the intermolecular vibrational motion inherent in the process of
breaking and forming H-bonds. We decided to compute the survival probability
or lifetime of the H-bonds from the long time decay of the autocorrelation
functions (Guàrdia et al., 2002, Matsumoto and Gubbins, 1990)

CHB(t) =
〈ηij(t).ηij(0)〉
〈ηij(0)2〉

∼= exp

{
− t

τHB

}
(3.1)

where the variableηij(t) takes the value0 or 1 depending on the H-bond state
of a given pair of oxygens. For instance,ηij(t) = 1 if oxygensi and j are H
bonded at times0 andt and the bond has not been broken for any period longer
thant∗, otherwiseηij(t) = 0. We have investigated two limiting cases,t∗ = 0
andt∗ = ∞which correspond to the continuous H-bond lifetime(τC

HB) and the
intermittent H-bond(τ I

HB) employed in previous works (Guàrdia et al., 2002).

3. Computational details

We have studied the transport properties of mixtures of water and four differ-
ent associating solutes: a) water+methanol, b) water+ethanol, c) water+DMSO,
and d) water+acetone. The molar fractions and the experimental density of the
different mixtures are summarized in table 3.1. Different models have been
used to compute transport properties of these mixtures. For each case we try
to reproduce the experimental density of the mixture at ambient conditions to
discriminate whether or not a particular set of models are appropriate for our pur-
poses. For the water+alcohol simulations we decided to employ the Jorgensen
et al. (Jorgensen, 1986) OPLS models for methanol and ethanol (systemsa
andb), and the TIP4P model for water (Jorgensen et al., 1983) with the mix-
ing rule employed by Jorgensen (described in eq. (1.85) of chapter1) in the
development of the OPLS models for alcohols (Jorgensen, 1986). We decided



Transport Propertiesof aqueous solutions 75

0 0.2 0.4 0.6 0.8 1
X

W

1

1.05

1.1

1.15
ρ 

(g
/c

m
3 )

Exp. 298 K 1 atm.
Model: P2
Model: Liu

Figure 3.1. Comparison of the experimental density of the mixture of water+DMSO (Cowie
and Toporowski, 1961) at 298 K and 1 atm with that obtained with the simulations at same
conditions using the SPC/E (Berendsen et al., 1987) model for water and two models of DMSO,
for instance, the P2 model (Luzar and Chandler, 1993) and the Liuet al. (Liu et al., 1995) model.

to employ these set of models because they are well known and has been em-
ployed in several studies of thermodynamics (Benmore and Loh, 2000, Shevade
and Gubbins, 2000) as well as transport properties (Matsumoto and Gubbins,
1990, Saiz et al., 1999, Slusher, 2000, Sesé and Palomar, 2001, Petravic and
Delhommelle, 2002) with adequate results for mixtures of this kind. In the
case of the water+DMSO system (c) we have used the P2 model (where methyl
groups were treated as united atoms) of Luzar and Chandler (Luzar and Chan-
dler, 1993) for the DMSO, and the SPC/E (Berendsen et al., 1987) model to
simulate water molecules. The use of these two models is supported by previ-
ous works (Borin and Skaf, 1999, Skaf, 1999) on self-diffusion and dielectric
properties at ambient conditions, which find good agreement with experimental
data. It is worth to point out that we have investigated the behavior of the more
recent model for DMSO developed by Liuet. al (Liu et al., 1995), but we
were unable to reproduce the density of the pure component at 298 K and 1 bar,
reported in the original work. Our simulations of the density of the mixture
at 298 K and 1 atm computed with theNPT ensemble are shown in Figure
3.1. The disagreement of the Liu’s model is evident, failing to reproduce the
experimental density of the mixture at the studied conditions and hence, it has
been discarded1.

Therefore, we have focused on the P2 model, which correctly reproduces
this property. Other works (Luzar and Chandler, 1993, Luzar, 1996, Skaff,

1It is important to mention that a corrected version of the Liu’s model was presented after this part of the
work was performed (Bordat et al., 2002). In the new model the experimental density of pure DMSO at298
K and1 atm is well reproduced.
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1997a, Skaff, 1997b), employing the P2 and SPC/E models, also report results
that reasonably agree with experimental measurements on different properties.
Finally, for the system water+acetone (systemc) we have employed the SPC/E
(Berendsen et al., 1987) model to simulate water molecules and the model
of Wheeleret al. (Wheeler and Rowley, 1998) for the acetone molecules.
Although Wheeleret al. reported that their model correctly reproduce the ex-
perimental density, being an improvement in comparison with previous models,
we were unable to reproduce the density of pure acetone reported in the origi-
nal work. For instance, the experimental density at 298 K and 1 atm is0.785
g/cm3, and the density reported by the Wheeler’s work was0.783 g/cm3,
we have obtained0.767 g/cm3 employing our code (see details on chapter2,
section5.2, whit long-range corrections for energy and pressure and Reaction-
Field methodology, to handle electrostatic interactions) and0.769 g/cm3 em-
ploying the codemdgen(mdg, 2003) with long-range corrections for energy
and pressure and electrostatic interactions treated with the Ewald summation
technique. Even though, we have decided to maintain this model to simulate
acetone molecules. All models considered in this chapter has been treated as
Lennard-Jones sites plus point charges according to,

Uij = 4εii




(
σij

rij

)12

−
(
σij

rij

)6

 +

qiqj
4πε0rij

(3.2)

whereqi is the partial charge on sitei, εij andσij are the Lennard-Jones inter-
actions between sitesi andj on different molecules, beingrij = |rj − ri| is the
separation distance between the corresponding sites. Crossed interactions were
computed through Lorentz-Berthelot rules (eq. (1.83)) for the water+DMSO
and water+acetone, while the geometric average (eq. (1.85)) has been em-
ployed for the water+alcohol systems. Details of the intermolecular potential
parameters for water and solute molecules are given in Table 3.2.

We have performed different Molecular Dynamics simulations with three
different ensembles. The viscosity coefficient was obtained using equilibrium
molecular dynamic simulations in theNVT ensemble, using a weak coupling
bath (Berendsen et al., 1984) (only a couple of simulations has been done in
the NPT ensemble for the water+acetone system). The thermal conductivity
coefficient was computed through constant temperature PeX (momentum ex-
change algorithm) non-equilibrium molecular dynamic scheme, details of the
algorithm can be seen in chapter1 and in Appendix E (Nieto-Draghi and Ava-
los, 2003). All simulations were carried out with 500 molecules except for the
case of the water+ethanol system where 800 have been employed to improve
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Table 3.1. Simulated thermodynamic states for the comparison analysis. All data at 298 K
and 1 atm (water+methanol system at 313.15 K). (References for the experimental density:
water+methanol (GOWProp-v5.1, 2002), water+ethanol (Bou-Ali, 1999), water+DMSO (Cowie
and Toporowski, 1961) and water+acetone (Griffiths, 1952))

Mole Fractions ρ g/cm3

State Water Methanol Ethanol DMSO Acetone
1 1.0 0.0 - - - 0.98986
2 0.9 0.1 - - - 0.95457
3 0.772 0.228 - - - 0.91714
4 0.495 0.505 - - - 0.85190
5 0.36 0.64 - - - 0.82731
6 0.2 0.8 - - - 0.80164
7 0.0 1.0 - - - 0.77599
8 1.0 - 0.0 - - 0.99750
9 0.95 - 0.05 - - 0.97380
10 0.9 - 0.1 - - 0.97141
11 0.8 - 0.2 - - 0.933
12 0.0 - 1.0 - - 0.78675
13 0.87 - - 0.13 - 1.0537
14 0.65 - - 0.35 - 1.0927
15 0.5 - - 0.5 - 1.0989
16 0.4 - - 0.6 - 1.0988
17 0.2 - - 0.8 - 1.0977
18 0.0 - - 1.0 - 1.0956
19 0.997 - - - 0.027 0.98730
20 0.806 - - - 0.194 0.92940
21 0.579 - - - 0.421 0.87000
22 0.310 - - - 0.690 0.82250
23 0.097 - - - 0.903 0.79680
24 0.0 - - - 1.0 0.78510

statistics. The size of the simulation box on each case has been adjusted to
fit the experimental density of the mixture (see table 3.1). A cubic box was
employed for the viscosity computation and a parallelepiped to determine the
thermal conductivity coefficient via non-equilibrium simulations. In the lat-
ter, we have chosenlz = 2lx = 2ly, with lx, ly, lz being the dimensions of
the box. The equations of motion were integrated through leapfrog(Allen and
Tildesley, 1989) algorithm with a time step of2 fs, meanwhile leapfrog im-
plicit quaternions (Evans, 1997, Svanberg, 1997) were used to integrate the
rotational part of the equations of motions (themdgencode has been used for
the water+ethanol system to handle the flexible model of ethanol with a5th
order Gear predictor-corrector integrator with Gaussian constrains to keep the
geometry of the flexible molecule). All the simulations have been performed



78 TRANSPORT AND STRUCTURAL PROPERTIES

Table 3.2. Potential parameters of the models employed. For more details about the models see
ref.(Borin and Skaf, 1999) and ref.(Berendsen et al., 1987).

Site σ [Å] ε [KJ/mol] Charge (e)
water (SPC/E) (Berendsen et al., 1987):
O 3.165648 0.650167 -0.8476
H 0.0 0.0 0.4238
water (TIP4P) (Jorgensen et al., 1983):
O 3.1535779 0.6486943 0.00
H 0.0 0.0 0.52
M 0.0 0.0 -1.04
Methanol (OPLS) (Jorgensen, 1986):
O(COH) 3.07 0.711756 -0.700
H 0.0 0.0 0.435
CH3 3.775 1.230096 0.265
Ethanol (OPLS) (Jorgensen, 1986):
O(COH) 3.07 0.711756 -0.700
H 0.0 0.0 0.435
CH2 3.905 0.493712 0.265
CH3 3.905 0.732200 0.0
DMSO (P2) (Luzar and Chandler, 1993):
S 3.4 0.99741 0.139
O 2.8 0.29922 -0.459
CH3 3.8 1.230 0.160
Acetone (Wheeler and Rowley, 1998):
O 3.01 0.70669 -0.540
C 3.78 0.41570 0.48
CH3 3.88 0.681748 0.03

with periodic boundary conditions and thereaction fieldmethodology(Neuman,
1986b) with the choiceεRF = ∞, to account for the long-range electrostatic
interactions. The reaction field and Lennard-Jones cut-off length is 10.26Å,
and a nearest neighbor list technique(Allen and Tildesley, 1989), with a cut-off
radius of 11.1̊A, has been also employed. For the viscosity computations, an
equilibration run of100 ps has been done prior to each10 ns production runs,
to eliminate any memory of the initial conditions. On the other hand, at least20
ns simulation was run for the thermal conductivity computations. In addition,
to generate the thermal gradient in the NEMD calculations, we have chosen
an exchange particle momentum frequency of0.0025 fs−1. An equilibration
run of about500 ps has been established to reach the suited linear temperature
profile.
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Figure 3.2. Shear viscosity of mixture of water+DMSO at 298 K and 1 atm. Experimental
values are from ref.(Cowie and Toporowski, 1961).

4. Results and Discussion

In this section, the dynamic behavior of mixtures of a) water+methanol, b)
water+ethanol, c) water+DMSO and d) water+acetone are presented. In partic-
ular, the shear viscosity as well as the thermal conductivity is calculated from
our simulations and the results are compared with the available experimental
data. In addition we discuss the possible relationship between the local struc-
ture of the three-dimensional network of the water molecules and the survival
probability of hydrogen bonds with the non-ideal behavior displayed by the
transport coefficients analyzed here.

4.1 Shear viscosity

The viscosity of mixtures of water and DMSO at 298 K as a function of
the molar fraction of water is given in Figure 3.2. The general agreement be-
tween simulations and experimental measurements (Cowie and Toporowski,
1961) are good, except for the concentrated DMSO solutions, where significant
deviations are found. Regarding the pure component behaviors, we have re-
produced the value of0.91cp for the viscosity of SPC/E water model reported
by Smith (Smith and van Gunsteren, 1993)et. al. at 300 K (obtained using
the Einstein formula with a reaction field constant ofεRF = ∞). On the other
hand, the viscosity predicted for pure DMSO by means of the P2 model is found
to underestimate the corresponding experimental value (1.23±0.14 cp. vs. the
experimental datum2.003 cp). This fact is consistent with the observations of
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Figure 3.3. Shear viscosity of mixture of water+acetone. Our simulations where done at con-
stant density at 298 K (NVT) and only two points where computed at constant pressure at 298 K
and 1 atm (NPT). Our results are compared with the values obtained by Wheeleret al. (Wheeler
and Rowley, 1998). Experimental values for the viscosity are from ref.(Noda et al., 1982).

Borin et. al. (Borin and Skaf, 1999), who reported a discrepancy of about
the67% between the experimental and computed self-diffusion coefficient of
DMSO, for solutions of water in DMSO withxW < 0.5. The self-diffusion
coefficient predicted with the P2 model is higher than the experimentally ob-
tained. Therefore, since our discrepancy of about62% in the viscosity of pure
DMSO, we can see thatDexp ηexp ' Dsim ηsim. We can then conclude that
an exceeding mobility of the P2 model in a pure system would explain both
discrepancies between the observed and calculated self-diffusion and viscosity
coefficients at the same time.

Even though, the most remarkable characteristics of our results is that the
simulations are capable of quantitatively reproducing the enhancement of the
viscosity of the mixture, with a maximum around a molar fraction ofxW =
0.65 (ηsim = 3.815 ± 0.18 cp, compared toηexp = 3.764 cp). Since the
simulation underestimates the viscosity of the pure component, this agreement
between data would then imply that the crossed interactions in the mixture
are overestimated for the models at these compositions, as it has already been
pointed out by Borin (Borin and Skaf, 1999).

Other aqueous solutions also shown an enhancement of the viscosity of the
mixture with respect to that of the pure components. This fact is particularly
noticeable in the case of associating fluids like alcohols or substances that are
hydrogen bond acceptors, such as ketones and sulfoxides, among others. The
DMSO can be considered as a hydrogen bondacceptorsince can only establish
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Figure 3.4. Comparison of the experimental density of the mixture of water+acetone (Griffiths,
1952) at 298 K and 1 atm with that obtained with the simulations at same condition using the
SPC/E (Berendsen et al., 1987) model for water and the model of Wheeleret al. (Wheeler and
Rowley, 1998) for acetone.

hydrogen bonds between the hydrogen atom of the water molecule and the oxy-
gen atom of the sulfoxide group. Water and alcohols can form hydrogen bonds
from both the hydrogen as well as the oxygen atom being, therefore,donorand
acceptorat the same time. Mixtures of water and hydrogen bond acceptor sub-
stances show in general a good agreement between experimental and simulation
data (Wheeler and Rowley, 1998, Slusher, 2000). In Figure 3.3 the variation of
the viscosity of the mixture water+acetone at 298 K and 1 atm as a function of the
molar fraction of water is observed. The agreement of our simulation at NVT
is also good in comparison with the experimental data. However, the values
reported by Wheeleret al., obtained from non-equilibrium simulations with
Lees-Edwardssliding brick boundary conditions inNVT ensemble, presents
better agreement than our results at constant temperature. Even though, as it
was commented in the computational details section, the Wheeler’s model does
not reproduce the experimental density (Griffiths, 1952) at 298K and 1 atm.
This drawback of the model produces a too high pressure in the system if the
experimental density is employed, giving an overestimation of the viscosity.

In addition, in Figure 3.3 we also compute the shear viscosity inNPTensem-
ble giving similar results as those of Wheeler, but we observe that the density of
this two points are much lower than the experimental values (we obtain0.803
g/cm3 and0.856 g/cm3 for xw = 0.31 andxw = 0.579 that are lower than the
corresponding experimental values of0.8225 g/cm3 and0.870 g/cm3 respec-
tively). Also lower values than the data used by Wheeleret al. in their work. For
instance, to show the differences in the density of the mixture predicted by the
model, in Figure 3.4 we have computed the density of the mixture at 298 K and
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1 atm at different compositions and compare our results with the experimental
data. Important deviations can be observed at lower water concentrations.

Apart from the differences between our work and that of Wheeler, we have
obtained good agreement on the viscosity of the mixture employing the Ein-
stein’s relation with equilibrium molecular dynamics simulations and, addi-
tionally, the enhancement of the viscosity at lower solute concentration is also
well reproduced. Our results, despite the deficiencies of the employed models
of DMSO and acetone, are in good agreement with the experimental data, fol-
lowing the observation that the viscosity of aqueous systems with solutes that
are acceptors of HB are well reproduced in simulations. However, simulation
data on binary mixtures where both species are simultaneously hydrogen bond
donorsandacceptors(water-alcohol, for instance) do not show such a good
agreement when compared with experimental results in a wide range (Wheeler
and Rowley, 1998, Slusher, 2000).

This enhancement of the viscosity has been attributed to changes in the three-
dimensional structure of water occurred by the addition of a solute. For exam-
ple, in the work of Wheeleret. al. (Wheeler and Rowley, 1998) in the case of
acetone-water and methanol-water, basing their analysis on the work of Ferrario
(Ferrario et al., 1990)et. al., the authors argue that the enhanced acceptor char-
acter of the methanol and acetone molecules disturb the tetrahedral coordination
structure of water molecules. Such disturbed environment causes a decrease in
the rotational relaxation time of the water molecules, yielding a higher rigidity
of the system(Venables and Schmuttenmaer, 2000, Borin and Skaf, 1999). This
argument would then be also valid for the case of water+DMSO.

Aiming at further exploring this hypothesis we have computed the variation
of the tetrahedral order parameterq referred to the oxygen atoms around a
given water molecule, as described in chapter 2. In Fig.3.5 the variation ofq as a
function of the molar fraction of water in methanol, DMSO and acetone mixtures
are presented. In this figure, a maximum in the tetrahedrality is observed for
pure water. The value ofq decreases by the addition of any solute, up to a
minimum, specific for each mixture. Such a minimum is, for instance, around
xw ' 0.2 for water+methanol, aroundxw ' 0.3 for water+acetone, and at
xw ' 0.4 for water+DMSO. For smaller water molar fractions,q increases
up to the residual value similar to that of a Lennard-Jones liquid like Argon
(Nieto-Draghi et al., 2003b), as it would be seen from one water molecule,
except for the case of methanol, where small variation of this parameter is
observed. Then, it is clear that methanol molecules introduce less perturbation
on the local structure of water than the other two molecules. This effect can
be related with two facts, first of all the size of methanol molecules is smaller
than that of the other two, and second, methanol is a donor-acceptor solute
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Figure 3.5. Variation of the tetrahedral order parameterq in function of the water concentration
in the system at 298 K. Lines are only guides for the eyes.

and, hence, it can be inserted in the local network of water, contrary to DMSO
and acetone which are merely acceptors of hydrogen bonds. Fromxw ' 0.65
and down for the case of DMSO, the presence of aggregates with the structure
1DMSO:2water has been experimentally reported(Soper and Luzar, 1992). The
formation of these aggregates strongly competes with the natural tetrahedral
arrangement induced by the essential character of water. The formation of
such complexes can then explain the minimum inq at molar fractions near the
equimolar compositionxw ' 0.5. Notice, in addition, that this minimum is
located near the composition at which the maximum in the density of the mixture
is experimentally observed (Cowie and Toporowski, 1961). Similar analysis
can be drawn for the acetone, but the differences in size with the DMSO (acetone
is much smaller than DMSO) permits to acetone molecule a better insertion on
the structure of the water network.

At first sigh on Figures 3.2, 3.3 and 3.5 one could think that there is a rela-
tionship between the data obtained for the order parameterq and the viscosity
coefficientη as a function of the water molar fraction of the mixtures. However,
comparing the behavior of the system analyzed here, and sees that the location
of the minimum inq and the maximum inη are not apparently correlated (the
experimental viscosity of water+methanol (not shown) presents a maximum
much spread than the other two systems, and its loci -xw ' 0.7 - does not co-
incide with the minimum in theq parameter). Thus, the analysis of the results
in the viscosity coefficient can be done as follows. The increase in the viscosity
whenxw → 1 is due to the effect of the hindrance introduced by the pres-
ence of solvent molecules whose volume is much larger than that of the water
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Figure 3.6. Variation of 〈NHB〉 in function of the water concentration in the system wa-
ter+Methanol at 298 K.

molecules, in analogy with the viscosity of colloidal suspensions. Fits of the
concentration and temperature dependence given in ref. (Bulone et al., 1989)
are consistent with this fact: the bigger the solvent molecule is, the larger is the
rate of increase of the viscosity as the solute concentration increases. Aqueous
mixtures of acetone or methanol have the same behavior, which is consistent
with their relative volume (Wheeler and Rowley, 1998) (in addition with this
effect, it is important to remember that methanol can form up to two HB and
acetone is able to form only one, thus the association between methanol+water
is higher than the water+acetone).

For instance, it is important to analyze the behavior of the average number
of hydrogen bond< NHB > per molecule in function of the molar fraction
of water in the mixture for methanol (Figure 3.6), DMSO (Figure 3.7) and
acetone (Figure 3.8) at 298 K and 1 atm. A direct analysis of these figures
shows that methanol as well as DMSO tends to have in average two HB (taking
into account self and cross association in the case of methanol) and, on the
other hand, acetone has roughly only one HB per molecule. But the most
remarkable aspect is the fact that water-water HB does not behave in a similar
way for each mixture. In the case of water+methanol and water+DMSO a
straight line is observed in the self-association of water molecules, but in the
case of acetone an exponential behavior is observed. This implies that water
prefer self-association in the case of acetone, which is a consequence of the fact
that acetone are able to accept only one HB. This behavior was also reported
by Venableset al. (Venables and Schmuttenmaer, 2000) where a detail balance
of the different species H-bonded was carried out.
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Figure 3.7. Variation of 〈NHB〉 in function of the water concentration in the system wa-
ter+DMSO at 298 K.

This difference in the average values of hydrogen bonds seems to have not
a direct relation with the dynamical behavior. In fact we have shown (Nieto-
Draghi et al., 2003b) in our analysis of chapter2 that, for pure water that the
differences in self-diffusion for the models analyzed are strongly correlated with
the order of the local environment (some cage effect in Figure 2.11) and not with
the average value of the hydrogen bonds in the system (Figure 2.12). Moreover,
it is difficult to ensure something taking into account the arbitrariness of the
HB definition employed (or any other one). Hence, the amount of HB that each
species is able to form is not straight forwardly related with the relative values of
the viscosity. In fact, water molecules have, in average< NHB >' 3.7, much
higher than the methanol molecule< NHB > ' 1.98 but, on the other hand,
its viscosity is only18 % higher. Additionally DMSO has no self-association
and its viscosity is almost2.3 times the viscosity of water.

Thus, the effect of the local structure and the< NHB > cannot explain
(alone), however, the continuous rise of the viscosity of the mixture up to so-
lute molar fractions about35% (xw ' 0.65), as observed in the DMSO-water
systems, or the increment observed at10% (xw ' 0.90) for the water+acetone
mixture. It has been mentioned in previous paragraphs that the loss of lo-
cal tetrahedral order can cause an increase of the local rigidity of the water
molecules with respect tomore symmetricalless rigid structures, even far from
the perturbation caused by the solute. Venableset al. (Venables and Schmut-
tenmaer, 2000) suggest a possible mechanism, where water molecules in the
solution start to adopt chain-like structures at different compositions and, then,
long-lived HB slow down the dynamics of the system. Thus, an indirect mea-
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Figure 3.8. Variation of 〈NHB〉 in function of the water concentration in the system wa-
ter+Acetone at 298 K.

surement of thisrigidity can be studied through the analysis of the dynamical
behavior of the different HB present in the mixture, more than the average
values of this property itself.

In Figure 3.9 we have computed the life-time of continuous hydrogen bonds
formed in the mixture for a) water-water and b) water-solute interactions for
the water+methanol, water+DMSO and water+acetone at 298 K and 1 atm as a
function of the molar fraction of water in the system. On one hand, the strength
of the hydrogen-bond interaction between water and any of the solutes (Figure
3.9.b), justifies the large lifetime observed by these cross bonds, when com-
pared with those of water-water in the same system (Figure 3.9.a). On the other
hand, the most interesting feature is the fact that water-water hydrogen bonds
in any of the mixtures are indeed much long lived than the equivalent bonds in
pure water (even at very high water concentrations), supporting the idea that
the distortion of the environment of water molecules is related to the increase
of the local rigidity. The existence of chains of water molecules with long-
lived hydrogen bonds would then justify such an increase of the viscosity of the
mixture (Venables and Schmuttenmaer, 2000). Moreover, separately analyzing
each figure, several aspects are worth to be mentioned, for instance, in Figure
3.9.a the water+DMSO presents long-lived HB than the water+acetone and the
water+methanol systems respectively. The presence of a maximum in this prop-
erty for the water+DMSO is pronounced in comparison with that observed in the
water+acetone, and the loci of this maximum corresponds with the minimum in
q and the maximum in the density for the DMSO. The water+methanol system
presents the shorter HB life-times of the systems analyzed here and, though no
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Figure 3.9. Variation of the life-times of continuous H-bond (τ c
HB) with the molar fraction of

water at 298 K, for a) Water-water and b) water-solute hydrogen bonds.

maximum is observed, there is a change in the tendency of this property when
the minimum inq is observed for this mixture in Figure 3.5.

The behavior observed in Figure 3.9.b is completely different than in the
case of water-water interactions. The cross interactions are much long lived
for the water+DMSO in all concentrations. It seems that the water+acetone
and water+methanol systems presents similar HB lifetimes. One aspect seems
to be clear; the fact that the viscosity of the water+DMSO system is greater
than the other two systems is clearly reflected in water-water and water-solute
interactions. Additionally, the values of the viscosity of water+methanol and
water+acetone are very close (at least at the thermodynamic conditions consid-
ered in this work -1 atm and 298 K-) and, hence, the water-solute HB lifetimes
are also very similar for these systems. Additionally, the ability of the associ-
ating solute in inserting into those chains (formed by water+water molecules)
or to terminate them, would determine the position of the maximum in the
viscosity. Acetone, as a one-HB acceptor acts as a terminator of thesewater
chains, while methanol (donor-acceptor) and the DMSO (twice-acceptor) can
enter in these chains without breaking them. As a consequence, the maximum
in the viscosity of acetone is located very close toxw → 1(Wheeler and Row-
ley, 1998) while the other two mentioned compounds locate their maxima at
aboutxw → 0.65. The differences observed in the value of the maxima of the
viscosity can be related to the value of the viscosity for the pure components.

The comparison presented in Figure 3.10 is similar to that done in Figure
3.9 but in this case the intermittent HB are analyzed for the three systems at
the same thermodynamic conditions. The relative values ofτ i

HB between the
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Figure 3.10. Variation of the life-times of intermittent H-bond (τ i
HB) in function of the molar

fraction of water at 298 K, for a) water-water and b) water-solute hydrogen bonds.

systems presented in Figure 3.10.a is very similar to that observed in the case of
τ c
HB, but different tendency is observed, for instance no maximum is observed

for the water+DMSO and water+acetone systems and only a small maximum
is observed for the water+acetone system. On the other hand, Figure 3.10.b
presents almost the same shape of Figure 3.9.b and only the relative values of
τ i
HB makes the difference between them.

Finally, the decrease of the viscosity at lower values ofxw can be then
attributed to the loss of this effect by pure stoichiometric requirements even
though the life time of H-bonds of water molecules (both, water-water and
water-solute) always increase. Although the information contained inq can be
useful to understand the internal structure of these mixtures, it does not seem
to have a direct relationship with the observed viscosity coefficients, probably
because the overall mechanism of the increase of the viscosity is related to the
cooperative effect of many molecules, whileq only describes a rather local
property. Even though, the variation of the life-times of HB bonds preserves
the general picture observed in the viscosity of the mixture,ie. the greater the
τHB is observed in the system, then, the greater the viscosity coefficients is
obtained for the mixture.

4.2 Thermal conductivity

In this section the thermal conductivity of mixtures of water and associating
fluids is presented and compared with the available experimental data. To the
best of our knowledge the thermal conductivity of pure ethanol, methanol and
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Figure 3.11. Comparison of experimental data of thermal conductivity (Qun-Fang et al., 1997)
of water+ethanol at 298.15 K and 1 atm with simulations employing the TIP4P (Jorgensen et al.,
1983) model of water and the OPLS (Jorgensen et al., 1984) model of ethanol.

acetone has not been reported before in simulations, and for the case of DMSO
neither experimentally nor by simulations, at least under the conditions ana-
lyzed in this work. It is also worth to mention that the analysis of the thermal
conductivity computed from simulations with aqueous solutions of associating
fluids is reported here for the first time. Other analysis were done in ideal solu-
tions employing equilibrium as well as non-equilibrium MD techniques, as was
commented in the introduction of this chapter, but simulations of this property
with realistic systems is scare and most of them are dedicated to ideal liquids
(Ar-Kr, or mixtures of hydrocarbons). We have computed the thermal conduc-
tivity of mixtures of a) water+ethanol, b) water+methanol, c) water+DMSO
and d) water+acetone. In Figure 3.11 we present the variation of the simula-
tion results of the thermal conductivity of water+ethanol at 298 K and 1 atm
in function of the molar fraction of water and compared with the experimental
data of Qun-Fanget al. (Qun-Fang et al., 1997). We have obtained a value
of λ = 0.166 W.m−1.K−1 for pure ethanol, which is the same obtained in
experiments (λ = 0.1635W.m−1.K−1 (Qun-Fang et al., 1997)). On the other
hand, in the water rich region some deviations are observed with respect to the
experimental data for this property. Even though, the values predicted are very
close to the experimental ones whitin an error of less than10%. The difficulties
presented in this system are the long simulations runs and a large size of the
system box, required to have good statistics and to equilibrated the system.

The simulations results for the water+methanol system are shown in Figure
3.12 at 313 K and 1 atm and compared with the values ofλ obtained from a
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Figure 3.12. Comparison of thermal conductivity predicted with correlations (GOWProp-v5.1,
2002) of water+methanol at 313.15 K and 1 atm with simulations employing the TIP4P (Jor-
gensen et al., 1983) model of water and the OPLS (Jorgensen et al., 1984) model of methanol.

correlation of a commercial software (GOWProp-v5.1, 2002). These results
present better agreement, in almost the whole range of water concentrations,
than in the case of the water+ethanol system. We have obtained a value of
λ = 0.225 W.m−1.K−1 for pure methanol, very close to the value predicted
in the correlation (λ = 0.2122W.m−1.K−1). The most important deviations
come from the value of the thermal conductivity of pure water with the TIP4P
modelλ = 0.76 W.m−1.K−1 which is known to produce aλ slightly higher
than experiments (Bedrov and Smith, 2000). For the rest of compositions we
have quantitative predictions for this property with deviations of less than5%.

For the case of water+DMSO system, the thermal conductivity of the mix-
ture at 298 K and 1 atm can be observed in Figure 3.13. The value obtained
in our simulations for pure DMSO isλ = 0.1957W.m−1.K−1, which is in
the range of that obtained for other similar organic solvents like acetone and
acetonitrile (0.1525 W.m−1.K−1 and0.2034 W.m−1.K−1 (Qun-Fang et al.,
1997), respectively). In addition we have further compared our results with the
value of the thermal conductivity obtained from the correlation of Bridgman
(Bridgman, 1923), which yields an estimateλ = 0.2114Wm−1K−1 for the
pure DMSO, which is close to the simulated value.

For the water-DMSO mixtures, due to the lack of experimental data, we have
compared our simulation data with results obtained from the mixing rule of Li
(Li, 1976), which that allows for an estimate of the thermal conductivity of
mixtures of polar molecules at different molar fractions of water. The agree-
ment between the correlation and simulation results is rather good. As a general
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Figure 3.13. Comparison of thermal conductivity predicted with the correlation of Li (Li, 1976)
(thermal conductivity estimated for DMSO using the correlation of Bridgman (Bridgman, 1923))
of mixture of water+DMSO at 298 K and 1 atm with simulations employing the SPC/E (Berend-
sen et al., 1987) model for water and the P2 (Luzar and Chandler, 1993) model of DMSO.

trend, the simulated values are systematically lower than the values obtained
from the correlation, except for the case of pure water, where the SPC/E model
is known to overestimate the experimental measurements (Bedrov and Smith,
2000). Moreover, it is very interesting to notice the minimum of the thermal
conductivity, lying betweenxw = 0.4 andxw = 0.5, obtained. Mixtures with a
minimum in the thermal conductivity have experimentally been reported in the
literature (Li, 1976), in particular, forCCl4-Tert-butanol mixtures. The mixing
rule used here, which also corresponds to this last reference, is a monotonous
function of the volume fractions, thus being unable to predict such minimum
in the thermal conductivity (Li, 1976). The fact that molecular simulations are
model dependent does not allow us to be conclusive about the real existence
of this minimum in the thermal conductivity, a matter that can only be experi-
mentally elucidated. However, our results are still a very good estimate of the
real value of the thermal conductivity of water-DMSO mixtures, never reported
before.

Finally, in Figure 3.14 the variation of the thermal conductivity of the wa-
ter+acetone with the molar fraction of water is presented at 298 K and 1 atm
and compared with the correlation of Li (Li, 1976). We have used the most
recent experimental values of this properties taken from the work of Qun-Fang
et al. (Qun-Fang et al., 1997) at the same thermodynamic conditions. The
values predicted in the simulations are in very good agreement with that of the
correlation. For the case of pure acetone we have obtained a value ofλ = 0.17
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Figure 3.14. Comparison of the thermal conductivity predicted with the correlation of Li (Li,
1976) (and the experimental values ofλ for acetone and water taken from ref. (Qun-Fang et al.,
1997)) for the mixture of water+acetone at 298 K and 1 atm with our simulations employing the
SPC/E (Berendsen et al., 1987) model of water and the model of Wheeler (Wheeler and Rowley,
1998) for acetone.

W.m−1.K−1, which is very close to that obtained in experiments at the same
temperature (0.154W.m−1.K−1 (Qun-Fang et al., 1997)). As it was comment
for the previous simulations of this property the most important deviations are
observed in the water rich region due to the deficiencies in the water models.

With regard to the possible relationship between the observed thermal con-
ductivity of the mixture and the microscopic structure as described byq, only
general indications can be given. It is firstly remarkable that for the case of
water+DMSO the minimum inq is located around the same concentration at
which the minimum inλ is seen. This would suggest a relationship between
the formation of the aggregates and the loss of efficiency in the transport of
energy by longitudinal vibrational modes in the mixture. On the other hand, no
specific relationship is observed betweenλ andq for the other systems.

The increase of the local rigidity of the water does not have any strong effect
in the thermal conductivity. However, the loss of the natural tetrahedral order
of water by the presence of the solute seems to change the way with which
the energy is transferred in the system, giving a major efficiency in the heat
transport when the tetrahedral order in water is high. It is interesting to realize
that the minimum ofλ coincides with the region of larger density and minimum
q for the water+DMSO system.
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5. Conclusions

In this chapter we have presented a MD simulation study of transport prop-
erties of aqueous solutions of water+methanol, water+ethanol, water+DMSO
and water+acetone over the entire concentration range. Our computations of
the shear viscosity of the mixtures of water+DMSO and water+acetone at 298 K
are in qualitative agreement with the experimental measurements, being able to
reproduce the remarkable feature of the maximum of the viscosity atxW = 0.65
for the water+DMSO and atxw ' 0.90 for the water+acetone mixtures. From
a quantitative point of view, we have found that the viscosity of pure DMSO is
lower than experimentally found, for concentrationsxW < 0.6, although the
agreement is very good for water-rich concentrations. This feature reinforces
the idea that the P2 model for DMSO displays a relative high mobility that
would also explain the calculated high self-diffusion coefficient of this sub-
stance at ambient conditions with respect to the experimental value(Borin and
Skaf, 1999). Our computations of the viscosity of water+acetone system are
in good agreement with the experimental data. However, some discrepancies
have been observed with respect to the work of Wheeleret al. as far as the
viscosity of this system is concerned. We attribute these differences to the fact
that the model of acetone is not able to reproduce the experimental density of
the mixture. Even though, we have proved that the computation of the shear
viscosity of mixtures can be computed employing the Einstein relation in equi-
librium MD with similar accuracy with that obtained with non-equilibrium MD
(employing boundary driven methods).

As it was previously observed (Skaf, 1999), the behavior of water-DMSO
mixtures is similar to that presented by acetonitrile-water and acetone-water
in terms of the average number of hydrogen bonds and the general qualitative
behavior of the shear viscosity of the mixture. In particular, our analysis of
the tetrahedral order parameterq of water molecules indicates the presence of
a minimum at different compositions for the case of the particular mixtures
studied. For instance, for the water+DMSO the minimum of the tetrahedral
order is located at equimolar compositions whose value is lower than the residual
value corresponding to a Lennard-Jones liquid. This effect is probably caused
by the presence of aggregates of the form 1DMSO:2water whose structure
competes with the preferred tetrahedral arrangement of water molecules. This
fact suggests that the fluid crosses over different structures that affect in different
ways the local order of water molecules and their neighborhood. For the case of
the water+acetone mixture, the variation of this parameter presents analogous
behavior when the water concentration decreases in the mixture. However, the
locus of the minimum is moved to lower molar fractions of water (Nieto-Draghi
et al., 2003b). Finally, for the water+methanol system, the variation ofq is much
less pronounced than in the two previous systems due to the different character
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of the methanol molecule, beingdonorandacceptorof HB at the same time,
but also because its size is smaller than that the other two solutes.

Moreover, we have computed the thermal conductivity of the four systems a)
water+ethanol, b) water+methanol, c) water-DMSO and d) water+acetone, and
we have observed good agreement when the simulations results are compared
with the available experimental data. Some aspects of the quality of the models
are reflected in the case of water+ethanol system, where a slightly different
slope is observed inλ at low alcohol concentrations. In any case, however,
the agreement is within10 %. For the water+methanol and water+acetone
system a quantitative prediction of this property is given, and for the case
of water+DMSO, a clear minimum in this property is found at aboutxW =
0.6 is observed. This kind of minimum in the thermal conductivity has been
experimentally observed in other mixtures of associating fluids. The lack of
experimental data on the thermal conductivity of water-DMSO mixtures and
the fact that the available correlations cannot predict the complex behavior of
associating fluids make our simulation results valuable data to estimate the
properties of this system.

Finally, together with the obvious interest of the prediction of transport co-
efficients of fluids of high-applied interest, our work is also intended as a small
contribution to the general understanding of the complex structural and dynamic
behavior of systems with directional bonds like the hydrogen-bond interactions.
In this direction, many questions remain open. For instance, one can mention,
on one hand, the need for a clear explanation of the increase of the rigidity of
the system when the tetrahedral transient network of water molecules is dis-
turbed by the presence of solute, as it is indicated by the increase of the lifetime
of the water-water hydrogen bonds with the increase of the solute molecules.
On the other hand, the effect of long-range correlations of hydrogen-bonded
molecules in dynamic properties such as the viscosity of the mixture, as well
as the ability of the solute to continue or to terminate such chains or clusters of
hydrogen-bonded molecules.

The intrinsic difficulties presented in the non-ideal character of these type of
mixtures (the effect of the association) and the inconveniences encountered in
the computation of the microscopic expression of the heat flux make predictions
in this type of systems very difficult. Apart from the technical difficulties of the
simulations (already mentioned in the descriptions of the methodologies and
coefficients in chapter1), there is also the problem of a lack of experimental
data for this property for the water+DMSO mixtures. Even though, the general
behavior of the predictions made suggest that quantitative estimations of trans-
port properties can be achieved by means of molecular simulation employing
the different methodologies described in the chapter 2 of this work. This fact
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renders molecular simulations as a powerful tool, from an engineering point of
view, to make predictions on different properties of systems in the absence of
experimental data. The case of the thermal conductivity of the water+DMSO
system is a clear example.





Chapter 4

SORET EFFECT IN ASSOCIATING FLUIDS

1. Introduction

The Soret effect is an irreversible process taking place in a mixture of two
or more components in a thermal gradient. This effect was first described
by Ludwing (1856) (Ludwig, 1856), who observed small differences in the
concentration profile of aqueous solutions of Sodium sulphate, which was in a
glass heated from below. Independently, Soret (Soret, 1879a) published the first
work of thermal diffusion. Later, in1880he presents the first systematic analysis
of the effect in ionic aqueous solutions (Soret, 1879b, Soret, 1880). Some years
before in1872, Dofour (Dufour, 1872a, Dufour, 1872b) described the inverse
process, in which a temperature gradient is observed when a mixture of two
gases interdiffuse. The thermal diffusion is usually known as the Soret Effect or
Ludwig-Soret effect. With respect to thermal conduction and diffusion the Soret
effect is a crossed effect in the sense that it involves a composition gradient as a
result of a heat flux. The first attempt to provide a physical explanation of this
process was in 1910 from the kinetic theory of gases developed by Chapman
and Enskog. This theory was successful in predicting the thermal diffusion
observed in dilute gases with differences in their molar masses. The Kinetic
theory opened the door for new technologies, which were applied in separation
of isotopic mixtures. For instance, the development of thermo-gravitational
devices played an important role in the development of the nuclear energy.
This technique allowed the study of the Soret effect in mixtures of gases and
liquids but, unfortunately, the kinetic theory of gases fails at the limit of dense
phases and, consequently, does not predict the behavior of this phenomenon in
most of the common liquid solutions.

97
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In 1930 Onsageret. al (Onsager et al., 1939) state a phenomenological de-
scription of the thermal diffusion process, being this description known as the
Onsager reciprocity relations. In this theory it was assumed that the correspond-
ing fluxes(mass or energy currents) can be expressed as linear combinations
of thegradientsof the local affinities (see eq. 1.43). Additionally, in1943 the
PhD thesis of S. R. de Groot (de Groot et al., 1943, de Groot, 1945) and later in
1948 in the work of Wirtz (Wirtz, 1948), present a physical explanation of the
process, considering the Soret effect through an activated diffusion process. It
is also remarkable the so-calledforgotten effector the initial instability of the
Soret effect at short times in which an inversion of the sign of the composition
gradient is found at the beginning of the experiments. Later, in1950 Prigogine
et. almeasured the Soret coefficient in binary liquid mixtures (Prigogine et al.,
1950a). These authors also remarked the fact that the Soret coefficient presents
a change in its sign for mixtures of cyclohexanol+cyclohexane (Prigogine et al.,
1950b), explaining the process through a simple model of active solvent and
inert solvent based on the work of Wirtz. This remarkable characteristic in
the migration mechanism of the constituents, changing the direction according
to the composition, it is only observed in associating fluids. Tichaceket. al
(Tichacek et al., 1955) also observed a change in the sign of the Soret coeffi-
cient for water+methanol mixtures. Later, in 1988 Kolodneret. al (Kolodner
et al., 1988) published a detailed experimental work on the thermal diffusion of
water+ethanol mixtures, using a laser-beam-deflection technique. He observed
that the change in the sign of the coefficient was always independent of the aver-
age temperature of the experiments (it always occur at approx.xet = 0.26). In
addition, Piazzaet. alrecently published a set of experiments employing also a
laser-beam-deflection technique, where charged colloids present a strong con-
centration as well as temperature dependence of the Soret coefficient. Here, the
sign ofST can be tuned by varying the Debye-Huckel screening length (Piazza
and Guarino, 2002, Piazza, 2003, Iacopini and Piazza, 2003) by changing the
ion concentration of NaCl in the solution. Similarly, Wiegand and collaborators
employed a Thermal Diffusion Raleigh Scattering (TDRS) technique to solu-
tions of water+ethanol with colloidal particles or poly(ethylene oxide) (Leppla
and Wiegand, 2003, de Gans et al., 2003a, de Gans et al., 2003b), finding that
the migration of colloidal particles are attached to the migration of the best
solvent in the solution. These new and accurate experimental data motivate the
interest to understand the process of thermal diffusion from a theoretical point
of view and also because a microscopic scope of the process was not clear at
all.

The first simulation to determine the Soret coefficient was performed by
MacGowan and Evans in 1986 (MacGowan and Evans, 1986a, MacGowan and
Evans, 1987) employing NEMD of Lennard-Jones like particles. Their results
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were confirmed by Paolini and Ciccotti (Paolini and Ciccotti, 1987). Even on
these preliminary studies, the problem of the appropriate definition of the heat
flux arisen as one of the cornerstones of the accuracy of the results obtained in
simulations. For instance, Vogelsanget. al (Vogelsang et al., 1987, Vogelsang
and Hoheisel, 1988) employing EMD as well as NEMD, stated the importance
of a rigorous definition of the heat flow in multicomponent systems. For in-
stance, in equilibrium molecular dynamics simulations partial molar enthalpies
play an important role in the computation of the phenomenological coefficient
required determining the Soret coefficient (see the discussion about this point
in the methodological part chapter 2, also see appendix E). Although EMD
calculations presents the inconvenient that partial molar enthalpies should be
introduced in the microscopic expression of the heat flux, in the case of almost
ideal solutions, these quantities can be computed through an ideal approxi-
mation (Paolini and Ciccotti, 1987). There have been only a few attempts to
compute the Soret coefficient in molecular liquids using molecular dynamics.
The work of Hoheiselet. al (Schaink et al., 1993) on Cyclohexane-benzene
mixtures, andCF4−CH4 mixtures were the first attempts to compute the Soret
coefficient of real systems, but their simulations were not sufficiently large to
have a good estimation of theST (their correlation function does not converge to
cero). Simon and collaborators (Simon et al., 1998, Simon et al., 1999) present
the first systematic comparison of simulation and experimental data in alkane
binary mixtures, and Perronaceet. al(Perronace et al., 2002a, Perronace et al.,
2002b) make the same comparison for new experimental data of Ar-Kr mix-
tures and also for n-pentane-n-decane mixtures. In the last case, equilibrium
as well as non-equilibrium MD was employed with good agreement with the
experimental data.

All these previous works have been done only on ideal (or quasi ideal) so-
lutions. However, there is no single simulation results on associating mixtures,
and hence there is no a microscopic study of the role played by the association
on the change in the sign of the Soret coefficient, for non-ideal solutions. In
this chapter, we have computed the Soret coefficient of non-ideal aqueous so-
lutions of associating mixtures through direct NEMD simulations, to avoid any
computation of partial molar enthalpies of the components in the mixture. We
have studied mixtures of water plus methanol, ethanol, acetone and dimethyl
sulfoxide (DMSO). We have reproduced quantitatively the experimental data
(Tichacek et al., 1955, Bou-Ali, 1999, Kolodner et al., 1988, Zhang et al., 1996)
of the Soret coefficient for the alcohols solutions, but the most remarkable as-
pect is that our simulations were able to reproduce the concentration where
the change in the sign of the coefficient is experimentally observed. Unfortu-
nately, for the other two systems there is no experimental data available for this
transport property and, therefore, our simulations are predictions of the stud-
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ied property. Together with the computation of the Soret coefficient we try to
provide some qualitative explanation of the behavior ofST for this type of sys-
tems. A reasonable explanation of the change in the sign of the Soret coefficient
is given in the theoretical works of Kempers (Kempers, 2001), Haase (Haase
et al., 1971), Dougherty and Drickamer (Dougherty and Drickamer, 1955), and
Shuklaet. al (Shukla and Firoozabadi, 1998) that can be generalized to other
systems presenting similar phenomenology. In order to support our qualitative
picture we have modeled a two dimensional lattice for mixtures of particles
trough a non-equilibrium Monte Carlo technique, to show that the change in
the sign of the Soret coefficient is strongly connected to the nature of cross
interactions with respect of those of the pure component. If cross interactions
are greater than that of the two pure component interactions, for instance, then a
change in the sign will be observed for the Soret coefficient. This fact suggests
that mass and volume effects do not determine the value of the sign of the Soret
coefficient.

2. Computational details

We have studied the Soret coefficient of aqueous mixtures of methanol,
ethanol, DMSO and acetone. In all cases the molar fractions and the size of the
simulation box was adjusted to fix the experimental densities of the mixtures,
which are summarized in table 3.1 of the chapter 3. The models employed in
our simulations where also discussed in the previous chapter and their potential
parameters are given in table 3.2.

All models for the molecules considered in this chapter have been treated as
composed of several Lennard-Jones sites plus point charges, according to

Uij = 4εii
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σij

rij

)12
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 +

qiqj
4πε0rij

(4.1)

whereqi is the partial charge on sitei, εij andσij are the Lennard-Jones inter-
actions between sitesi andj on different molecules, beingrij = |rj − ri| the
separation distance between the corresponding sites. Crossed interactions were
computed through Lorentz-Berthelot rules (eq. (1.83)) for the water+DMSO
and water+acetone, while geometric average (eq. (1.85)) has been employed
for the water+alcohol systems.

We have performed all Molecular Dynamics simulations with the constant
temperature PeX (momentum exchange algorithm) nonequilibrium molecular
dynamic scheme. Details of the algorithm have been given in chapter 1 (addi-
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Figure 4.1. Comparison of the thermal diffusion factorα for the mixture water+methanol at
313 K and 1 atm with the experimental data of (Tichacek et al., 1955).

tional information can be obtained in Appendix E (Nieto-Draghi and Avalos,
2003)). Simulations were carried out with 500 molecules for the water+DMSO
and water+acetone systems, whereas 800 molecules have been employed for
the case of the water+methanol and water+ethanol systems to improve statis-
tics. A parallelepiped box was employed to determine the Soret coefficient via
non-equilibrium simulations. We have chosenlz = 2lx = 2ly, with lx, ly, lz
being the dimensions of the box. The alcohol water systems were simulated em-
ploying themdgencode (mdg, 2003) (which can handle the flexible molecules
of ethanol), while our code has been employed for the other two mixtures. The
equations of motion were integrated with a time step of2 fs. All the simulations
have been performed with periodic boundary conditions and thereaction field
methodology (Neuman, 1986b) with the choiceεRF = ∞, to account for the
long-range electrostatic interactions. The reaction field and Lennard-Jones cut-
off length is 10.26̊A, and a nearest neighbor list technique (Allen and Tildesley,
1989), with a cut-off radius of 11.1̊A, has been also employed. At least25 ns
simulation was run for the computation of the Soret coefficient for each mix-
ture. In addition, to generate the thermal gradient in the NEMD calculations,
we have chosen an exchange particle momentum frequency of0.0025 fs−1. An
equilibration run of about500 ps has been performed to reach the suited linear
temperature profile.
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Figure 4.2. Comparison of the thermal diffusion factorα for the mixture water+ethanol at 298
K and 1 atm with the experimental data of Bou-Ali (Bou-Ali, 1999), Kolodner (Kolodner et al.,
1988) and Zhang (Zhang et al., 1996).

3. Results and Discussion

In this section we present the simulation results for the thermal diffusion
factors (as defined in chapter1) of the four mixtures analyzed. Our results are
compared with the available experimental data for the water+alcohol systems.
Unfortunately, there is no experimental data for the other two systems, however,
because they belong to the case of associating fluids, we believe that they should
behave as water-alcohol mixtures. Additionally, we present the simulation of
the lattice model of mixtures of particles computed with the non-equilibrium
MC discussed in the fundamental section of this chapter.

In Figure 4.1 we present the variation of the thermal diffusion factor for the
mixture water+methanol as a function of the molar fraction of water at 313
K and 1 atm. Our simulations are compared with the experimental data of
Tichaceket. al (Tichacek et al., 1955) at the same thermodynamic conditions.
Despite the fact that our simulations suffered large fluctuations (also found in
previous calculations of the Soret coefficient in other mixtures (Simon et al.,
1998, Simon et al., 1999, Perronace et al., 2002a)) of about30%, our simulation
results agree with the experimental data within the error of both quantities.
Moreover, taking into account the difficulties associated with the computation
of the Soret coefficient using molecular dynamics, we consider that there is
a remarkable agreement between experimental and simulation results. The
change in the sign of the Soret coefficient is observed between80% and95% of
molar concentration of water for both, experiments and simulations. Contrary to
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Figure 4.3. Prediction of the thermal diffusion factorα for the mixture water+DMSO at 298 K
and 1 atm.

mixtures of non-associating fluids, where a weak concentration dependence of
thermal diffusion is observed (for example, mixtures ofn-pentane andn-decane
(Perronace et al., 2002a)), in this case the variation ofα at water rich regions
changes substantianly. It is important also to show thatα remains negative
and almost constant atxw < 0.8. This fact implies that there is no substantial
change in the degree of separation of the constituents when the concentration
of water decreases. It is remarkable that our simulations are able to reproduce
this particular behavior.

Since the difference in size between methanol and ethanol are small, we ex-
pect that their thermal diffusion factors in water solutions will be also similar.
Effectively, on Figure 4.2 we present the variation of the thermal diffusion fac-
tor for the mixture of water+ethanol in function of the molar fraction of water
at 298 K and 1 atm. Our simulation results are compared with the experimen-
tal data taken from the PhD thesis of Bou-Ali (Bou-Ali, 1999) and previous
works (Kolodner et al., 1988, Zhang et al., 1996) at the same thermodynamic
conditions. In this case the agreement with the experimental data is even better
than in the previous mixture, and the region where the change in the sign of
α is observed is also well reproduced. Contrary to the Tichacek’s data, which
was published in 1956 (Tichacek et al., 1955), the experiment for ethanol are
more recent (1999) and the technique employed in the last case was successfully
tested (Bou-Ali et al., 1998). The change in the sign of the Soret takes place
between80% and90% of molar fraction of water. Unfortunately, the long simu-
lation times required to have linear concentration profiles for the water+ethanol
system was one of the main difficulties to compute more simulation points;



104 TRANSPORT AND STRUCTURAL PROPERTIES

0 0.2 0.4 0.6 0.8 1
X

W

-4

-3

-2

-1

0

1

2

α 
 (

T
. S

T
)

Sim.

Figure 4.4. Prediction of the thermal diffusion factorα for the mixture water+acetone at 298 K
and 1 atm.

even though, we consider that our results for this mixture are very good. In
view of Figure 4.1 and Figure 4.2, we can observe that the values ofα obtained
in both cases are quite similar, though the water+ethanol system presents large
separations in comparison to the water+methanol system. Additionally, the
concentration where the change in the sign of the Soret coefficient is observed
is within the same low solute concentration range in both cases.

In Figure 4.3 we present the prediction of the variation of the thermal diffu-
sion factor for the mixture of water+DMSO in function of the molar fraction
of water at 298 K and 1 atm. Unfortunately, there is no experimental data of
thermal diffusion for this mixture, but taking into account the accuracy of the
methodology employed in the two previous mixtures we consider that our pre-
dictions are good approximations of the real ones. It would be interesting to
have experimental measurements of the Soret effect for this mixture, particu-
larly if one takes into account the non-ideal behavior observed for this mixture
for other transport properties discussed in chapter 3.

We can further compare our simulation results with the values obtained with
the previous two components. The change in the sign is observed between70%
and80% of water, slightly less concentrated in water than in the two previous
cases. But, in general, the results are very similar to the values obtained for
water+methanol and water+ethanol. For example, the value of the thermal
diffusion factor also remains constant for water concentrations lower than65%,
as it was observed for the case of the water+methanol mixture.
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Finally, in Figure 4.4 we have computed the thermal diffusion factor for the
mixture of water+acetone in function of the molar fraction of water at 298 K and
1 atm. In this case we were also unable to find experimental data of thermal
diffusion for this mixture to compare with our simulation results. However,
some aspects are worth to be mentioned. The change in the sign of the Soret
coefficient is observed at the same range as in the water+alcohol mixtures,
i.e. between80% and90%. On the other hand, there are some differences
between these two mixures. In particular, the value ofα in the water diluted
zone is higher than all of the previous cases, being almost three times larger.
Apart form this numeric difference; the value of the coefficient also reaches a
constant value in the region of low water concentration. It would be interesting
to also have experimental data of this mixture to compare with the predictions
done here for this mixture.

3.1 Lattice model of a mixture of particles

We consider a simple two-dimensional lattice model of an incompressible
binary mixture of two species,1and2. Each lattice position is either occupied by
molecules of the type1 or2, and the total number of moleculesNtot = N1+N2

are equal to the total number of available positions in the latticeM (no vacancy
places are allowed so no thermal dilatation effects are described). Furthermore,
it is important to realize thatN1 andN2 are constant during the process. The
size of the lattice is fixed byM = lxly, beinglx andly the number of positions
in thex andy direction. In the model only adjacent molecules interact via pair
energies,ε11, ε22 for pure components, and for cross interactions a Lorentz-
Berthelot like combining role is employed,

ε12 = c1(ε11 · ε22)1/2 (4.2)

wherec1 is a positive constant (c1 should be positive to avoid phase separa-
tion) employed to tune the strength of crossed interactions. We can define the
Hamiltonian of the system according to

H =
1
2

∑

i,j∈(nn)

σi · ¯̄J · σj (4.3)

whereσi is a vector wich describes whether a site is occupied by a particle of
type1, σ1 = (1, 0), or type2, σ2 = (0, 1), andi, j ∈ (nn) means that the sum



106 TRANSPORT AND STRUCTURAL PROPERTIES

Figure 4.5. Schematic representation of two particles chosen to be interchanged in the lattice.
a) The stateA before the switch process and b) the stateB after the switch process.

is done over the nearest neighbors. The interaction matrix¯̄J defines all possible
particle-particle interactions

¯̄J =
(
ε11 ε12

ε21 ε22

)
(4.4)

with ε12 = ε21. The interactions are restricted to nearest neighbors, and we will
use a square lattice for now on. In order to avoid phase separation the restriction
ε11 + ε22 < 2ε12 is imposed. For normal fluids crossed interactions follows
the ruleε11 < ε12 < ε22 but, for our purposes the choice of appropriate values
of the constantc1 in eq. (4.2) ensures thatε11 < ε12 andε22 < ε12. With this
particular strong-crossed interaction it is possible to mimic the role played by
the hydrogen bonds in aqueous mixtures of alcohols, ketones and sulfoxides.

To introduce a non-equilibrium situation, the simplest choice is to set a given
temperature at each site, according to a linear law of the form

T (i) =
Thot − Tcold

lx
· x(i) + Tcold (4.5)

whereThot andTcold are the hot and cold temperatures at the boundaries inx
direction.T (i) is the temperature at sitei, located at the space point(x(i), y(i)).
Once the temperature on each point in the lattice is defined and the energetic
interaction between particles is established, the movements of particles are done
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by simple switch between neighboring particles. For instance, in Figure 4.5.a
we observe a schematic representation of the system in a hypothetical stateA,
before the switching process, and in Figure 4.5.b, the system is in the stateB,
after the interchange. The detailed balance condition states that, in equilibrium,

Peq(A) ·W (A→ B) = Peq(B) ·W (B → A) (4.6)

wherePeq(A) andPeq(B) are the equilibrium probabilities of the system to be
on the overall stateA or B represented by a realization of all the vectorsσi.
W (A → B) is the transition probability of the forward process in the system
passing from stateA to stateB, in a given4twhileW (B → A) is the opposite
backward transition probability. The equilibrium probability of the stateA at
temperature T is given by

Peq(A) ∝ e−H(A)/kT (4.7)

whereH(A) is given by eq. (4.3). According to this, in equilibrium the
transition probabilities have to satisfy the relation

W (A→ B)
W (B → A)

=
Peq(B)
Peq(A)

=
e−H(B)/kT

e−H(A)/kT
(4.8)

= e−(H(B)−H(A))/kT

according to eq. (4.6). Notice that the exponent express the difference in energy
by a switch between statedA andB. Therefore,

H(B)−H(A) = (Ei(B)− Ei(A)) + (Ej(B)− Ej(A)) (4.9)

where,i andj are the particles that are switched in the process,Ei(A) being

Ei(A) =
∑

k∈(nn)

σi(A) · ¯̄J · σk(A) (4.10)

The transitions probabilities in the non-equilibrium situation is chosen to be
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Figure 4.6. Schematic representation of the lattice simulation of a equimolar mixture of5000
particles computed with Non-equilibrium MC.

W (A→ B) = min
[
e−((Ei(B)−Ei(A))/kTi+(Ej(B)−Ej(A))/kTj), 1

]
(4.11)

The Metropolis rule (Frenkel and Smith, 1996) can be employed to accept
or reject any attempt of switching particles in the lattice. Firstly, a particle in
the lattice is selected randomly, and then one of its four neighbors is randomly
selected for the switch. To accept the movement, a random numberζ is gen-
erated uniformly on the interval(0, 1). The random number is compared with
W (A → B), and if ζ < W (A → B) then the switch is accepted, otherwise
the attempt of interchange is refused. A schematic representation of the lattice
can be seen in Figure 4.6

For all simulations with the lattice model, we have used5000 particles of the
two types (1 and2) with a temperature gradient of100 K with 300 K of average
temperature. We have performed1×104 MC steps to have linear concentration
profiles and5 × 107 steps to compute the appropriate averages. Finally, after
an equilibration period, a concentration profile is observed in the lattice in the
x direction. In all cases eq.(1.49) has been employed to compute the Soret
coefficient, with the molar fraction here defined asx1 = N1/Ntot.

In Figure 4.7 we show the variation of the thermal diffusion factor with the
molar fraction of particles of type2. In this figure we have tuned crossed
interactions through varying the constantc1 of eq. (4.2) which modifies the
cross interactions, with different values0.707, 1.0, 1.414 and1.8. The normal
Lorentz-Berthelot rule is obtained withc1 = 1.0. It is clear from Figure 4.7
that changing the cross interaction the thermal diffusion factor suffer a strong
variation. Particularly, the change in the sign is possible ifc1 > 1.414 (for the
particular case ofε11 = −2000 J/mol andε22 = −1000 J/mol, but the argument
is valid for any other set of parameters). This means that whenever the cross
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Figure 4.7. Thermal diffusion factorα for the mixture of particles in function of the molar
fraction of one component varying the cross interactions. The pure component interactions
are ε11 = −2000 and ε22 = −1000, the mixture interactions are computed throughε12 =
c1(ε11 · ε22)1/2.

interactions are larger than pure interactions, for instanceε11 andε22, then a
change in the sign in the thermal diffusion will be observed. The change in
the sign of the slope ofα versusx2 is negative whenε12 < (ε11 + ε22)/2 and
positive in the opposite case.

This behavior can be understood in the following way. If crossed interactions
are stronger than pure interactions, the minor component, for example1, will
tend to concentrate in the cold region due to the fact that this will lower the total
energy of the system. Due to the dilute character on the solution on component
1, only cross interactionε12 will compete with the pure interaction of the other
constituentε22. On the other hand, if the concentration of1 increases at the
point to be the majority, then the constituent2 will also tend to concentrate
in the cold region for the same energetic considerations. In this case, the
thermal diffusion factor changes its sign when the concentration of the mixture
is changed between these two limiting cases. It is important to remark the fact
that there is no mass effect at all in these computations. We want to insist on
the point that the sign inversion of the Soret coefficient is not possible if there
are only mass or volume differences between the components in the mixture.
Differences in mass and volume between the molecules in the mixture have been
exhaustively discussed in previous works (Reith and Muller-Plathe, 2000), and
hence no further discussion about this point will be done here.

The role played by the strong cross interaction in the lattice model is defi-
nitely similar to the role played by the hydrogen bonds in aqueous solutions of
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Figure 4.8. Excess enthalpy of mixing for the systems water+methanol and water+ethanol at
298 K and 1 atm. Experiments come from reference (Ness, 1989, Raddzio and Tomaszkiewicz,
1986)

associating fluids. This is an expected result since hydrogen bonds introduce
non-ideality in the mixtures. For example, in figure 4.8 the excess enthalpy of
mixing for the water+methanol and water+ethanol is given at 298 K and 1 atm.
It is clear from the figure that the strong non-ideality of the mixture is reflected
in the high negative excess enthalpy of mixing. Notice, in addition, that the con-
centrations where the minimum inHex is observed for both systems is similar
to the concentrations where the thermal diffusion factor changes its sign. It is
worth mentioning that the slope of the excess enthalpy of mixingdHex/dxw is
related with the difference of the partial molar enthalpiesh̄w− h̄et,met. It seems
rather likely that the sign of̄hex

w − h̄ex
et,met is trongly related to the sign of the

soret coefficient. Several theories attempt to predict the value ofα employing
this kind of thermodynamic quantities (see for instance references (Kempers,
2001, Haase et al., 1971, Dougherty and Drickamer, 1955, Shukla and Firooz-
abadi, 1998)).

Additionally, in Figure 4.9 we have computed the thermal diffusion factor for
the lattice model of the mixtures of particles with cross interaction greater than
self-interactions. The ratio betweenε22/ε11 has been tuned in this case. It is
observed that the concentration where the inversion takes place is proportional
to the ratio of self-interactions of pure components. For instance, ifε22 > ε11,
then the change in the sign will occur at the higher concentrations of component
2.

A direct connection with the behavior observed on the true systems, presented
in Figures 4.1, 4.2, 4.3 and 4.4, can be done. Associating fluids, consequently,



Soret effect in associating fluids 111

0 0.2 0.4 0.6 0.8 1
X

2

-0.01

0

0.01

0.02

α 
(T

.S
T
)

ε22 / ε11 = 0.50
ε22 / ε11 = 0.75
ε22 / ε11 = 1.25

Figure 4.9. Thermal diffusion factorα for the mixture of particles in function of the molar frac-
tion of one component varying the relation of the strength interaction between pure components.
Hereε11 = −2000 andε12 = −3000.

presents stronger cross association than self-association. This point was indi-
rectly observed in the fact that cross HB between water and any of the solutes
studied here (Figure 3.9.b) are longer lived than water-water HB (showed in
Figure 3.9.a, Chapter 3). Consequently, we can clearly state that the strength
of the interactions is the main responsible of the change in the sign of the Soret
coefficient for the mixtures presented in this work. Additionally, we can also
state that the concentrations at which the change in the sign was observed, for
the four mixtures analyzed here to the light of the lattice model, implies that
water-water interaction is stronger than the solute-solute interaction, something
that is, in fact, the case.

4. Conclusions

We have computed in this chapter the thermal diffusion coefficients for
aqueous mixtures of methanol, ethanol, DMSO, and acetone through non-
equilibrium molecular dynamics simulations. For the case of the alcohol mix-
tures, we have observed a good agreement between our simulation results and
the available experimental data, even quantitatively. For the other two systems
we were unable to find experimental data to confirm our predictions of the Soret
coefficient. However, we believe that the simulations performed in this work
are good estimations of this property for these mixtures at the thermodynamic
conditions studied here. It would be of great interest to have a set of experi-
mental data for these two systems to corroborate our results. After a careful
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analysis of the results presented in the previous section of this chapter, some
important conclusion arises from the discussion.

Simulations of the thermal diffusion factor for the mixture of water+methanol
at 298 K and 1 atm has been compared with the experimental data of Tichacek
et. al (Tichacek et al., 1955) in Figure 4.1 obtaining a good agreement. Our
simulations were able to reproduce qualitatively this property, but, the most
remarkable aspect is that the concentration where the change in the sign is
experimentally observed (between80% and 95% of molar concentration of
water) was also reproduced by our simulations. Additionally, the fact thatα
remains almost constant at lower molar fractions of water is also observed in
our simulations.

In a similar way, simulation results for the mixtures of water+ethanol at
298 K and 1 atm were also compared with the experimental data (Bou-Ali,
1999, Kolodner et al., 1988, Zhang et al., 1996) in Figure 4.2 obtaining an
excellent agreement. This agreement is remarkable taking into account the
difficulties involved in the computations of this kind of crossed effects. For this
system similar concentration range for the change in sign was observed in our
simulations (and in agreement with the experiments) between80% and90% of
molar fraction of water.

For the case of water+DMSO computed at 298 K and 1 atm and showed
in Figure 4.3 we can observe a similar qualitative behavior than in the wa-
ter+alcohols systems. A change in the sign ofα is observed between70% and
80% of water, slightly less concentrated in water than in the other two previous
cases. Additionally, the fact that the thermal diffusion factor is almost constant
at lower water concentration is also present in this system. Finally, for the case
of the mixture of water+acetone at 298 K and 1 atm, the change in the sign of
the Soret coefficient is observed at the same range than the previous mixtures,
between80% and90%. On the other hand there are some differences in this
particular case, the value ofα in the water diluted zone is higher than all of the
previous cases, being almost three times greater.

In general, we can summarize some remarkable aspects of the behavior of the
four mixtures presented in this chapter. First of all, the change in the sign of the
thermal diffusion factor always occurs at water rich concentrations (xW → 1).
Second, the value ofα approaches to a constant negative value at high solute
concentrations. Third, the thermal diffusion factors for the four systems ana-
lyzed are independent on the associating character of each solute. Hence, the
differences betweenacceptor(acetone and DMSO) ordonor-acceptor(alco-
hols) character of the solutes play no role in this transport property, contrary to
what is observed in the viscosity coefficient presented in the previous chapter.
Additionally, it seems that the differences in the molar masses between all of
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the solutes play a secondary role in the final value of the Soret coefficient (note,
for instance that the mass of DMSO is78 g/mol, more than twice the mass of
the methanol molecule32 g/mol), contrary to what it is observed for normal
non-associating liquid mixtures.

In order to have a more insight in the comprehension of the Soret effect a
non-equilibrium Monte Carlo method has been applied to a lattice model of a
mixture of two species1 and2, that differ only in their interaction energies.
From the analysis of the simulations of this model some important conclusions
can be drawn about the important parameters that govern the process of thermal
diffusion.

For this lattice model we have obtained a change in the sign of the thermal
diffusion factor if crossed interaction are larger than pure interactions. This
fact confirms the hypothesis that the role played by the hydrogen bonds in
associating fluids, is the main responsible for the change in the sign ofα in this
kind of systems. In this case, the species in minor concentrations will tend to
concentrate in the cold region in order to lower the total energy of the system. We
have observed that tuning the cross interaction parameters in the model we were
able to mimic the hydrogen bond effect present in associating fluids, changing
the sign of the coefficient. Moreover, we have corroborated this hypothesis
in a mixture of Lennard-Jones particles (T = 120 K and ρ = 1.3079 g/m3)
with the same masses, sizes and different interaction energies (ε11 = 1.0 and
ε22 = 1.39), together with an enhanced crossed interaction (employing eq. 4.2
with c1 = 2.0). In this case, we have obtained values ofα(x2 = 0.1) = −1.97,
α(x2 = 0.5) = −0.187 andα(x2 = 0.9) = 1.679, where a clear change
in the sign of the Soret effect is observed, and, in addition, the values of the
thermal diffusion factor are in the same order of magnitude compared with the
values observed in alcohol-water mixtures. In previous analysis of the thermal
diffusion effect in Lennard-Jones mixtures this fact has remained unnoticed
and it was not emphasized the important rule played by an enhanced crossed
interaction in the change of the sign of this transport property (Reith and Muller-
Plathe, 2000).

Additionally, we have observed that changing the ratio of the strength of the
interactions of both species in the system it is possible to modify the concen-
tration where the change in the sign is observed. This fact is a consequence
of the competition between pure and crossed interaction energies. Making the
analogy with real systems, water-water interaction is indeed stronger than any
of the solute-solute interactions of the components studied.

Considering the numbers of attempts to provide a reliable and general theory
in the literature for the Soret Coefficient, we have provided a set of compar-
isons of simulation results that are capable to reproduce the experimental data
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available for the systems studied. Additionally, with the implementation of a
simple lattice model, and simple Lennar-Jones mixture simulations, we were
also able to identify the most important variables that govern the behavior of
the Soret coefficient in associating fluids, particularly focused in the change of
sign of this effect. In any case, there is still lacking a simple theory that would
be able to predict the Soret coefficient for different systems at the same time,
non-associating and associating, for instance.



Chapter 5

DYNAMICAL AND STRUCTURAL PROPERTIES
OF BENZENE IN SUPERCRITICAL WATER

1. Introduction

The supercritical states of a mixtures can be defined as a state at which the
temperature and the pressure are above of the critical values, say,Tc (critical
temperature) andPc (critical pressure) of the mixture. For instance, water at
such supercritical conditions of pressure and temperature is a powerful solvat-
ing agent for separation purposes and a medium for chemical reaction, due to
the fact that the density of water can be tuned from gas-like to liquid-like by just
adjusting the pressure (Shaw et al., 1991, Katrizky et al., 1996, Savage et al.,
1995). Supercritical Water (SCW) can solvate non-polar substances and pre-
cipitates common ions, contrary to what is observed under ambient conditions.
This change in the solvation capability of water is explained by a relaxation of
the three-dimensional structure of the hydrogen bond network (Yao and Okada,
1998) followed by a reduction of the dielectric constant of water. This fact
favors the solvation of nonpolar solutes like hydrocarbons and aromatic com-
pounds. Additionally, the viscosity of water at these supercritical conditions
and at densities between the criticalρc and2ρc is of the order of one tenth of the
liquid viscosity at ambient conditions (Haar et al., 1984, Dudziak and Franck,
1966, Todheide, 1972). Consequently, the diffusion coefficient is inversely
higher, being this fact important for diffusion-controlled chemical reactions. In
view of these advantages, industrial process at such high pressure and high tem-
perature conditions are of particular interest. For example, supercritical water
oxidation (SCWO) and supercritical extraction, among others. For instance,
(SCWO) becomes one of the most important application because provides a re-
liable way to destroy biochemical and pharmacological hazardous wastes from
industrial process (Modell et al., 1982, Thomason et al., 1990, Thomason and
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Modell, 1984, Tester et al., 1991, Killilea et al., 1992). For example, degrada-
tion of steam currents with aromatic compounds can be easily achieved through
(SCWO). Although SCW chemistry promises to be a common industrial ap-
plication, there are fundamental and technological challenges to be overcome.
Problems like the highly corrosive environment (Mitton et al., 1991), able to
destroy the reactor chamber, or the oxidation of all species, avoiding the pro-
duction of intermediate desirable compounds, are some of the disadvantages of
this technique.

The development of industrial applications, like those previously mentioned,
therefore requires the knowledge of different thermodynamic, as well as trans-
port properties of these mixtures, often not available. It is known that obtaining
experimental data at these extreme conditions is difficult due to the severe con-
ditions of oxidation and corrosion presented in SCW. Additionally, most of the
equipment required is expensive. In view of these problems, molecular simula-
tion techniques represents a reliable alternative to provide data for many of these
properties; in particular, molecular dynamics simulations can be employed to
obtain information about different transport properties as well as the different
solute-solvent interactions at a microscopic and macroscopic level. Aiming at
providing insights on the behavior of aromatic compounds in SCW, we have
decided to explore mixtures of water and benzene at several molar fractions
and at different temperatures and pressures, in the supercritical region of the
mixture. For instance, we have computed the self and mutual diffusion coef-
ficient, the shear viscosity, the dielectric constant and the relaxation dynamics
of the hydrogen bonds of the water molecules. Recent works (Furataka and
Ikawa, 1998b) experimentally studied this mixture at supercritical conditions.
Particularly, Infrared Spectra experiments (Furataka and Ikawa, 1998a) suggest
the presence of water-benzene complexes at2676 cm−1 and3649 cm−1 ab-
sorption bands, where water is able to form hydrogens bonds with the electron
cloud of the benzenic ring. NMR spectra experiments (Furataka and Ikawa,
2000) found that the rotational lifetimes of the hydrogen bonds of water are
of the order of2 × 10−13 s. These values are in perfect agreement with our
simulation results, where hydrogen bonds lifetimes of about1.9− 2.0× 10−13

s has been found. We have employed, a new Anisotropic United Atom (AUA)
model for benzene that reproduces the total quadrupolar moment of the benzene
molecule through the inclusion of point charges (Nieto-Draghi et al., 2003a).
We have seen that the inclusion of these point charges in the model of benzene
is required if benzene is intended to be mixed with water at supercritical con-
ditions. In fact, a previous version of this model without taking into account
these types of interactions fails to reproduce the phase diagram of the mixture
(Contreras, 2002). Additionally, the inclusion of these charges in the benzene
molecule allows the possibility of forming weak hydrogen bonds with water.
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In this chapter we will present our simulation results of the analysis of these
mixtures, employing a charged model of benzene.

2. Fundamentals

In other to explore the behavior of water+benzene mixtures at supercriti-
cal states we have computed different properties such as self-diffusion, mutual
diffusion, shear viscosity, order orientation, hydrogen bond dynamics, and di-
electric properties. Some of these properties have been discussed in previous
chapters; thus, we pay attention here to the description of the dielectric behavior
of a mixture of dipolar and quadrupolar liquids. Additionally, an extension of
the orientational parameterq, described by equation (1.14), is done in order to
study its radial variation in mixtures of water with other solutes.

2.1 Dielectric response of a mixture of dipolar and
quadrupolar interactions

Consider the electrostatic potentialΦ created by a distribution of charges,
represented by an expansion in multi-poles. For instance,

Φ(r) =
1

4πε0

∫

V
dr′

1
|r− r′|

[
ρ(r′)−∇′ ·P(r′) +∇∇′ : ¯̄Q(r′) + · · ·

]

(5.1)

whereε0 is the vacuum dielectric permittivity constant,ρ(r′) is the density
distribution of net charges in the system,P(r′) is the electric dipolar moment,
while ρ represents the free charge,P and ¯̄Q describe the charge distribution at
a molecular level. Thus, the term between brackets stands for the total charge
responsible for the electric field. According to this, Poisson equation allows us
to write

∇ ·E =
1
ε0

[
ρ−∇ ·P +∇∇ : ¯̄Q + · · ·

]
(5.2)

thus,

ε0∇ ·E +∇ ·P−∇∇ : ¯̄Q + · · · = ρ (5.3)
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where the right hand side only contains the free charge. This equation allow us
to define the electric displacement vectorD which, in components reads

Di = ε0Ei + Pi −
∑

j

∂Qij

∂xj
+ · · · , (5.4)

so that∇ ·D = ρ. In this last equation,i stands for the three Cartesian coor-
dinates. In a isotropic homogeneous material, in the absence of an externally
applied electric field,P and ¯̄Q and all the other multipoles vanish by symmetry
requirements. Thus, when applying an external fieldE, we can write

P = ε0χeE (5.5)

hereχe is the electric susceptibility of the fluid andP ‖ E since, due to the
isotropy of the system,E is the only vector. The quadrupolar tensor¯̄Q and
the electric field are also related. Effectively, sinceE is the only vector in the
system, we can construct a second-rank irreducible tensor fromE. In fact, the
only way to express̄̄Q in function o the electric field is therefore through

Qij = χq

(
ÊiÊj − δij

3

)
· |E| (5.6)

whereÊ isE/|E| andδij is the Kronecker symbol. The constantχq is similar to
χe for the quadrupolar interactions in the fluid and express the susceptibility of
the system to produce macroscopic quadrupolar moments upon the application
of an external electric field. In view of eq. (5.6) and eq. (5.4) we can see that
quadrupoles do not contribute to the dielectric response of the system ifE is
homogeneous(k → 0), since their contribution toD is in the form

∂Qij

∂xi
∝ ∂

∂xi

(
ÊiÊj − δij

3

)
· |E| (5.7)

vanishing in a uniform field. It is important to mention that at finite wavelengths
we can have a contribution from eq. (5.6), and the effects of the quadrupoles
should be taken into account. Finally, the response of the system at cero fre-
quency only comes from eq. (5.5), where the electric susceptibility of the fluid
can be expressed as
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χe = 1− ε(0)
ε0

(5.8)

hereε(0) is the dielectric constant or the permittivity of the continuous medium.
We can conclude that the quadrupolar moment of a molecule in a fluid does
not directly contribute to the dielectric constant at cero wavelength. However,
the addition of quadrupolar molecules to a dipolar fluid like water can affect its
dipolar dielectric response through the local coupling between the dipole and
the quadrupole, due to the strong inhomogeneity in the local electric field (see
ref. (Nymand et al., 2001), for instance). In the case of our study we have
two types of molecules, water with permanent dipole momentµ and benzene
with a quadrupole moment tensorQij . The models employed to simulate
both species do not include any polarizability. Consequently, the value of the
dielectric constantε(0) is only affected by the presence of the permanent dipole
moment of the water molecules in the mixture.

Once we have established that nonpolarizable molecules with permanent
quadrupolar moment do not direct contribute to the dielectric constant of the
mixture, the static dielectric constant depends only on the magnitude of the
dipole moment of the particles, the number of dipoles in the system, and on the
coupling between dipoles and quadrupoles. Additionally, the relation between
the dielectric constant and the fluctuations of the total dipole moment of the
system in simulations depends on the way that long-range electrostatic forces
are treated. Consequently, for a simulated system composed of polar molecules
(water) with periodic boundary conditions and long range electrostatic inter-
actions treated by a Reaction Field methodology with conducting boundary
conditions (εRF → ∞), the dielectric constantε(0) is given by (Neuman,
1986b)

lim
εRF→∞

(ε(0)− 1)(εRF + 1)
3(2εRF + ε(0))

=
ε(0)− 1

3
= yGk (5.9)

hereGk is the finite system g-factor

Gk =
〈
M2

〉

Nµ2
(5.10)

which measures the equilibrium fluctuation of the total dipole moment of the
system,M =

∑N
i=1 µi. This coefficient depends strongly on the boundary

conditions and the shape of the simulation box. The factory in eq. (5.9) takes
into account the effect of the temperature and density
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y =
4πρµ2

9kBT
(5.11)

Here,ρ andT are the number density and temperature of the system,kB is the
Boltzmann’s constant andµ =

∑Nesp

i=1 xiµi is the average permanent dipolar
moment of the mixture,xi is the molar fraction of theith specie andNesp is total
number of species in the mixture.Gk is measured during the simulation and it
is related with the experimentally accessible Kirkwood g-factorgk according
to

gky =
(ε(0)− 1)(2ε(0) + 1)

9ε(0)
(5.12)

The Kirkwood g-factor accounts for the corrections of reorientation of polar
molecules at equilibrium. In fact, it is possible to have information about the
reorientation of the dipole vectors in the system monitoring a radial decom-
position ofGk, consequently we propose in this work a simple function that
account for this information, according to

gµiµj (r) =

〈
1

Nµ2

N∑

i=1




N∑

j=1,j 6=i

µi · µj

n(r)




〉
(5.13)

whereN is the total number of molecules in the system,r = |rj − ri| and
n(r) is the number of molecules located at a distancer. There are several
manners to study dipole-dipole orientational distribution functions, for example
employing Fourier-Hankel transforms of the dipolar symmetry projections of
pair correlation functions (see reference (Skaf and Ladanyi, 1995)). However,
the simple approximation done in eq. (5.13) is enough for our purposes.

Additionally, it is possible to monitor the reorientational relaxation times of
the permanent dipole moment vector of water moleculesµ (see Figure 5.1.a) and
a hypothetical vector normal to the plane of the benzene molecule (see Figure
5.1.b). Hence, we compute reorientational correlation functions of these two
vectors according to

Cµ(t) =
〈
P2[êwi · êwj ]

〉
(5.14)

CQ(t) =
〈
P2[êBi · êBj ]

〉
(5.15)
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Figure 5.1. Representation of the dipole moment vectorµ of the water molecule (a), a vector
normal to the plane of the benzene moleculesQ (b) and a schematic representation of a possible
HB between water and the center of the electron cloud of the benzene molecule (c).

whereP2 is the second Legendre polynomial,êwi and êBi are the unit vectors
defined in Figures 5.1.a and 5.1.b. Assuming an exponential decay ofCµ(t)
andCQ(t), it is possible to obtain the dipole moment reorientational relaxation
timesτµ and its equivalent for the benzene moleculeτQ. These functions will
be used in the result section to explore the reorientation of the molecules in the
system.

2.2 Tetrahedral structure of water around benzene
molecules

In chapter1 we have introduced the orientational order parameterq according
to eq. (1.14) to study the local tetrahedral structure of water molecules in pure
water (chapter2) and in mixtures (chapter3). Here, we are interested in the
influence of the degree of distortion that benzene molecules (which is a non-
polarizable molecule with a planar geometry) generate in the local structure of
water. In chapter3 we have discussed the average values ofq for different water
models at different temperatures, and particularly at supercritical conditions
(673 K and densities varying form0.1 to 0.995 g/cm3). Here we implement
the same parameterq, but from a different point of view: we want to map the
variation ofq in the surroundings of a benzene molecule. With this purpose a
tetrahedral order radial functionq(r) is introduced
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Table 5.1. Potential parameters of the models employed. For more details about the models see
the cited reference.

Site σ [Å] ε [KJ/mol] Charge(e) δLJ [Å] δcharge [Å]
water (SPC/E) (Berendsen et al., 1987):
O 3.165648 0.650167 -0.8476 0 0
H 0.0 0.0 0.4238 0 0
benzene (AUA) (Nieto-Draghi et al., 2003a):
CH 3.2499 0.7424402 0.0637 0.45506 1.08
center 0.0 0.0 -0.3822 0 0
distanceC − C = 1.4Å

q(r) ≡
〈

1
NB

NB∑

i=1




Nw∑

j=1

qj
n(r)




〉
(5.16)

whereNB andNw are the total number of benzene and water molecules,qj
is the value of the tetrahedral order parameter of the water moleculej at a
distancer = |rj − ri| from a benzene moleculei, andn(r) is the number of
water molecules contained in a spherical shell atr. The brackets account for
a time average during the simulation. In this wayq(r) is cero close to any
benzene molecule and tends to the average value ofq of the mixture atr →∞.

Finally, we have also computed the average number of hydrogen bonds
< NHB > for water-water, and for water-benzene if the geometrical crite-
ria defined in chapter1 is fulfilled, between the center of the electron cloud of
the benzene molecule and the hydrogen atom of a water molecule as illustrated
in Figure 5.1.c. Additionally, we compute the hydrogen bond life times of these
two types of interactions through eq. 3.1 defined in chapter3.

Another way to collect information about the local structure is through the
computation of the coordination number of the arrangement of water molecules
around each benzene molecule,

ncord = 4πρ
∫ rmin

cmw,cmB

0
gcmw,cmB (r) r2dr (5.17)

hereρ is the number density of the mixture,gcmw,cmB is the center of mass to
center of mass radial distribution function between water and benzene molecules,
andrmin

cmw,cmB
is the first minimumn of this fucntion. This coordination number

ncord give us information about the degree of solvatation of benzene molecules
in the system.
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Table 5.2. Simulated thermodynamic states for the benzene+water mixture.

State XB T(K) P[bar] ρ [g/cm3]
1 →0 573 329 0.84805
2 0.1 573 320 0.78574
3 0.21 573 324.6 0.725
4 →0 673 123.62 0.300
5 0.16 673 177.68 0.300
6 0.21 673 206.38 0.300
7 →0 673 238.1 0.660
8 0.1 673 559.2 0.660
9 0.21 673 824.62 0.660
10 →0 673 5493.05 0.995
11 0.1 673 6861.13 0.995
12 0.21 673 7929.4 0.995
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Figure 5.2. Phase diagram for water-benzene mixtures. The thick solid lines: one -phase critical
curve and liquid-liquid-gas three phase curve; c.p is the critical points and the diamond symbols
are the different thermodynamic states presented in table 5.2. Experimental data taken from the
literature (Alwani and G. M. Schneider, 1967, Tsonopoulos and Wilson, 1983).

3. Computational details

We have computed different structural and transport properties of mixtures
of benzene in water at three different molar fractionsxB → 0, xB = 0.1 and
xB = 0.21 through Molecular Dynamics simulations. We have employed the
SPC/E (Berendsen et al., 1987) model to simulate water molecules and, origi-
nally, we have employed a AUA (Anisotropic United Atom) model for benzene
(Contreras, 2002). However, this model of benzene was unable to reproduce
the phase diagram of the mixture with water at supercritical conditions (we
always observe a phase separation independently of the pressure). A second
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Figure 5.3. Snapshot of the mixture Water+Benzene atxB = 0.21, at 573 K and 329 bar for two
AUA models of benzene. Without point charged (left) and with the inclusion of point charges
(right).

version of this AUA model, where the inclusion of point charges was added to
the intermolecular potential in order to mimic the quadrupolar moment of this
molecule (Nieto-Draghi et al., 2003a), allows us to reproduce the one phase
supercritical region of the mixture. The second AUA model for benzene was
obtained by considering seven electrostatic point charges respecting molecular
symmetry (one at the molecular center and six on the C-H axis). The amplitude
and location of these charges were determined by fitting the ab initio elec-
trostatic potential on a grid of reference points around the benzene molecule.
Then the Lennard-Jones parameters were recalibrated to match the liquid-vapor
coexistence curve of benzene, using the same procedure as in reference (Con-
treras, 2002). A snap shot representation of the simulation of water+benzene
at xB = 0.21, at 573 K and 329 bar is observed in Figure 5.3. The figure
on the left side shows the old AUA model for benzene without point charges,
where the formation of two phases is clear. The figure on the right side shows
the new AUA model modified including point charges to mimic the quadrupole
moment of benzene, in this case there is only one phase as it is observed in
experiments (Furataka and Ikawa, 2000). Moreover, the coordination number
of water molecules around benzene molecules is almost cero in the case of the
old model, whereasncord = 12.66 for the case of the new model (this point will
be discussed later i the next section, particularly in Figure 5.10). Finally, the
potential parameters of the SPC/E and AUA model for benzene are summarized
in table 5.1.

We have studied two different supercritical regions of the phase diagram of
the mixture, the first one at573 K and324 bar and the second at673 K and
at three different densities0.300, 0.660 and0.995 g/cm3, all conditions are
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Figure 5.4. Density variation of the self-diffusion coefficient of water in the mixture wa-
ter+benzene at the supercritical isotherm (T=673 K). Additionally, the self-diffusion of water
at 573 K and 329 bar is included at three concentrations. The experimental data (Lamb et al.,
1981) of self-diffusion of pure water (continuous line) is presented for comparison.

summarized in table (5.2) and shown in the phase diagram of the mixture in
Figure 5.21.

In this case we have computed the density of the mixture for states1 to 3
through NPT simulations with long-range correction for pressure and energy
(see eq. (1.81) and (1.82)). These densities have been used for NVT simulations
to compute different transport and structural properties of the mixtures.

All simulations were carried out with 256 molecules and the size of the
simulation box on each case has been adjusted to fit the desired density of
the mixture (see table 5.2) employing a cubic box. The equations of motion
were integrated with a time step of2 fs. All simulations have been performed
with periodic boundary conditions and thereaction fieldmethodology(Neuman,
1986b) with the choiceεRF = ∞, to account for the long-range electrostatic
interactions. The reaction field and Lennard-Jones cut-off length was 9.26Å,
and a nearest neighbor list technique(Allen and Tildesley, 1989), with a cut-off
radius of 10.1̊A, has been also employed. An equilibration run of300 ps has
been done prior to each5 ns production runs, to eliminate any memory of the
initial conditions.

1In the present experimental results the water concentration in this region is almost independent of pressure,
meaning that the density of the mixture changes little along the vertical line in the phase diagram at least in
the region between100− 300 bar (Furataka and Ikawa, 2000).
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4. Results and discussion

In this section we present the results obtained in our simulations of mixtures
of water+benzene at supercritical conditions. In some cases we were able to
compare with the available experimental data, however, the lack of experimental
data for other properties does not permit the comparison of some of the results
obtained. In some cases industrial correlations, based on experimental data, are
available and hence we have employed them for comparison and discussion.
This section is organized as follows, first the dynamical behavior of the systems
is presented; for instance, the variation of the self and mutual diffusion of the
mixture, at different thermodynamic conditions, are presented followed by the
corresponding shear viscosity on each state. Later, the local structure of the
mixture is explored through the analysis of the variation ofq andq(r) together
with the average number of hydrogen bonds< NHB > and their life times.
The different dielectric properties of the mixture are finally discussed at the end
of this section.

In Figure 5.4 the variation of the self-diffusion of water molecules in the mix-
ture of water+benzene is presented for states1 to 12 and at different densities.
Our simulation results show a strong density dependence of the self-diffusion
coefficient of water with a small influence of the molar fraction of benzene in
the mixture, at least for states4 to 12 of table 5.2. Moreover, if we compare
this results with the experimental data (Lamb et al., 1981) on self-diffusion of
pure water at the673 K supercritical isotherm (see Figure 2.4), we observe al-
most the same general behavior at least at the lower densities. At low densities,
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water+benzene at the supercritical isotherm (T=673 K). Additionally, the mutual-diffusion of
the mixture at 573 K and 329 bar is included at three concentrations.

(ρ = 0.3 g/cm3) our data shows that increasing the molar fraction of benzene
slightly increases the water self-diffusion coefficient. This fact is inverted at
higher densities (ρ = 0.995 g/cm3). Surprisingly, this property remains almost
constant for systems1 to 3 (573 K and∼ 324 bar) where the mobility of water
molecules are not affected by the concentration of benzene. Furthermore, the
Dw decreases when the density increases.

In Figure 5.5 we present the self-diffusion of benzene molecules in the mix-
ture for all of the thermodynamic conditions presented in this chapter. The
behavior ofDB with the density is similar to that observed forDw, but in this
case benzene molecules present almost a60% lower values of self-diffusion
than water. Additionally, it seems thatDB is even less dependent of the con-
centration of benzene than water. This fact is not surprising since we are dealing
with relatively small concentrations of benzene. However, one aspect that is
worth to be mentioned is that at the state2 (573 K,∼ 324 bar andxB = 0.1)
the self-diffusion of benzene presents a small minimum. This minimum is
something unexpected and we have not a clear physical explanation for this
behavior.

On Figure 5.6 the density variation of the Maxwell-Stefan (MS) mutual dif-
fusion coefficient is presented for the mixture. Contrary to the previous cases,
here strong concentration dependence is observed, apart of the relation with
the density. Additionally, the mutual diffusion coefficient increase when the
concentration of benzene is incremented, but this behavior is only observed at
low and medium densities. On the other hand, atρ = 0.995 g/cm3 Dw−B is



128 TRANSPORT AND STRUCTURAL PROPERTIES

0.4 0.6 0.8 1
ρ (g/cm

3
)

0

0.2

0.4

η 
(c

p)

x
B

→  0
x

B
 = 0.1

x
B
 = 0.21

573K, 324bar
Exp. x

B
=0

x
B
 = 0.21

x
B
 = 0.1

x
B

→ 0
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almost independent ofxB. Similar behavior is observed for this coefficient for
states1 to 3, where an increment on the MS mutual diffusion is observed when
the concentration of benzene increases. In addition to this effect, we should
also consider the effect of the different densities between these states. The MS
mutual diffusion coefficient is a cross effect due to the fact that involve the rel-
ative diffusion of particles of one type respect of the particles of the other type.
However, the behavior of̄D does not substantially differ from that exhibited by
the self-diffusion coefficients for both, water and benzene. Thus, MS diffusion
coefficient is, under the thermodynamic conditions considered, a good approx-
imation of the diffusion coefficient. Effectively, the thermodynamic factorQ
in eq. (1.31) is approximately1 for low density and high temperature if the
mixture behaves nearly ideally.

In Figure 5.7 the density variation of the shear viscosity is observed for
the mixture water+benzene. This property follows the inverse behavior of
the diffusion coefficient, as it is expected. In general, the values obtained
for η are much smaller (between25 times less at low densities and1.6 times
less at high densities) than the values of viscosity for pure water at ambient
conditions. We find, for instance,0.91 cp for the SPC/E water model at 300 K
(experimental viscosity of water is0.89cp at ambient temperature and pressure).
Our results ofη present the general trend experimentally observed for pure
water at supercritical conditions (Haar et al., 1984, Dudziak and Franck, 1966,
Todheide, 1972), particularly, here we compare our simulations results with
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the experimental data of Lamb (Lamb et al., 1981) for pure water, where a
perfect agreement is observed. The possibility of changing the density and,
consequently, the viscosity of the mixture, by just adjusting the pressure in
the system, makes SCW an appropriate chemical reaction medium. Notice,
for instance, that the viscosity atρ = 0.995 g/cm3 is almost17 times larger
that the viscosity atρ = 0.300 g/cm3 at the lower molar fractions of benzene.
On the other hand,η remains almost constant when the pressure of the system
is kept constant as between states1 and3 (independently of the amount of
benzene in the system). In addition, Figure 5.7 shows thatη is not too affected
by the concentration of benzene at lower and medium densities. However, the
shear viscosity is strongly affected by the presence of the solute at densities
greater than0.660 g/cm3. For instance, the viscosity atρ = 0.995 g/cm3 and
xB = 0.21 is three times larger than the viscosity atxB → 0.

Since we were unable to find experimental data for the shear viscosity of
the mixture at the thermodynamic conditions of our study, we have used an
empirical correlation (Woerlee, 2001) for the productD̄ij · η, applicable for
supercritical fluids, wherēDij is the Maxwell-Stefan mutual diffusion in a
binary mixture andη the viscosity. The correlation is based on the kinetic
gas theory and an activation energy theory using a Boltzmann factor. This
activation energy theory is similar to the Eyring theory of absolute reactions
rates (Glasstone et al., 1941). For the state4 (673 K andρ = 0.300 g/cm3)
we have a value of̄DWB · η = 2.27 × 10−12 Pa.m2, which is almost the
same number obtained with the correlation (D̄WB · η = 2.2 × 10−12 Pa.m2

employing eq. (13) in reference (Woerlee, 2001)). This agreement does not
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imply that we have got correct values ofD̄WB andη separately, but ensures
that there is a concordance between the properties obtained in our simulations,
or in other words, that the activation energies involved for diffusion and viscous
process are equal at least for small and medium densities.

Since the approximate error for the viscosity in our simulation ranges from
10% to 18%, we cannot be conclusive about the existence of a maximum in the
viscosity observed atxB = 0.1 in state2. Experimental data of viscosity at
these conditions may shed some light about the observed behavior.

We have presented the dynamic properties of different mixtures by means
of the self and mutual diffusion coefficients and shear viscosity. Now we pay
attention to the local structure of the water molecules in the mixture, and how the
variation of the molar fraction of benzene influences such structure. In figure
5.8 the density variation of the local tetrahedral order parameterq of water
molecules in the mixture is presented at different concentrations of benzene.
For the case of the673 K isotherm we observe thatq increases whenρ increases.
At the same density,q decreases with an increasing molar fraction of benzene.
Both facts are expected: on one hand, the tetrahedral order parameter increases
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with density due to the fact that the interaction with the neighbors is an ordering
effect. This is the case for water up to densities of the order of1 g/cm3. Due
to the directional interactions, a high density is achieved in water through a
sacrifice of tetrahedral order. However, in the conditions showed here, the
increase of the density only plays an ordering effect (as it was observed in
Figure 2.10). On the other hand the insertion of a non-associating solute in the
mixture tends to decrease the values ofq perturbing the local structure of water.
Similarly, we observe that the presence of more benzene reduces the value of
this parameter at states1 to3. However, this tendency is more pronounced here
than in the previous cases, due to the differences in the density between these
three states, and also because the differences in temperature (states1, 2 and3
have100 K lower temperature than the rest of the points).

In figure 5.9 we observe the radial variation of the tetrahedral order parameter
q for the mixture of water+benzene at three compositions. From top to bottom,
a) 573 K and 329 bar, b) 673 K andρ = 0.3 g/cm3 , c) 673 K andρ = 0.66
g/cm3 and d) 673 K andρ = 0.995 g/cm3. Each figure represents the variation
of the tetrahedral order parameterq of water molecules with respect to the
separation of this molecules to any benzene. In other words, it measures the
evolution of the degree of distortion generated by a benzene molecule in the
structure of water. In contrast, Figure (5.8) only shows the average value ofq.
Consequently,q(r) is cero at short distances (the average radius of the benzene
molecule) and goes to the average value ofq whenr is large.
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We observe a first broad peak close to the benzene molecule, this peak is
generated by the presence of the benzene, crating a solvation shell of water
molecules that presents and enhanced structure in comparison to other water
molecules that are at further distances from the solute. Another important
aspect of this figure is the fact that the average size of the distortion generated
by benzene molecules are about6 to 7 Å, for medium and high densities, and
greater than7 Åfor the lower density. The height of the peak is in general a
strong function of the density and molar fraction of benzene. The lower thexB

the higher the peak. The width of the peak is also proportional to the density,
and hence we observe that the degree of distortion is greater when the density is
lower (Figure 5.9.b). This radial decomposition of the parameterq represents an
interesting tool that can provide more information about the effect that different
types of solutes have in the local structure of water.

As was mentioned before, one of the most important characteristics of the
new AUA model of benzene employed, is the ability of forming hydrogen
bonds with water molecules. This association allows water to solvate the ben-
zene molecules. In order to explore this solvation we have computed the co-
ordination number of water molecules in the first solvation shell around each
benzene molecules in Figure 5.10 at the different conditions of this study. From
this figure it is clear that the amount of water molecules around each benzene
molecules increases with the density of the mixture and decreases with the
amount of benzene in the system.

Additionally, in Figure 5.11 we observe the center of mass to center of
mass radial distribution functions between benzene and water molecules at the
different thermodynamics conditions studied. From this figure it is clear the
presence of a first peak, at approximately2.5 Å, where water molecules are
hydrogen bonded with the center of the bencenic ring. The radial position of
this first peak is quite similar to the distance where the first peak of thegOO

is observed for pure water at approximately2.75 Å(see Figure 2.5 and Figure
2.6 in Chapter 2). The second, and more pronounced, peak is located at larger
radial distance at about4.85 Åshowing the hydration of water molecules in
the first solvation shell. At the higher density on Figure 5.11.d it is possible
to observe a third small peak as expected in a high-density liquid-order. In
general, the height of each peak increases with the density and, is quite affected
by the presence of the amount of benzene molecules. For instance, the first
peak presents an small increment with the benzene concentration, due to the
fact that presence of this molecule disturb the local structure of water, favoring
the cross association between the two species. This fact will be commented
later in the analysis of the hydrogen bond life times (see, for instance, Figure
5.13).
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Figure 5.11. Center of mass to center of mass radial distribution function between benzene and
water molecules atxB → 0 (continuous line),xB = 0.1 (dashed line) andxB = 0.21 (dotted
line). From top to bottom, a) 573 K and 329 bar, b) 673 K andρ = 0.3 g/cm3 , c) 673 K and
ρ = 0.66 g/cm3 and d) 673 K andρ = 0.995 g/cm3.

Consequently with the presence of the small first peaks in Figure 5.11, in
Figure 5.12 we observe the density variation of the average number of hydrogen
bonds< NHB > for the mixture. The number of HB increases with the
density for states4 to 12, and in general< NHB > decreases with the addition
of benzene molecules. This behavior is expected, since the inclusion of a
solute (with a different associating character in comparison with water) in the
system reduces the capability of water to form HB with itself (closed symbols
in the figure). The most remarkable feature of this figure is the presence of
cross HB between water and benzene molecules (open symbols in the figure).
The presence of this type of interaction, between the hydrogen atoms of water
molecules and the electron clouds of the benzenic ring has been suggested by
infrared spectra experiments (Furataka and Ikawa, 1998a) at2676 cm−1 and
3649 cm−1 absorption bands. At lower densities crossed HB are rare, but at
ρ = 0.995 g/cm3 almost each benzene molecule has between0.8 and1 HB.
Though the geometrical criteria employed to discriminate when two molecules
have a HB presents its limitations (see, for instance the discussion done about
this point chapter 2), the values presented here are a qualitative picture of the
real behavior of this property in the mixture as suggested by the experiments
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mixture water+benzene at the supercritical isotherm (T=673 K). Additionally,< NHB > at 573
K and 329 bar is included at three concentrations. Full symbols are w-w HB and empty symbols
are benzene-water HB.

(Furataka and Ikawa, 1998b). States1 to3 reinforce the fact that this property is
strongly affected by the presence of the solute where the< NHB > decreases
rapidly with the molar fraction of benzene for water-water and water-benzene
HB.

Another characteristic of the hydrogen bond behavior is the lifetime pre-
sented for water-water interactions as well as for water-benzene. In Figure
5.13 the density variation of life times of continuous HBτ c

HB for the mixture
water+benzene at supercritical conditions is observed. Full symbols represent
water-water HB while open symbols account for water-benzene HB. This prop-
erty shows a complex behavior with respect to the density and composition, but
we can find some general trends. For instance, cross HB are longer lived than
water-water HB, and the addition of benzene molecules also increase the values
of τ c

HB for both, crossed and pure water interactions. This fact is not surprising
since the benzene molecules have slow rotational dynamics and, therefore wa-
ter molecules attached to them also reduce its dynamics. Additionally, as was
commented in the analysis of the center-to-center radial distribution function,
between water and benzene presented in Figure 5.11, the increment in the val-
ues of the first peak of this function with the addition of benzene is in perfect
agreement with the increment of the lifetime of crossed HB. However, there
is a remarkable aspect in the behavior of crossed HB atxB → 0 and673 K
(empty circle), where a complete different behavior is observed for this prop-
erty, in comparison with the other two molar fractions of benzene. Effectively,
a clear maximum is observed atρ = 0.660 g/m3, being the value ofτ c

HB at
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Figure 5.13. Density variation of life times of continuous HB for the mixture water+benzene
at the supercritical isotherm (T=673 K). Additionally,τ c

HB at 573 K and 329 bar is included at
three concentrations. Full symbols are w-w HB and empty symbols are water-benzene HB.

this point grater than the corresponding value atxB = 0.1, and, on the other
hand, the value ofτ c

HB is surprisingly low at the highest density forxB → 0.
Additionally, NMR spectra experiments (Furataka and Ikawa, 2000) found that
the rotational lifetimes of the hydrogen bonds (that can be taken as an approx-
imation of the values of the hydrogen bond life times) of water is of the order
of 0.2 ps, which is in perfect agreement with our simulations results, where
water-water hydrogen bonds life-times are between0.18− 0.27 ps.

Figure 5.14 is similar to Figure 5.13 but for intermittent HB. As a rule,
intermittent HB presents a long decay time in comparison to the continuous
hydrogen bonds, as it was previously discussed in chapter 3 for mixtures of
different associating molecules with water. The value ofτ i

HB increases with
density and with the molar fraction of benzene in a similar manner than the
continuous HB. However, in this case the difference between crossed hydrogen
bonds and those for water-water are much smaller, being in some cases identical.
Additionally, the lifetime of HB for water molecules suffer a strong variation
from state1 to state2 with the addition of10% of benzene.

In Figure 5.15 the Normalized reorientational correlation function of the
dipole moment vector of water molecules is presented at different states a)
573 K and 329 bar, b) 673 K andρ = 0.3 g/cm3 , c) 673 K andρ = 0.66
g/cm3 and d) 673 K andρ = 0.995 g/cm3. Since it is difficult to interpret
the reorientational correlation functions by it selves (the decay time associated
is more illustrative), we can remark some interesting aspects. ForCµ(t) a
strong initial non-exponential decay is observed. A complex dependence of
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this function with the molar fraction of benzene is appreciated. On the other
hand, the functionCQ(t) (defined in eq. (5.15)) of the hypothetical quadrupolar
vector of benzene molecules (not shown) is almost insensitive to the amount
of benzene in the mixture, and presents an exponential decay with almost the
same qualitative behavior for all the states studied.

The density variation of reorientational time of the dipole vectorτµ (full
symbols) of water molecules and the reorientational time of quadrupolar vector
τQ (empty symbols) of benzene molecules for the mixture water+benzene at
the supercritical conditions are shown in Figure 5.16. In general, bothτµ and
τQ increase with the density, being the second one much larger than the first
one. This difference is logical due to the fact that benzene molecules reorients
more slowly than water molecules because their larger size. This argument
also explains the fact that more concentrated solutions present larger values of
reorientational times. However, an opposite behavior is observed for states1,
2 and3, in which the effect of composition is less important than the effect of
the density. For this case,τµ andτQ are larger for the infinite diluted solutions
than for the other compositions. Dipolar orientational correlation functions can
be experimentally obtained from optical measurements such as Ramman scat-
tering, fluoresce depolarization and Kerr relaxation experiments (Rothschild,
1984, Berne and Pecora, 1976, Fleming, 1986), however experiments at su-
percritical condition are scarce (Lamb et al., 1981, Lamb and Jonas, 1981).
Unfortunately we were unable to find data for our particular system at these
supercritical conditions.
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Figure 5.15. Normalized time-correlation function of the dipole moment vector of water
molecules forxB → 0 (line), xB = 0.1 (dashed line) andxB = 0.21 (dashed dotted line)
at a) 573 K and 329 bar, b) 673 K andρ = 0.3 g/cm3 , c) 673 K andρ = 0.66 g/cm3 and d) 673
K andρ = 0.995 g/cm3.

The capability of SCW of solvating nonpolar systems is due to the fact that
water molecules suffer a strong relaxation of its dielectric constant. Many
works have been devoted to the study of the solvation dynamics and dielectric
properties of common ions in SCW through Molecular Dynamics Simulations
(Balbuena et al., 1996, Chialvo et al., 1995, Chialvo et al., 2002, Cummings
and Chialvo, 1996, Chialvo et al., 1996), but only a few studies have been
devoted to the dielectric properties of non-ionic solutes in SCW (Re and Laria,
1997). This lack of information, particularly on systems with hydrocarbons or
aromatic compounds, does not permit a direct comparison with our simulation
results, however we speculate that the estimations presented here may capture
the qualitative behavior of the dielectric of the mixture.

In Figure 5.17 the density variation of the dielectric constantε(0) of the mix-
ture water+benzene at the supercritical conditions is presented. We observe
an increment of the dielectric constant with the density. The presence of the
benzene molecules reduces considerably the dielectric constant of the mixture
as expected since this constituent does not contribute to the value ofε(0). It is
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Figure 5.16. Density variation of decay time of the dipole vectorτµ (full symbols) of water
molecules and the decay time of quadrupolar vectorτQ (empty symbols) of benzene molecules for
the mixture water+benzene at the supercritical isotherm (T=673 K). Additionally, both quantities
are included at 573 K and 329 bar at three concentrations.

important to remark that even with a polarizable model of benzene (in this case
we would have a contribution to the dipolar moment of the mixture) its con-
tribution toε(0) would be several times smaller than the contribution provided
by the dipole moment of water. For this reason we believe that the predictions
done here are not affect by this point. Our results are compared with the values
provided by Skafet al. (Skaf and Laria, 2000) and the experimental data of Ue-
matsu (Uematsu and Franck, 1980) for pure water at the supercritical region at
slightly lower temperature of650 K. Both, simulations and experimental data,
are in agreement with the values obtained for the lower concentration of benzene
xB → 0. In general,ε(0) presents almost a linear dependence with the density.
For states1 to 3 we observe the same qualitative behavior but, in this case, the
dielectric constant is more affected by the presence of benzene. We want to re-
mark that other works have been devoted to the study of the dielectric response
of aqueous mixtures of methanol through molecular dynamic simulations (Skaf
and Ladanyi, 1995, Ladanyi and Skaf, 1996) and experiments (Petong et al.,
2000), as well as for mixtures of DMSO+water (Skaf, 1999) but, to the best of
our knowledge, there is no a systematic study of the dielectric response neither
for mixtures at supercritical conditions nor for the system water+benzene.

In addition, it is known that non-polarizable models of water underestimate
the dielectric constant of water at liquid like densities, precisely because at these
conditions the polarizability plays an important role in the dielectric response
of the system. For instance we have obtained a value ofε(0) = 65.6 F/m for the
dielectric constant of pure water at298 K and1 bar employingεRF →∞, which
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Figure 5.17. Density variation of the dielectric constantε(0) (in F/m) of the mixture wa-
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is in agreement with other values reported for the SPC/E model in the literature
(Glattli et al., 2002, Skaf, 1999). There is some dispersion in the reported values
of ε(0) due to the fact that the different possible alternatives of treat the long-
range electrostatic interactions affect the final values ofε(0), yielding values
between7− 8%. In any case, all values reported are considerably smaller than
the value experimentally observed,ε(0) = 78.5 F/m.

Unfortunately, the limitations of the non-polarizable character of the model
employed to simulated benzene molecules does not permit the computation of
the dielectric constant of this compound (the experimental value for benzene
is ε(0) = 2.3 F/m). However, it seems that at supercritical conditions and at
medium densities the values obtained with non-polarizable models for water
reproduce well the dielectric constant of water (Skaf and Laria, 2000).

In order to have more information about the reorientation of the dipole vectors
in the system, we compute a radial decomposition ofGk. In Figure 5.18 the
radial variation of the product of the dipole vector of water moleculesµi ·µj in
the mixture is presented. In this figure,gµiµj (r) (defined in eq. (5.13)) shows
several peaks which are related to the relative orientation of the water molecules
at different radial shells. Positive peaks represents the parallel orientations
generated by the influence of the hydrogen bond interactions between water
molecules, on the other hand, small negative values indicate a deviation of
this behavior with slight anti-parallel orientations. The first pronounced peak
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Figure 5.18. Radial variation of the product of the dipole vector of water moleculesµi · µj in
the mixture at forxB → 0 (line), xB = 0.1 (dashed line) andxB = 0.21 (dashed dotted line)
for (from top to bottom) a) 573 K and 329 bar, b) 673 K andρ = 0.3 g/cm3 , c) 673 K and
ρ = 0.66 g/cm3 and d) 673 K andρ = 0.995 g/cm3.

observed in all plots represents the presence of water molecules in the first
nearest neighbor shell whose dipoles moment strongly correlated with that of the
test particle. The successive small peaks tell us that the correlated of orientations
at large distances are progressively lost to finally reachgµiµj (r) → 0 when
r → ∞. The relative orientation between molecules is in close relation with
the density. Consequently, the first peak of this function also increases when the
density is increased as seen from Figure 5.18.b to Figure 5.18.c. Additionally,
in the last figure we also include the value ofgµiµj (r) of pure water at298 K
and1 bar for comparison.

The temperature of the system also influences the value of the peaks (see
the differences between Figure 5.18.a at573 K and the others at673 K) due
to the fact that more rotational kinetic energy destroys the relative orientation
of the dipoles and hence the dielectric constant of the fluid decreases. Surpris-
ingly, gµiµj (r) seems to be unaffected by the increment of the molar fraction
of benzene, probably because this molecule does not interact in any particular
orientation with water molecules, remember that even with the possible HB
between water and benzene molecules this bond is not oriented in any partic-
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ular direction. Other works (Skaf, 1999, Skaf and Ladanyi, 1995) devoted to
the analysis of the dielectric response of aqueous solutions of associating fluids
such as methanol and DMSO, employ Fourier-Hankel transformation of the
dipolar symmetry projections of pair correlations functions to analyze the ori-
entation of dipoles but, since only water molecules present dipolar interactions
we consider that the information given bygµiµj (r) is a good description of the
reorientational distributions of dipoles in the mixture.

5. Conclusions

We have presented in this chapter a MD simulation study of transport and
dielectric properties of aqueous solutions of benzene at supercritical conditions.
We have explored two regions of the phase diagram of the mixture (see table
5.2), a) the supercritical673 K isotherm at three different densities and b) the
region of constant temperature573 K and constant pressure around324 bar.
The lack of experimental data on the studied properties forces a comparison
of our MD data with correlation and properties of pure components, to have a
framework of reference. One of the first aspects to be mentioned is the capa-
bility of the new AUA (Nieto-Draghi et al., 2003a)(Anisotropic United Atom)
model of benzene to reproduce the condition of one phase at the thermody-
namic conditions of our study. The inclusion of point charges in the force
field parameters of the benzene, reproducing the quadrupolar moment of the
molecule, is an essential requirement to have an adequate interaction with water
molecules. We have also demonstrated that this kind of non-polarizable model
with permanent quadrupolar moments do not contribute directly to the value
of the dielectric constant. Though some assumptions and simplifications can
be done to compute the dielectric constant of the benzene molecule with non-
polarizable models (Nymand et al., 2001), formally a degree of polarizability
should be included in any model of benzene in order to compute the dielectric
constant in a consistent way.

The self-diffusion of water (Figure 5.4) and benzene (Figure 5.5) present a
strong density dependence, and we observe that the values ofDi are smaller
when the density is increased. The increment of the molar fraction of benzene
tends to decrease the value of this constant for both species, being the effect more
pronounced at higher densities. Maxwell-Stefan mutual diffusion (Figure 5.6)
presents the same density dependence, but in this case the effect of the amount
of benzene is more pronounced at low densities. The behavior of the shear
viscosity (Figure 5.7) is in close relation with that observed for the diffusion
coefficient. In generalη increases with density at supercritical conditions and
the increment ofxB also produces a rapid growth in the value of this property.
We employed an empirical correlation (Woerlee, 2001) for the productD̄ij · η
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applicable for supercritical fluids and a good agreement was found between our
simulations and the values predicted by the correlation.

We have analyzed the local structure of the mixture through the computation
of the orientational tetrahedral parameterq and we found that this property in-
creases with the density and decreases with the addition of benzene molecules
at all points of the supercritical673 K isotherm. This behavior is more pro-
nounced at states1 to3 at573 K and∼ 324 bar. In addition of this parameter we
have also analyzed the radial variation of the local tetrahedral order parameterq
of the mixture, centered in the solute molecule. We have observed a first broad
peak, which is a direct consequence of the presence of the solute that creates
a solvation shell of water molecules with enhanced structure in comparison
to other water molecules that are at distances further from benzene molecules.
This behavior was observed in all the states analyzed in this chapter. In addition
to this structural property, the average number of hydrogen bonds per molecule
is also strongly influenced by the density, in a similar way as theq parameter.
We also studied the presence of crossed HB between the hydrogen atom of
water molecules and the electron ring of the benzene molecule. A considerable
number of this kind of conformations fulfilled the geometrical requirements em-
ployed in this work to account for hydrogen bond interactions. These crossed
HB are in qualitative agreement with the experimental observation of the for-
mations of water-benzene aggregates ((Furataka and Ikawa, 1998b)). We have
observed a considerable number of hydrogen bonds between water and benzene
molecules at higher densities, with life times that are larger than the water-water
hydrogen bonds present in the fluid. Additionally, we found good agreement
between our simulations for water-water hydrogen bond lifetimes and NMR
spectra experiments (Furataka and Ikawa, 2000) for reorientational hydrogen
bond lifetimes. We continue the analysis done in this part of the work with the
computation of the reorientational dynamics for the dipolar moment of water
molecules and a vector defined on the benzene. A similar qualitative behavior
between the two species was observed.

We closed the analysis done in this chapter with the computation of the
dielectric response of the mixture determining the dielectric constant. We found
that ε(0) decreases whit the addition of benzene molecules. In addition the
dielectric constant is directly affected by the density of the system, being this
effect more pronounced at low molar fractions of benzene. The limitations of
the model of benzene, without polarizability, will not affect the validity of the
results obtained for this property since the contribution of this molecule should
by of second order of importance in comparison to the high compared whit the
high dipole moment of water. Therefore, our results will be valid in mixtures
non-diluted in water. The introduction of a radial decomposition of the dipolar
moment product reflects the high orientational character of water molecules in
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the first solvation shell, even at high temperatures and pressures. The presence
of benzene does not affect in a significant way the orientation of the dipoles in
the system, since benzene molecule does not have any preferential orientation.





Chapter 6

CONCLUSIONS AND PERSPECTIVES

We have employed Molecular Dynamics Simulations to study the intrinsic
relationship existing between the structure and the dynamics of pure water, and
the influence that mixtures with other organic solvents (such as alcohols, ke-
tones, sulfoxides and benzene) may have in these structures. Since the relevant
conclusion of the results have been discussed in detail on each chapter, here we
only want to make emphasis on the most important considerations arisen in the
discussion of the present manuscript.

We have computed transport and structural properties of water employing
four rigid non-polarizable models of water (TIP4P, TIP5P, SPC/E and DEC).
The self-diffusion coefficient observed is in good agreement with experimental
data at0.995 g/cm3 up to∼ 447 K, above this temperature a great deviation
was observed. The dynamical behavior of pure water at this high density is
strongly affected by the tetrahedral structure caused by the presence of the
three dimensional network of hydrogen bonded molecules. In this way, a direct
relationship between the self-diffusion coefficient and an order parameter, that
accounts for this tetrahedral structure, was found up to∼ 447 K, at the density
studied. We have shown that this fact is model independent, something that
emphasizes the general relationship. The order transition suffered in the local
structure of water at temperatures above∼ 345 K, from high to very high
densities (0.9 to 1.3 g/cm3), suggests the possibility of some kind of crossover
between two regimes. The comparison done between different models of water,
together with the different tools to analyze the structure of water, are our main
contribution for the development of more accurate and reliable models of water.

The mixtures of water with organic associating fluids (methanol, ethanol,
acetone and dimethyl sulfoxide) shows that local structure of water is affected

145
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in a different manner according to the associating character of the solute, for
instance, acceptor or donor-acceptor of hydrogen bonds. The increment and
the maximum of the shear viscosity observed at particular concentrations of
this kind of solutions is mainly caused by the loss of the tetrahedral order (sym-
metry) in the water molecules, created by the presence of the solute molecules
(through crossed hydrogen bonds). This loss of the symmetry suffered by the
water molecules promotes the formation of chain-like structures with long-lived
hydrogen bonds with respect to those observed in pure water. The computation
of the thermal conductivity of these kind of mixtures, and the improvements
done in the NEMD algorithm proposed (see appendix E), are other two impor-
tant contribution of this part of the work.

The study of the thermal diffusion of aqueous solutions of associating solutes
shows that this effect can be obtained by non-equilibrium molecular dynamics
simulations and can reproduce, even quantitatively, the experimental data, at
least for the case of the two alcohols employed. We believe that the change in
the sign of the thermal diffusion factor will appear in all cases where the energy
of the crossed interaction between different species are more negative than the
interaction energies between pure components. Even though, this argument
should be supported by a consistent theory able to predict the change in the sign
of this coefficient, something that, for the moment has not been done.

Supercritical water, employing the SPC/E model, is able to solvate benzene
molecules if a consistent model of this compound is used. Such a model should
include point charges in order to reproduce the quadrupolar moment of benzene.
We show that the use of a non-polarizable model of benzene does not contribute
directly to the computation of the dielectric constant of the mixture at zero wave
vectork. In this way, we obtain an important reduction of the dielectric constant
of the mixture with the increment of the amount of benzene molecules, at least
at medium and high densities. Our study qualitatively captures the experimental
observation that some degree of association through hydrogen bonds is observed
between the hydrogen atom of water molecules and the electron clouds of the
benzenic ring. We also observe that these bonds are longer lived than the
corresponding hydrogen bonds between water molecules. The Maxwell-Stefan
mutual diffusion coefficient, and the shear viscosity of the mixture are also
strongly affected by the presence of the benzene molecules at supercritical
conditions.

We have made an effort in the present work for the development of new
theoretical and methodological tools, from a molecular modeling point of view
(Nieto-Draghi and Avalos, 2003), to improve the comprehension of the proper-
ties studied. We believe that these tools can be useful for a better understanding
of the observed behavior of the different liquid systems.
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After the main conclusion presented above we can mention some aspects
that could be natural continuation of this work:

Optimization of a water model to improve its predictive capabilities. In order
to do this, for example the set of radial distribution functions projected with
spherical harmonics for the different atom-atom interactions given in chapter
2, can be compared with similar data obtained from Neutron Diffraction
Scattering experiments recently available. With this set of functions it is
possible to apply some kind of Reverse Monte Carlo technique, in order to
better reproduce the experimental microscopic structure.

From the analysis of the crossover observed in water above∼ 345 K, from
high to very high densities (0.9 to 1.3 g/cm3), it would be interesting to
make a cluster analysis to quantify the size and topology of the hydrogen
bonded cluster water molecules.

For the case of the observed enhancement of the shear viscosity and the re-
lationship observed with the formation of hydrogen bonded chains, it would
be of great interest to determine the size and topology of these chains, aiming
at a better picture of the microscopic process involved and its relationship
with the nature of the solute.

The formulation of a consistent theory, able to predict the sign and the value
of the Soret coefficient is required. The behavior observed in the simple
lattice model proposed in this work may help on the achievement of this
goal.

The observed behavior of benzene molecules at supercritical water seems to
capture the experimental observation of the formation of aggregates between
water and benzene. The analysis done here can be extended to more complex
molecules with particular industrial interest.





Appendix A
Spherical Harmonics expansion of the RDF

Pair distribution function can be expanded in term of spherical harmonics, as it was previously
mentioned in chapter1. In this work, several spherical harmonics have been chosen to explore
the surrounded space of a central molecule, thus eq. 1.10 is partially expanded according to,
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wherer, θ andφ are defined in Figure 1.2, and

cos(θ) = r̂ · k̂ (A.2)
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cos(φ) = −ĵ · r̂ × k̂∣∣r̂ × k̂
∣∣ (A.3)

cos(2φ) = 2 cos2(φ)− 1 (A.4)

cos(4φ) = 8
(
cos4(φ)− cos2(φ)

)
+ 1 (A.5)

beingr̂ a unitary vector in the direction of the two sites of interest andĵ andk̂ are unitary vectors
in the directions ofy axis andz axis respectively.



Appendix B
Quaternion formalism for rotational dynamics

It is possible to transform an arbitrary vectore from a space-fixed (s) frame to a body-fixed
(b) frame through a rotational matrix A, thus

eb = ¯̄A · es (B.1)

¯̄A =
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are the quaternions with the constrainq20 + q21 + q22 + q23 = 1, beingθ, φ andψ Euler angels.

Now, it is possible to find an expression to advance in time the quaternions,

Q̇ = B ·Wb (B.7)

whereWb =
(
0, wb

x, w
b
y, w

b
z

)
is an extended angular velocity vector. This vector can be

determined by,

w = I−1 · J (B.8)

hereI−1is the inverse of the principal momentum inertia tensor (diagonal), andJ is the angu-
lar momentum vector. Consequently, the torque then determines the evolution of the angular
momentum, according to

J̇ = T (B.9)

Finally, the rotational motion can be formulated through a leap-frog type algorithm. Thus
the angular momentum and the quaternions are then propagated according to,

J(t+ ∆t/2) = J(t−∆t/2) + ∆t · T(t) (B.10)

Q(t+ ∆t) = Q(t) + ∆t · Q̇(t+ ∆t/2) (B.11)

However, in this case the complication arises thatQ̇ = Q̇(J, Q̇). Then this problem can be
overcome through the use of an auxiliary equation that calculate the angular momentum at time
t by taking half step in eq. (B.10) and eq. (B.11).

J(t) = J(t−∆t/2) + ∆t/2 · T(t) (B.12)

SinceQ(t) is known, it is possible to apply eq. (B.1), eq. (B.7) and eq. (B.8) to convertJ(t)
to Q̇(t), which is then used to estimateQ(t+ ∆t/2):

Q(t+ ∆t/2) = Q(t) + ∆t/2 · Q̇(t) (B.13)

WhenQ(t + ∆t/2) has been estimated, one apply eq. (B.1), eq. (B.7) and eq. (B.8) to
convert fromJ(t + ∆t/2) to the corresponding value oḟQ(t + ∆t/2). Then, eq. (B.11) can
be evaluated.



Appendix C
Error function and complementary error function

The error function is defined according to,

erf(x) =
2√
π

∫ x

0

e−u2
du (C.1)

with the following properties,

erf(−x) = −erf(x) (C.2)

erf(0) = 0 (C.3)

erf(∞) = 1 (C.4)

The complementary error function is defined according to,

erfc(x) = 1− erf(x) =
2√
π

∫ ∞

x

e−u2
du (C.5)

erf(0) = 1 (C.6)

erf(∞) = 0 (C.7)
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Appendix D
Adaptation of the DEC model parameters for the use
of reaction field methodology

Rewriting equations 1.87 through 1.92 with the reaction field methodology we have,

uqq =
1

2

∑
i,j

qiqj

4πε0rij
·
[
1 +

εRF − 1

2εRF + 1

r3ab

r3c

]
(D.1)

uqdqd =
1

2

∑
i,j

qd
i q

d
j

4πε0rij
· erf

(
rij

2ξ

)
·
[
1 +

εRF − 1

2εRF + 1

r3ab

r3c

]
(D.2)

uqqd =
∑
i,j

qiq
d
j

4πε0rij
· erf

(
rij√
2ξ

)
·
[
1 +

εRF − 1

2εRF + 1

r3ab

r3c

]
(D.3)

uqdq =
∑
i,j

qd
i qi

4πε0rij
· erf

(
rij√
2ξ

)
·
[
1 +

εRF − 1

2εRF + 1

r3ab

r3c

]
(D.4)

urep = Arep
erfc (z)

z

(
z =

roo

2ξr

)
(D.5)

udisp = −C6

r6oo
(D.6)

And the corresponding forces on each side are given by
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Fqq =
qiqj

4πε0

[
1

r3ij
− εRF − 1

2εRF + 1

2

r3c

]
· rij (D.7)

Fqdqd = − q
d
i q

d
j

4πε0

[
1

rij

1√
πξ
e
−

r2
ij

4ξ2

(
1

rij
+

εRF − 1

2εRF + 1

r2ij
r3c

)
+

1

rij
erf

(
rij

2ξ

)(
−1

r2ij
+

εRF − 1

2εRF + 1

2rij

r3c

)]
·rij

(D.8)

Fqqd = − qiq
d
j

4πε0

[
1

rij

2√
2πξ

e
−

r2
ij

2ξ2

(
1

rij
+

εRF − 1

2εRF + 1

r2ij
r3c

)
+

1

rij
erf

(
rij√
2ξ

)(
−1

r2ij
+

εRF − 1

2εRF + 1

2rij

r3c

)]
·rij

(D.9)

Fqdq = − qd
i qj

4πε0

[
1

rij

2√
2πξ

e
−

r2
ij

2ξ2

(
1

rij
+

εRF − 1

2εRF + 1

r2ij
r3c

)
+

1

rij
erf

(
rij√
2ξ

)(
−1

r2ij
+

εRF − 1

2εRF + 1

2rij

r3c

)]
·rij

(D.10)

Frep = −Arep

rij


−1

rij

2√
π
e

(
−

r2
ij

4ξ2
r

)
− 1

r2ij
2ξrerfc

(
rij

2ξr

)
 · rij rij = rij

oo (D.11)

Fdis = −6
C6

r8ij
· rij rij = rij

oo (D.12)

whererij = (xij x̂, yij ŷ, zij ẑ), and the parameters are the same that in Table 1.1 and Table 1.2.



Appendix E
NEMD algorithm to generate heat flux

Due to the increase of the computational power, the calculation of physical properties of
fluids with industrial interest from molecular simulations has attracted considerable attention.
However, calculations of transport properties of mixtures by means of molecular simulations
are still rather scarce when compared with the effort devoted to calculations of equilibrium ther-
modynamic properties, such as phase equilibria diagrams, for instance. Molecular dynamics
simulations have been widely used to determine transport properties due to the fact that the
method essentially reproduces the microscopic dynamics of the particles through the integration
of the equations of motion provided suitable intermolecular potentials. Transport properties can
be obtained from systems in thermal equilibrium by the use appropriateGreen-Kuboformulae,
which involve the integration of correlation functions of the proper microscopiccurrent, depend-
ing on the property studied (Hansen and McDonald, 1991). There also exist non-equilibrium
methods, in which the so-called thermodynamic forces (or, equivalently, the currents) are exter-
nally imposed on the system, and its response is thus calculated (Evans and Morris, 1990). In
this research note we will focus our attention to an improvement of the non-equilibrium PEX
algorithm of Müller-Plate(Muller-Plathe, 1997, Reith and Muller-Plathe, 2000), aiming at its
application to the calculation of thermal conductivity of mixtures.

There are several difficulties in the use of the Green-Kubo formalism for the calculation of the
thermal conductivity of mixtures. The most important one is the presence of a contribution in the
form of differences ofpartial molar enthalpiesof the species in the microscopic expression of
the heat flux density (de Groot and Mazur, 1984, Hoheisel, 1999, Vogelsang et al., 1987, Dysthe
et al., 1999b). Partial molar properties are difficult to obtain in simulations with a fixed number
of particles. Hence, in general, it is not known an efficient way to obtain these magnitudes in the
course of the same simulations that lead to the determination of the thermal conductivity, without
its separate evaluation. Only in the case of ideal mixtures, nevertheless, the contribution arisen
from the partial molar enthalpies can be disregarded in a Green-Kubo formalism (Dysthe et al.,
1999b). In the case of very non-ideal solutions, this simplification is no longer valid. Therefore,
there is an evident interest in developing non-equilibrium schemes suitable for the determination
of the thermal conductivity in non-ideal mixtures.

Among others, the non-equilibrium algorithm presented by Müller-Plathe in ref. (Muller-
Plathe, 1997) is especially appropriate. Effectively, in the process of externally maintaining a
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heat flux, the total momentum and total energy of the system are kept constants. In addition,
the algorithm is simple and efficient. Another advantage of the PeX-like algorithms is that they
can also be employed in the calculation of cross effects like the Soret coefficient (Reith and
Muller-Plathe, 2000). The original work was addressed to the analysis of pure systems, which
was later extended to mixtures and molecular fluids (Reith and Muller-Plathe, 2000, Bedrov
and Smith, 2000). The application of PeX to mixtures however has some limitations, which we
will comment on later. In this short note we present a simple scheme to impose a heat flux in
multicomponent systems, which is a generalization of the constant temperature PeX (momentum
exchange) algorithm developed by Müller-Platheet. al. (Muller-Plathe, 1997) and overcomes
the limitations of the original method.

In the PeX scheme, the simulation box has periodic boundary conditions in the three directions
of the space. In thez-direction, one considers two slabs of a given thickness, large enough to
contain many particles in average, but much smaller than the length of the box in this direction. To
maintain a heat flux, with a given frequencyν the fastest particle in so-calledcoldslab is selected
to exchange its velocity with the slowest particle in thehotslab. Due to the selection procedure
the induced energy exchange between the chosen particles effectively leads to an energy flow
pumpedback from the cold to the hot slab, which maintains a given temperature gradient, related
to the selected frequency of exchange. For molecular systems, the exchanged velocities are those
of the respective centers of mass of the molecules participating in the exchange. Hence, the new
and old velocities after and before the exchange are related according to

vnew
c = vold

h andvnew
h = vold

c (E.1)

where the subscriptsc andh denote a particle in the cold or hot slab, respectively. Notice that
the algorithm given in this equation eq. (E.1) the exchange is restricted to particles of the same
mass, since it is the only way in which the total momentum as well as total energy of the system
are invariant under this process. This simple algorithm has been generalized to mixtures (Reith
and Muller-Plathe, 2000) by proposing the same exchange given by eq. (E.1) for every species
present in the system at every time. Therefore, if one species is very diluted in a given slab, it
can occur that the process cannot be continued without paying the price of heating the species
not in an equivalent way.

Aiming at a generalization to multicomponent systems independently of the compositions,
we propose the following algorithm. First, we select the molecule whose kinetic energy is the
largest (instead of the faster molecule) in the cold region, together with that of the lower kinetic
energy (instead of the slowest) in the hot region, independently of the molecular species present
in each slab. The idea behind the new scheme is to consider an energy and momentum exchange
between cold and hot slabs as if a hypotheticalelastic collisionbetween these two selected
molecules would take place. Obviously such exchange keeps constant the total energy as well
as the total momentum of the overall system. Therefore, after such a virtual collision, the new
velocity of the molecule for the cold region can be expressed as (Goldstein, 1996)

vnew
c = −vold

c + 2
mcv

old
c +mhv

old
h

mc +mh
(E.2)

while, for the hot region,
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vnew
h = −vold

h + 2
mcv

old
c +mhv

old
h

mc +mh
(E.3)

wheremc andmh are the respective masses of the particles selected in the cold and hot slabs.
Furthermore, notice that eqs. (E.2) and (E.3) reduce to the old algorithm as expressed in eq.
(E.1) if the masses of the particles entering in the exchange are the same. Finally, for molecular
systems, the velocities entering in our algorithm are the center of mass velocities of both species,
exchanging their energy and momentum. Therefore, the system can also describe polymeric
systems, for instance, if required.

The energy exchange induced by the virtual collision is added to the value of the accumulated
energy exchanged by the two slabs. As a consequence, the heat flow induced in steady state by
this method of exchange can be obtained indistinctly from the variation of energy in one of the
slabs, either thehotor thecold, according to the expression

〈Jz(t)〉 =
1

2At

∑
transfers(t)

1

2
mh

(
(vnew

h )2 − (vold
h )2

)
(E.4)

Here, the sum is done over all the transfers occurred since an initial time (after the steady state
is reached), andt is the time interval since this origin. The factor2 comes from the fact that we
consider a thick hot slab in the center of the simulation box while two half the thickness cold slabs
are placed at the edges. Hence, the system described is in fact of double size. In this expression,
A is the crossectional area and〈Jz(t)〉 is the heat flow density in thez direction (i.e. the direction
of the imposed temperature gradient), since in steady state in a system macroscopically at rest
the heat flow has to equate the energy per unit of time pumped back by the procedure. Eq.
(E.4) should not be confused with a microscopic expression for the heat current(Hansen and
McDonald, 1991), but a result of the steady state energy balance after the system has been driven
out of equilibrium by the energy exchange procedure previously discussed. As such, no need
of partial molar enthalpies is required for its evaluation. In addition, it is obvious that〈Jz(t)〉
corresponds to the macroscopic heat flow measured in the experiments (MacGowan and Evans,
1986a, Evans and MacGowan, 1987, de Groot and Mazur, 1984).

We want to insist that in the PeX algorithm, in its original formulation for mixtures (Reith
and Muller-Plathe, 2000), the momentum exchange should be done only between particles of
thesamespecies. Hence, it is required that the number of particles in both slabs is sufficiently
large, on one hand, to be sure that it is always possible to find particles of each species to
exchange their energy. On the other hand, it is also desirable that the collisions inside the slabs
properly thermalize the velocity distribution before a new exchange is done, to avoid different
non-equilibrium temperatures in each species. These requirements are fulfilled on relatively
dense phases, such as liquid densities, but would fail for very diluted gaseous mixtures or for
systems that phase separate and hence some species are unlikely to be found in some of the slabs.
In the new scheme these restrictions are not present. Our method, not distinguishing between
species is not affected by such a restriction.

Finally, once the thermal gradient is stabilized and the process is stationary, the thermal
conductivity can be obtained from

λ = lim
dT/dz→0

lim
t→∞

〈Jz(t)〉
〈dT/dz〉 (E.5)
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where〈dT/dz〉 is the resulting temperature gradient in thez direction (Bedrov and Smith, 2000).
The requirement ofdT/dz → 0 is formally demanded to guarantee that the linear regime is
achieved and the classical linear non-equilibrium thermodynamics apply. Certainly, eq. (E.5)
is the simulation counterpart of the experimental determination of the thermal conductivity,
and can be directly compared with experimental data obtained from the ratio between heat flux
and temperature gradient. This point of view is the same as that adopted in ref. (MacGowan
and Evans, 1987, Evans and MacGowan, 1987) in which the effect of the composition gradients,
induced by the temperature gradient, is absorbed into the value ofλ, in this way directly accessible
experimentally. It is a matter of taste to separate the observed heat flux into different contributions,
i. e. that due to the thermal gradient plus that due to the composition gradients. This is the
choice expressed in the classical monograph of the de Groot and Mazur. As a consequence, what
they namethermal conductivityis not directly given by the ratio expressed in eq. (E.5). The
thermal diffusion coefficient has to be introduced to cancel the effect of the induced composition
gradients. As a consequence, theλ defined in this last reference cannot be obtained directly
from experiments. Finally, it is worth mentioning that the difference in the values ofλ obtained
from both prescriptions only differ by a few percent, which in many cases is less than the error
made in its determination.



Appendix F
Correlations

1. Correlation for Self-diffusion coefficient of water

From the work of I. Svishchevet al. (Svishchev and Zassetsky, 2000) a fitted equation was
taken in order to estimate the self-diffusion coefficient at constant density (ρ =0.995 g/cm3) in
ranges outside of the experimental data available. For instance we readjust slightly one of the
parameters to exactly reproduce this experimental values.

D = D0T
1
2

(
T

Ts
− 1

)γ

(F.1)

whereγ,D0, and Ts are fitting parameters. The original values of the fitted parameters areD0 =

6.24x10−6 cm2/(s.K
1/2), γ=1.62 , Ts = 218 K. Thus, readjustingD0 = 6.759x10−6 cm2/(s.K

1/2)
is possible to reproduce D = 2.3x10−5 cm2/s at T=298 K in agreement with the experimental
data of Krynickiet al. (Krynicki et al., 1980).

2. Average number of Hydrogen bond in function of
Temperature

From the work presented Sureshet al. (Suresh and Naik, 2000), is possible to extract a
theoretical equation that relates the density and temperature of the system with the average
number of hydrogen bond per molecule. Thus, from eq. (8) of this article,

P =
K

1 +K
(F.2)

and
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〈NHB〉 = 4P =
4
(√

1 + 8ρK − 1
)

(√
1 + 8ρK + 1

) (F.3)

where P is the probability that a given association site on a central water molecule, is bonded at
a certain instant of time, thus <NHB> is the average number of hydrogen bonds per molecule,

andK = e
−(H−T S)

kBT is the equilibrium bond formation. Rearranging eq. (F.3) and introducing
this expression we have,

T (〈NHB〉) =
H

S − kb ln
[

1
8ρ

[
(〈NHB〉+4)2

(4−〈NHB〉)2 − 1
]] (F.4)

where H = -5.58 kcal/mol of H-bond is the enthalpy of formation of a Hydrogen bond, S = -8.89
cal/K mol of H-bond is the entropy of formation of a Hydrogen bond,ρ is the system density in
g/cm3 and kb the Boltsman constant.

Finally, introducing eq. (F.3) into eq. (F.4) its possible to have an expression of D=D(<NHB>).



Appendix G
Physical properties

1. Properties of the different models to simulate water

Table 1 Some of the calculated physical properties of the water models (Chapling, 2003).

All the data is at 25˚C and 1 atm, excepta at 20˚C.

Many of the data values given in table 1 vary significantly between different workers. As
can be deduced from the data given (and other data), although such simple models are of great
utility, no universally applicable model can be identified at this time. It should also be noted
that many simulations are performed with just a few hundred water molecules within rectangular
periodic boxes no more than 2.5 nm along each edge for times equivalent to a few picoseconds;
conditions that reduce discovery of long-range effects. (Chapling, 2003)

Model µ ε(0) D, 10−5 cm2/s Uav, kJ/mol ρmax ˚C Exp. coeff. 10−4 ˚C−1

SPC 2.27 65 3.85 -41.0
SPC/E 2.35 71 2.49 -41.5 -38
PPC 2.52 77 2.6 -43.2 +4
TIP3P 2.35 82 5.19 -41.1 -13 9.2
TIP4P 2.18 53a 3.29 -41.8 -25 4.4
TIP4P-FQ 2.64 79 1.93 -41.4 +7
SWFLEX-AI 2.69 3.66 -41.7
TIP5P 2.29 81.5 2.62 -41.3 +4 6.3
Expt. 2.65,3.0 78.4 2.30 -41.5 +3.984 2.53
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Resumen de la Tesis

Las técnicas de Modelado Molecular han sido utilizadas para estudiar sis-
temas de interés industrial prácticamente desde el surgimiento de los orde-
nadores como herramientas de cálculo. Las simulaciones por ordenador se han
convertido en una fuente relevante y fiable de datos y propiedades fı́sicas de
compuestos, cuando las condiciones de temperatura y presión hacen imposible
el uso de las ecuaciones de estado tradicionales. Estas ecuaciones de estado
presentan parámetros ajustables que, en muchos casos, dependen de las condi-
ciones termodinámicas del sistema como son la presión o la temperatura. Llevar
a cabo experimentos en estas condiciones extremas implica la utilización de cos-
tosos equipos y sofisticados instrumentos de medición capaces de soportar altas
presiones y temperaturas. En estos casos las técnicas de simulación molecu-
lar se presentan como una buena alternativa para la obtención de propiedades y
datos de compuestos requeridos para el diseño y construcción de equipos indus-
triales (wor, 1999). Por otro lado el modelado molecular ha sido utilizado en los
últimos años como una herramienta indispensable para el desarrollo de teorı́as
y la compresión de muchos procesos fı́sicos en todos los ámbitos de la ciencia y
la ingenierı́a (Barrat and Hansen, 2003). Estas técnicas de simulación requieren
de la utilización de modelos que representen los átomos y las moléculas de las
sustancias reales. Estos modelos representan el punto central para una correcta
descripción microscópica de cualquier fluido (Allen and Tildesley, 1989).

La simulación Dinámica Molecular (MD, por sus siglas en inglés) es una de
las técnicas empleadas en la obtención de propiedades de transporte y de equi-
librio de sistemas reales (Hansen and McDonald, 1991). Esta técnica se basa en
el principio fı́sico de que los átomos y las moléculas de un fluido obedecen las
leyes de la mecánica clásica (Goldstein, 1996), por lo que el comportamiento
dinámico de las partı́culas puede ser descrito por medio de ecuaciones, siendo
éstas fácilmente integrables por medio de un ordenador de cálculo. La diferen-
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cia principal existente entre los resultados obtenidos por medio de ésta técnica y
los obtenidos por las ecuaciones fenomenológicas de estado es, que en el primer
caso, los parámetros utilizados son moleculares por naturaleza y por tanto no
dependen de las condiciones termodinámicas del sistema en estudio, mientras
que en el segundo caso estos parámetros si dependen de las condiciones del
sistema y, generalmente, carecen de un significado fı́sico real. En este sentido,
la simulación dinámica molecular es análoga a los experimentos reales, donde
luego de un intervalo de tiempo, es posible obtener medir propiedades fı́sicas
macroscópicas del sistema a través de la utilización promedios temporales de
propiedades microscópicas, como, por ejemplo, posiciones y velocidades de
las partı́culas.

El estudio de sistemas con interés desde un punto de vista industrial o
biológico a incrementado el interés de en el mejoramiento de los modelos
moleculares que pueden ser utilizados en las simulaciones. Adicionalmente, el
incremento en el poder de cálculo de los ordenadores actuales ha motivado la
aplicación de estas técnicas sobre sistemas reales con un alto grado de comple-
jidad, principalmente en los casos de sistemas biológicos (DNA, 2001) donde
el agua juega un papel importante como solvente. Aún cuando la molécula
de agua puede considerarse como “simple”, el comportamiento colectivo de
muchas moléculas de agua juntas dista mucho de la simplicidad. En este sen-
tido el agua es un fluido fascinante, con muchas propiedades particulares a
diferentes condiciones termodinámicas, en comparación con muchas otras sub-
stancias (Chapling, 2003). La mayor parte de las propiedades peculiares del
agua pueden ser explicadas por la presencia de los puentes de hidrógeno en-
tre diferentes moléculas de agua. Dichos puentes de hidrógeno ocasionan la
formación de redes tridimensionales complejas de moléculas interconectadas
(Franks, 2000, NIST, 2001). Por ejemplo, el agua se expande al ser enfriada a
presión atmosférica y a temperaturas por debajo de los 4 C, además, es posi-
ble observar la presencia de una lı́nea de máxima densidad en fase lı́quida al
cambiar la temperatura (Heide, 1984, Mishima and Stanley, 1984). A temper-
aturas mas bajas (por debajo del punto de congelación del agua a 0 C), el agua
cristaliza de tal manera que el hielo es menos denso que el agua liquida y la
relación existente entre la estructura del hielo y el movimiento de las moléculas
esta lejos de ser trivial (Stanley et al., 2002b, Netz et al., 2002b, Netz et al.,
2002a, Scala et al., 2000a, Starr et al., 2000). De la misma manera, las mez-
clas acuosas con otras sustancias pueden presentar también un comportamiento
complejo, particularmente si estas sustancias son capaces de compartir puentes
de hidrógeno con las moléculas de agua (Matsumoto and Gubbins, 1990, Saiz
et al., 1999, Slusher, 2000, Sesé and Palomar, 2001). Muchas propiedades
fı́sicas de mezcla de este tipo de fluidos asociantes en agua tienen un com-
portamiento no ideal, como por ejemplo entalpı́as de exceso negativas (Ness,
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1989, Raddzio and Tomaszkiewicz, 1986), altas energı́as de vaporización, in-
cremento de la viscosidad de la mezcla en comparación con los componentes
puros (Ferrario et al., 1990, Wheeler and Rowley, 1998, Venables and Schmut-
tenmaer, 2000), mı́nimos en la conductividad térmica de la mezcla (Li, 1976)
y cambios en el signo del coeficiente de Soret (Kolodner et al., 1988, de Gans
et al., 2003a, de Gans et al., 2003b). En muchos de estos casos, existe un vacı́o
en la compresión de la naturaleza de los procesos fı́sicos que generan estos
comportamientos anómalos.

Por otro lado, el agua en condiciones supercrı́ticas (cuando la temperatura y
la presión están por encima de los valores crı́ticos), ha ganado un gran interés
por parte de la comunidad cientı́fica e industrial debido a las particulares carac-
terı́sticas del agua en estas condiciones (Chialvo and Cummings, 1996b, Shaw
et al., 1991, Katrizky et al., 1996). Una de las mayores motivaciones existentes
en estudiar el agua supercrı́tica es, de acuerdo con los resultados experimen-
tales, que existe una relajación en la estructura de los puentes de hidrógeno del
agua, hecho que genera una importante disminución de la constante dieléctrica
de este fluido (Skaf and Laria, 2000, Yao and Okada, 1998, Jedlovsky et al.,
1998). Este hecho permite que el agua supercrı́tica pueda disolver compuestos
no polares u orgánicos y precipite sales comunes, algo que el agua en condi-
ciones normales es incapaz de hacer. Mas aún, el hecho de que la densidad
del agua supercrı́tica pueda ser ajustada mediante un cambio en la presión del
sistema, permite que el agua pueda ser utilizada como un medio de separación
o de reacción quı́mica. Esta variación en la densidad tiene una influencia di-
recta en el coeficiente de viscosidad y por tanto en la manera como se difunden
las moléculas (Haar et al., 1984), hecho que es de vital importancia para reac-
ciones controladas por la difusión. La extracción supercrı́tica, la oxidación seca
de compuestos orgánicos de desecho, el tratamiento de aguas residuales y de
servicios en procesos industriales son ejemplos de aplicaciones del agua su-
percrı́tica (Modell et al., 1982, Thomason et al., 1990, Thomason and Modell,
1984, Tester et al., 1991, Killilea et al., 1992).

El comportamiento peculiar observado por el agua a diferentes condiciones
termodinámicas y en presencia de otras substancias, el conocimiento y en-
tendimiento de las propiedades de este tipo de sistemas son una de las principales
motivaciones de este trabajo. Nosotros hemos realizado un extenso estudio de
las relaciones intrı́nsecas existentes entre la estructura local del sistema, desde
un punto de vista microscópico, y las propiedades dinámicas de transporte,
tanto en el caso del agua pura como en el caso de mezclas acuosas de solventes
orgánicos (como alcoholes, cetonas, sulfóxidos y benceno) por medio de la
simulación dinámica molecular. En este trabajo se han desarrollado nevas her-
ramientas analı́ticas y algoritmos de simulación destinados a brindar una mejor



180 TRANSPORT AND STRUCTURAL PROPERTIES

descripción y comprensión de los procesos fı́sicos microscópicos involucrados
en las diferentes propiedades estudiadas.

En primer lugar, se ha realizado un análisis de la relación existente entre la
estructura local de puentes de hidrógeno presente en el agua pura en condi-
ciones sub y supercrı́ticas. Para ello se realizó una comparación entre cuatro
diferentes modelos comúnmente utilizados en la literatura (van der Spoel et al.,
1998, Mahoney and Jorgersen, 2000, Berendsen et al., 1987, Guillot and Guis-
sani, 2001). Los resultados obtenidos nos han permitido relacionar de una
manera directa la estructura tetraédrica local de las moléculas de agua (Erring-
ton and Debenedetti, 2001, Chau and Hardwick, 1998), creada por la presencia
de los puentes de hidrógeno y el valor que alcanza el coeficiente de auto-difusión
en condiciones de densidad de lı́quido. Adicionalmente, se ha prestado espe-
cial atención a la transición estructural en el orden local del agua al pasar de
regiones sub crı́ticas por encima de 345 K, a supercrı́ticas y a diferentes den-
sidades (desde 0.9 a 1.3 g/cm3). Este hecho podrı́a sugerir la transición de un
fluido formado por agregados infinitos de moléculas enlazadas con puentes de
hidrógeno a agregados finitos de moléculas. Por otro lado, la comparación de
las propiedades predichas por los diferentes modelos de agua escogidos esta
en la lı́nea de proporcionar información para el desarrollo de nuevos y mejores
modelos de agua.

La fuerte interacción debida a los puentes de hidrógeno presente en las
moléculas de agua juega un rol central en el comportamiento de soluciones
acuosas, particularmente cuado estos solutos son también capaces de formar
puentes de hidrógeno. En este trabajo se han estudiado mezclas acuosas de flu-
idos asociantes, como metanol, etanol, acetona y sulfóxido de dimetilo (DMSO
por sus siglas en ingles). Se han escogido estas substancias en particular, debido
a que son solventes orgánicos conocidos cuyas propiedades están a disposición,
además de que son comúnmente utilizados en muchos procesos industriales.
El análisis de los resultados de simulación muestra que la presencia de difer-
entes tipos de soluto (con diferentes caracterı́sticas de asociación, pudiendo ser
moléculas capaces de donar y recibir o solamente recibir puentes de hidrógeno)
perturban de una manera diferente la estructura tetraédrica local del agua. Esta
pérdida en la estructura tetraédrica del agua origina un incremento en la rigidez
de las moléculas de agua, con respecto a otras, más simétricas y menos rı́gidas
presentes en el agua pura. En otras palabras, la ruptura de la simetrı́a tiene como
consecuencia un incremento del tiempo de vida de los puentes de hidrógeno
presentes en la mezcla, favoreciendo la formación de estructuras de tipo cadena,
hecho que justifica el aumento observado en la viscosidad de la mezcla. Por
otro lado, se han realizado simulaciones para calcular la conductividad térmica
de la mezcla obteniendo resultados que presentan un acuerdo excelente con los
datos experimentales en las condiciones termodinámicas estudiadas.
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El efecto Ludwig-Soret (Ludwig, 1856, Soret, 1879a) es otra de las propiedades
analizadas en este trabajo. Este efecto cruzado macroscópico consiste en un
proceso difusivo causado por la presencia de un gradiente de temperatura en
sistemas multicomponentes. El grado de la separación observada, ası́ como el
signo de la separación (la dirección en la que migra cada especie) esta cuan-
tificado por el coeficiente de Soret o el factor de difusión térmica. En muchos
casos, cuando no existe asociación entre las especies presentes en la solución,
este coeficiente es positivo en todo el rango de concentración. Esto significa
que el componente más pesado tenderá a acumularse en la región más frı́a del
sistema, mientras que el proceso contrario ocurrirá para el componente más
ligero (Prigogine et al., 1950a). El valor del coeficiente de Soret depende, en
mayor grado, de la diferencia en el peso molecular y en el volumen molar en-
tre los componentes de la mezcla para el caso de soluciones ideales (Simon
et al., 1998, Simon et al., 1999, Bedrov and Smith, 2000). Sin embargo, para
el caso de fluidos asociantes, el signo de este coeficiente puede cambiar de
signo a una concentración particular (Tichacek et al., 1955). En este caso el
componente más ligero migrará a la región frı́a del sistema. Este efecto ha
sido estudiado por mas de cien años y muchas teorı́as han sido propuestas para
explicar este fenómeno (Kempers, 2001, Haase et al., 1971, Dougherty and
Drickamer, 1955). Sin embargo, en el caso de mezclas asociantes, parece que
ninguna de las teorı́as existentes proporciona una explicación satisfactoria para
el comportamiento observado por este tipo de soluciones. En vista de esta
situación se ha calculado el coeficiente de Soret para soluciones acuosas de
los compuestos orgánicos antes mencionados, con el fin de proporcionar una
explicación cualitativa que pueda contribuir a un mejor entendimiento de este
fenómeno. Nuestras simulaciones reproducen el cambio de signo observado
en estos sistemas obteniendo un acuerdo cuantitativo excelente con los datos
experimentales (Tichacek et al., 1955, Bou-Ali, 1999) y, de acuerdo a nuentro
conocimiento en el tema, esta es la primera vez que dichos resultados en este
tipo de sistemas son presentados empleando simulación dinámica molecular.
Adicionalmente, la utilización de un modelo simple de red nos ha permitido
observar que el cambio de signo en de coeficiente aparece siempre que la en-
ergı́a de interacción cruzada, entre las moléculas de diferentes especies, es mas
negativa que las energı́as de interacción entre los componentes puros.

Finalmente, la última parte de este trabajo se ha dedicado al estudio de
las propiedades estructurales, dieléctricas y de transporte de mezclas acuosas
de benceno en condiciones supercrı́ticas. La molécula de benceno ha sido
seleccionada por ser el aromático más sencillo y por que los resultados obtenidos
pueden ser de importancia en el estudio de algunos procesos industriales como
la oxidación acuosa supercrı́tica. En nuestras simulaciones se ha utilizado un
nuevo modelo anisotrópico de átomo unificado (AUA por sus siglas en inglés)
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que es capaz de reproducir el momento quadrupolar del benceno mediante la
incorporación de puntos de carga (Contreras, 2002). En este sentido, se ha
podido demostrar que, para poder disolver el benceno en agua supercrı́tica, la
inclusión de este tipo de cargas en un requisito indispensable. Se han calculado
varias propiedades de la mezcla como coeficientes de auto difusión y difusión
de Maxwell-Stefan y coeficiente de viscosidad en condiciones supercrı́ticas.
En este caso se ha podido observar un fuerte dependencia de estos coeficientes
con la densidad de la solución y la concentración de benceno. Adicionalmente,
datos experimentales recientes han mostrado la presencia de ciertos grupos
de moléculas de benceno y agua (Furataka and Ikawa, 1998a). Este tipo de
agregados sugiere la presencia de puentes de hidrógeno entre el hidrógeno del
agua y la nube de electronesπ presentes en el anillo bencénico (Furataka and
Ikawa, 2000). Nuestros resultados de simulación están cualitativamente de
acuerdo con este hecho, debido a que se ha encontrado que al menos la mitad
de las moléculas de benceno poseen un puente de hidrógeno con una molécula
agua. De hecho, también se ha podido observar que este tipo de puentes de
hidrógeno cruzados tienen un tiempo de vida medio mayor que los observados
entre las moléculas de agua. Por otro lado, se ha podido observar que existe
una importante reducción de la constante dieléctrica de la mezcla al disminuir
la densidad o aumentar la concentración de benceno en la mezcla, al menos a
concentraciones altas y medias. El conocimiento de la respuesta dieléctrica de
la mezcla es de vital importancia en agua supercrı́tica, particularmente para los
casos de reacciones quı́micas en presencia de radicales libres e iones (Marrone
et al., 1998).
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