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A la meva estimadad®ia

"The desire of knowledge, like the thirst for riches,
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Abstract

Clinical guidelines(CGs) contain a set of directions or principles to assisthibalth care
practitioner with patient care decisions about approprdiagnostic, therapeutic, or other
clinical procedures for specific clinical circumstancéss idely accepted that the adoption
of guideline-execution engines in daily practice would ioye the patient care, by standard-
ising the care procedures. Guideline-based systems catitcts part of a knowledge-based
decision support system in order to deliver tight knowledge to the right people in the
right form at the right time The automation of the guideline execution process is & lshsp
towards its widespread use in medical centres.

To achieve this general goal, different topics should bkléal; such as the acquisition of
clinical guidelines, its formal verification, and finalliexecution. This dissertation focuses
on the execution of CGs and proposes the implementation afgent-based platform in
which the actors involved in health care coordinate theiivaies to perform the complex
task of guideline enactment.

The management of medical and organizational knowledge tfas formal representa-
tion of the CGs, are two knowledge-related topics addresstds dissertation and tackled
through the design of several application ontologies. Epagation of the knowledge from
its use is fully intentioned, and allows the CG executionieago be easily customisable to
different medical centres with varying personnel and reses!

In parallel with the execution of CGs, the system handlesasits preferences and uses
them to implement patient-centred services. With respesissue, the following tasks have
been developed: a) definition of the user’s criteria, b) ddbe patient’s profile to rank the
alternatives presented to him, c) implementation of an pastsed learning method to adapt
dynamically and automatically the user’s profile.

Finally, several ideas of this dissertation are being diyexpplied in two ongoing funded
research projects, including the agent-based executi@Gsf and the ontological manage-
ment of medical and organizational knowledge.
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Resum

Les guies de pactica cinica (GPC) contenen un conjunt d’accions i dades que ajuden a
un metge a prendre decisions sobre el déagie, tractament o qualsevol altre procediment
a un pacient i sobre una determinada malalfs. conegut que I'adoptid’aquestes guies

en la vida daria pot millorar I'assigtncia nedica als pacients, pel fet que s’estandarditzen
les pactiques. Sistemes computeritzats que utilitzen GPC podestituir part de sistemes
d’'ajut a la presa de decisionsgascomplexos amb la finalitat de proporciorhconeixement
adequat a la persona adequada, en un format correcte i en glenopregs. L'automatitzacd

de I'execucd de les GP@s el primer pas per la seva implantaen els centres atlics.

Per aconseguir aquesta implanéafinal, hi ha diferents passos que cal solucionar com
per exemple, I'adquisi6ii representaéi de les GPC, la seva verificaciormal, i finalment
la seva execudi

Aquesta Tesi eatdirigida en I'execu@ de GPC i proposa la implementaai’un sis-
tema multi-agent. En aquest sistema els diferents actésscdatres radics coordinen les
seves activitats seguint un pla global determinat per un@.®@m dels principals problemes
de qualsevol sistema que treballa eantbit medic és el tractament del coneixement. En
aquest cas s’han hagut de tractar termedios i organitzatius, que s’ha resolt amb la imple-
mentacd de diferents ontologies. La sepafade la representatidel coneixement del seu
Usés intencionada i permet que el sistema d’exérdei GPC siguidcilment adaptable a les
circumstncies concretes dels centres, on varien el personal iclsss disponibles.

En parallel a I'execucd de GPC, el sistema proposat manega péefees del pacient per
tal d’'implementar serveis adaptats al pacient. En aqégstaconcretament, a) s’han definit
un conjunt de criteris, b) aquesta informad¢brma part del perfil de I'usuari i serveix per
ordenar les propostes que el sistema li proposa, i ¢) unififgono supervisat d’aprenentatge
permet adaptar les pretarcies del pacient segond tri

Finalment, algunes idees d’aquesta Tesi actualment 'eglicant en dos projectes de
recerca. Per una banda, I'execudistribuda de GPC, i per altra banda, la representaei
coneixement radic i organitzatiu utilitzant ontologies.
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Chapter 1

Introduction

1.1 Clinical guidelines

A clinical guideline(in the following, CG) is a highly matured therapeutic plaattcompiles
optimum practices for treating patients in a well-definedlioal syntax. Thus, the adoption
CGs are a promising way for standardising and improvingthezdre practices [Field &
Lohr 1990, Mersmann & Dojat 2004].

The National Cancer Institute (NCI), which is a US governtakorganization, maintains
a thesaurus, a terminological server and a metathesawusirg the study in cancer-related
terms and relatiofs It introduced a brief definition of CG:

"Guidelines developed to help health care professionald patients make de-
cisions about screening, prevention, or treatment of ai§pdwalth condition.”

The CancerWEB Proj&defines a CG as follows:

"Clinical guidelines are a set of directions or principlesassist the health care
practitioner with patient care decisions about appropeatiagnostic, therapeu-
tic, or other clinical procedures for specific clinical cirmstances. Practice
guidelines may be developed by government agencies at \aly ilestitutions,
organizations such as professional societies or goverhimayds, or by the con-
vening of expert panels. They can provide a foundation feessing and evalu-
ating the quality and effectiveness of health care in terfimseasuring improved
health, reduction of variation in services or proceduregfpened, and reduction
of variation in outcomes of health care delivered.

Numerous CGs have been prodlﬁ:add disseminated by a variety of government and

1For more information, please visit http://www.nci.nih.geamcerinfo/terminologyresources [last visit
01/12/2008].

2The project CancerWEB is being supported by the Dept. of Mgdmncology, University of Newcastle upon
Tyne. Website http://cancerweb.ncl.ac.uk/ [last visiti212008]

3These CGs cover some medical areas such as psychéatryaltered mental states, depression, dementia),
nutrition (e.g.,altered nutritional states, dehydration), oncology(,breast cancer, cutaneous melanoma, epithelial
ovarian cancer), and general medicieg(,heart failure, osteoporosis, urinary incontinence).

1



2 CHAPTER 1. INTRODUCTION

professional organizations. The dissemination is madmutiir multiple formats, including
books, journals, technical reports, and the Web. Some dfitfgest websites are:

e National Guideline CIearinghous(aNGCﬂ maintains a database of evidence-based
clinical guidelines and related documents. NGC is an itivéaof the Agency for
Healthcare Research and Quality (AHRQ), U.S. Departmertezlth and Human
Services. NGC has almost 1,000 publicly accessible guiesli

e The Guidelines International NetworKG-I-Nﬁ is an international non-profit asso-
ciation of organizations and individuals involved in demhent and use of clinical
practice guidelines. Founded in November 2002, G-I-N hagvgrto 76 member or-
ganizations from 36 countries.

° OpenCIinicﬂ is a non-profit organization created and maintained as agséivice
with support from Cancer Research UK under the overall sigien of an interna-
tional technical advisory board. The main goal of this weisitracking developments
on advanced knowledge management technologies for haedthc

e Scottish Intercollegiate Guidelines NetW((&IGNﬂ was formed in 1993. Its main
objective is to improve the quality of health care for patiein Scotland by reducing
variation in practice and outcome, through the developraadtdissemination of na-
tional clinical guidelines. The membership includes adl thedical specialities, nurs-
ing, pharmacy, dentistry, professions allied to medicpagjents, health service man-
agers, social services, and researchers. Currently, SESM9% evidence-based clinical
guidelines - published, in development, or under reviewwvecdng a wide range of
topics.

4NGC website: http://www.guideline.gov [last visit 01/2208].

5G-I-N website: http://www.g-i-n.net [last visit 01/12/28).
60penClinical website: http://www.openclinical.org flagsit 01/12/2008].
’SIGN website: http://www.sign.ac.uk [last visit 01/1208).
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1.2 Management of clinical guidelines

Several steps must be considered in the management ofatlgu@elines:representation
acquisition verificationandexecution The first three tasks concern the authors of the guide-
line, whereas the later is related to practitioners. Bridfigse steps can be described as
follows:

a) Choice of a representation languagé\ CG contains several elements to be mod-
elled, such as actions, required patient data, decisiorze ttaken, constraints be-
tween tasks, temporal constraints in a global plan, etcfefift researchers have
defined formal languages to model computer-interpretdbieal guidelines, such as
PRCorma, EON, GLIF, GUIDE or Asbru [Clercq et al. 2004, Fox & Das 208@leg
et al. 2003, Wang et al. 2001].

b) Acquisition of CGsMedical guidelines are based on the evidence collected @lm-
ical trials and existing literature [Davis et al. 2007, Pirigt al. 2003]. Some authors
are also currently working in the semi-automatic constomcof guidelines, by apply-
ing Machine Learning techniques from a corpus of clinicahdallected in a medical
centre ([Rid@o 2004]) or directly from textual documents ([Hrabak e2&I07]).

¢) Verification of CGs Verification includes two aspects: is a medical guidelirslw
formed?, and, which of these two available medical guidsliis the best? The first
guestion seeks to verify the formal correctness of the diniel¢ten Teije et al. 2006,
Hommersom et al. 2007]. The second question is more difftoudinswer since it is
necessary to quantify how appropriate is a medical guidelifo tackle this problem,
some authors proposed an evaluation procedure called AGRidh calculates a set
of parameters for a given medical guideline to evaluateguislity [Agree 2003]. In
addition a methodology to facilitate the whole developneard evaluation of clinical
guidelines can be found in [Ricci et al. 2006].

d) Execution aspectsAs mentioned above, a medical guideline contains a greatiam
of information to be considered (decisions to be taken, traims between tasks, tem-
poral restrictions). All these data have to be collected moditored when enacting
the guideline.

Concretely, while representation, acquisition and vexifan stages are currently active
research areas ([Chesani et al. 2006, Leong et al. 200 e 2008, Seyfang et al. 2006]),
the execution of guidelines is a less developed field, arstite main focus of this thesis.
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Execution of clinical guidelines: benefits

Nowadays, the execution afinical guidelinesis one of the most interesting topics of study
within clinical informatics

A guideline execution engine should ideally fulfil the fallmg requirements:

To keep a repository of guidelines.

To facilitate the creation of guidelines through a graphaditor, or even define a
methodology to create or reuse guidelines.

To provide a formal language for encoding medical guidaline

To provide mechanisms to coordinate the services requiréuki use/management of
guidelines.

To allow the user to analyse the behaviour of the guideling. by providing a run-
time engine or a simulator).

To provide a connection with a computerised patient rétord
To allow the use of standard vocabularies inside guidelines

To provide security to both transmissions and storage dfites data related to pa-
tients.

Numerous studies show the benefits provided to both patarmdspractitioners of the
inclusion of CGs in the daily practice ([Barahona et al. 20Bkin et al. 2001, Hart 2003,
Lenz et al. 2007, Lenz & Reichert 2007, Rutten et al. 2005, Teife et al. 2006, Woolf

et al.

1999]). Some of the most relevant are the following:

For healthcare professionals, the use of CGs can improveuhlty of clinical deci-
sions and activities and, in consequence, the patient masare also improvee.q,

a clinician will not forget an important aspect to be checketbre ordering a certain
treatment).

CGs facilitate reuse of knowledge, because a guideline eaadapted, tailored and
applied to different clinical situations.

Guidelines support rapid dissemination of updates andgdgmnCGs promote inter-
ventions of proved benefits and discourage those that affedtiee.

CGs help doctors to use the clinical knowledge about theepatt the appropriate
point of his care.

Guideline authors are encouraged to employ rigorous fotecainiques, which help to
ensure syntactic, logical and medical validity of CGs.

8At the simplest, a computerised patient record is the compat#acement for existing paper medical record
systems. It provides mechanisms for capturing informatiomdutie medical visit, stores it in a secure fashion, and
permits retrieval of that information by those with a clinioaled [Coiera 20Q4.
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Although the number of available clinical guidelines groeaitinuously, they are not
being widely used in daily practice. Several factors lingtor restricting complete physicians
adherence to clinical guidelines were identified in [Cabanal. 1999, Bond 2007]. Such
factors, namedarriers, were organised into groups based on whether they affebigigian
knowledge, attitude or behaviour.

e Knowledgebarriers such as lack of awareness with the guideline’sendg, or simply
a lack of familiarity with the guideline content.

o Attitudebarriers such as lack of agreement with specific guidelinegth guidelines
in general, lack of physician self-efficacy, lack of outcom@ectancy or a lack of
motivation for the inertia of habits or routines.

e Behaviourbarriers, also called external barriers, which were ditigeo: guideline-
related factorsd.g.,difficulty to apply CGs in daily practice, a CG changes esshigld
behaviours), patient-related factoesd.,inability to consider patient preferences with
guideline recommendations), and environmental facters.(nsufficient staff or re-
sources).

These factors could be tackled (in most cases) with an atimmeand computerisation of
the daily management of both clinical guidelines and patieta [Blaser et al. 2007]. To de-
liver patient-specific advice at the time and place of a cthaon is an important contribution
to improve clinician performance, and the introductionépplications is one of the precon-
ditions to be accomplished [Maviglia et al. 2003, Raghupé&tfian 2002, Zielstorff 1998].
Furthermore, the IT inclusion into clinical practice is &ical task, as current processes will
necessarily change and adapt to new circumstances.
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1.4 Goals and contributions

The main goals of the present work are:

e To present an open and distributed architecture of heathmganizations that deliv-
ers patient-oriented medical services. The architecthamges the point of view of
traditional healthcare providers with monolithic and eldackages. The designed
platform may include external elements or be included imta@xisting workflow by
using the appropriate interfaces.

e Several studies have shown the benefits of the inclusionrofal guidelines into daily
care. Usually, the same studies show that they are not witkelgt due to some barriers
(as explained previously). One of the goals of this dissierids to design a system
that helps to tackle those barriers taking into accountthesic subgoals:

it is easy-to-deploy,
it allows a customisation to diverse medical centres,

it includes information about the patient’s preferences,

it automates as much as possible the management of mediaddyltaking into
account the information stored in clinical guidelines,

it implements a system independant of the guidelines reptason language.

e The internal entities (actors) should coordinate theilydzdtivities in order to accom-
plish a complex task as the execution of a clinical guideline

e Medical informatics deals with a particular kind of knowtgxthat requires an effective
and flexible representation. In addition, clinical guidek include information about
the execution that is done within a healthcare organisafidrese two points-of-view
should be combined appropriately in order to create a flexaold robust knowledge-
driven system.

e Due to the sensitive nature of the data used in this domaynsystem should guaran-
tee their accurate management. Security measures duoirggstand transmission of
patient’s related data should be added in order to ensuheatitation and privacy.
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Through this thesis, we make the following contributionsadaads the adoption of clinical
guidelines in daily care:

The adequacy of intelligent agents to healthcare problemsds been analysedThe
main characteristics of multi-agent systems and medidalrmatics problems have
been studied. Then, the suitability of applying the agemagigm to solve common
problems in the healthcare domain has also been invediggieally, a classification
and review of agent-related works in the healthcare domasrbleen provided.

To build a framework to analyse and compare existing agent4gented software
engineering methodologies This framework combines topics from both agent tech-
nology and standard software engineering. It is based aniqueworks in the area but

it includes new issues about agents’ organizations regjirireur research work. From
the evaluation of several methodologiesGENIAS was selected [P@n et al. 2005].

The design and implementation of a distributed careflow franework that can be
adapted to the characteristics of different healthcararorgtions. From the software-
engineering point-of-view, the system has followed an &geiented methodology
(INGENIAS, [Pawon et al. 2005]) during the analysis and design of the platfaal-
lowing an improvement of the quality of the final product.

Actors involved in the enactment of clinical guidelines coalinate their activities.
The internal elements of the platform act autonomously aodgiively, and that im-
proves the flexibility and robustness of the system, andavalto coordinate the execu-
tion of tasks in an effective way.

The implementation of a new method to offer personalised medal services.The
designed method implements a personalised delivery ofaakskrvices. It maintains
a user’s profile that is employed to rate and rank alternatdmmposed by the plat-
form, and a novel unsupervised learning method that alldw@ssiystem to maintain
dynamically this user’s profile.

The implementation of different application ontologies that deal with all medical

and organizational knowledge managed among all entitiedt allows the separation
of the knowledge representation from its use. This appra#lotvs to describe declar-
ative and procedural knowledge accurately. In additiofidgtes to adapt the system to
different (execution) circumstances without changingitiiernal behaviour of agents.
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¢ Implementation of an ontological representation of clinial guidelinesthat has been
designed as a generalisation of different representadioguages (PROrma, SAGE
and SDA¥*). This approach allows to manage clinical guidesditoded using those
languages, and the ontology provides a transparency betiveeepresentation and its
use.

e Several ideas of this dissertation are being applied in resech projects that pro-
vide a practical validation. TheK4CareandHygiaresearch projects have adopted the
agent-based approach for the enactment of clinical guiegliand the implementation
of several ontologies to embed medical and organizatiamalMiedge managed in both
systems.



1.5. THESIS ORGANIZATION 9

1.5 Thesis organization
This thesis is organized as follows:

- Chapter[Apresents an state-of-the-art of guideline-based cliieaision support sys-
tems. It provides an analysis and a comparison of the egigfindeline execution
systems in order to know the requirements of this kind ofesyist their common fea-
tures, and their main advantages and shortcomings. Onesaidin goals of this
dissertation is to go beyond these systems in order to bgjlddeline-based execution
system including those common features and improving tiexeral performance us-
ing a distributed approach based on intelligent agents. efiminary version of this
chapter can be found at [Isern & Moreno 2006], and an exteadddip-to-date release
has been recently published in [Isern & Moreno 26j08

- Chapter[3 analyses the use of the agent paradigm in the healthcareimloFiest of
all, the main characteristics of multi-agent systems andica¢informatics problems
are studied. Then, the adequacy of applying intelligenhtsgja the healthcare domain
is evaluated. Finally, a classification of topics where aesleers have included agents
is also provided, with a a brief review of some systems in eatbgory.

- Chapter [ presents a methodological design of our agent-based ptatfising an
agent-oriented software engineering methodology [Is&@mez-Alonso & Moreno
2008]. From a previous study of all available approacheswshn AppendiXB, the
most appropriate to our requirements was selected and oedihg these steps: to
analyse the problem, to design the entities and relatipsdietween them, and finally,
in this particular case, to generate pieces of source caic(bkeleton of agents).

- Chapter B changes the point of view of traditional healthcare apgiices enabling
the citizen (or patient) as an active partner when requestiedical services. The
chapter is divided in two main parts. The first introducesHiECA SE system and the
basic information services delivered to the user througlatient-based platform [Isern
et al. 2003, Moreno, Isern & &nchez 2003, Moreno, Valls, Isern &fchez 2003].
The second introduces an algorithm to personalise thenr#tion presented to the
user. This personalisation is performed during the bookihg medical visit. The
user’s personal agent maintains a profile of the user’séstsywhich are used to guide
the search for free slots of the doctors. The user’s profitdves according to his use
of the system. The learning algorithm has two stages: agatiep to sort and filter
the proposed alternatives, and a post-processing leastepdo adapt the user’s profile
[Bajo, Corchado, Feandez, Fuentetaja, Gaalez, Isern, bpez & Valls 2007, Isern
et al. 2006, Isern et al. 2006, Moreno et al. 2006].
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CHAPTER 1. INTRODUCTION

- Chapter[@introduces, from the ontological engineering point of viéhe main com-
ponents (classes, relationships and instances) and usestafo ontologies developed
in this work. First of all, after studying and analysing thaimexisting languages to
represent clinical guidelines, a high level ontology toemwthe features of some lan-
guages has been implemented. It permits to design a guedetiecution system with-
out a dependence on a particular codification, but at the sanee allowing the use
of guidelines coded in those languages. After that, an egipdin ontology designed
to represent medical and organizational knowledge is diuired [Isern, &nchez &
Moreno 200, Isern, $inchez & Moreno 2007]. Finally, a case study that shows a
complete view of the ontology-based execution of CGs iseutesl [Isern, &nchez &
Moreno 20073].

- Chapter [[ presents two research projects that employ heavily thesidéthis thesis
with the inclusion of an agent-based platform to enactcéihjuidelines. The projects,
called K4Care and Hygia, are ongoing at the moment and an overview of them is
made.K4Cares-related papers are [Isern, Moreno, Pedone & Varga 208faHet al.
2007, Isern, Millan, Moreno, Pedone & Varga 2@0&ern, Millan, Moreno, Pedone
& Varga 200&].

- Appendix[A] contains an state-of-the-art of available agent-orieatdtivare engineer-
ing methodologies. First of all, a classification of all apgehes is done. Then, a brief
summary of the main features offered in each case is givemallizi a novel multi-
dimensional framework is defined in order to compare all ther@aches from dif-
ferent points of view including agent-based features, camination skills, and agent
designer support tools. A first version of this chapter wagmgiin [Gomez-Alonso
et al. 2007].

- Appendix Bl explains the meaning of several symbols used during theadetbgical
analysis done in Chaptel 4.



Chapter 2

Computer-based Execution of CGs:
State-of-the-art

As commented in the introduction, the main goal of this disg®n is the implementation of
a guideline-based execution engine improving the generépnance of current approaches
using a multi-agent system, which coordinates both thectiin of data and its transmission
to the correct point of care. The first task to perform is tolgs®all the existing guideline
execution systems. After sketching the main features di eathem, a comparison is made,
and some concluding remarks are also done.

Other systems related to the execution of guidelines foaride literature such as order
entry systems and alarm-based systems are out of the scdpis dissertation. Comput-
erised Physician Order Entry (CPOE) systems refer to atyaniecomputer-based systems
for ordering medications, which share the common featurautdmating the medication
ordering process. A basic CPOE system ensures standartbgdule, complete orders by
only accepting typed orders in a standard and complete td@&eorgiou et al. 2007]. With
the same goal, there are decision support systems that caidgradvice on drug selection,
dosages, and duration [Coiera 2@D3There are computerised systems that monitor certain
events and trigger alerts about at-risk states and rensnafeappropriate physical assess-
ments and screening activities. Sometimes active systeonglp an explanation that offers
background information, definitions and risks [Coiera 28)03¥ipcsak et al. 1996, Shiffman
et al. 1999]. These systems consider neither complex segaef actions nor coordination
aspects, but just react to specific situations.

Before undertaking a deeper analysis of the existing gueadxecution tools, we de-
scribe the methodology used to select them. We searchedeoPubMed, SciFinder, Sci-
enceDirect and Citeseer databases. In addition, proagedirthe most relevant conferences
in the domain, such as the Conference on Atrtificial Intetligeein Medicine or the Sympo-
sium on Computer-Based Medical Systems, were also exam®g relevant articles pub-
lished between 2000 and 2007 and references therein westdeoed. The keywords used
include: guideline-based execution engine, clinical glirge, computer-interpretable guide-
line, guideline workflow, guideline execution, and guidelienactment. All collected papers
were analysed and filtered. Seven projects, six coming frcad@mic research and one com-
mercial system, were selectedrezzd, DeGel, GLARE GLEE, NewGuide SAGEand

11
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SpEM

In the next sections these tools are succinctly describbd. bhsic features of each tool
are summarised, paying special attention to the languaggttogepresent CGs and the pro-
posed architecture.

2.1 Arezzo™

Arezz® is a commercial product to create, visualise and enactf@iR@ guidelines devel-
oped at Cancer Research, UK [Fox et al. 2006, Fox et al.&003

Clinical guideline representation

ArezzdM uses the PRf@rmalanguage to represent CGs [Fox & Das 2000, Sutton & Fox
2003]. PRGorma is an executable process modelling language that has beeassfully
used to build and deploy a range of decision support systguidelines and other clinical
applications. It has a declarative format defining four b&gpbes of tasksplans, decisions,
actionsandenquiries as well as logical and temporal relationships between themaction

is a procedure to be carried out (usually by an external aetétilee a doctor or a medical
resource). Alanis the basic building block of a clinical guideline and regaets a container
for a number of tasks, including other plansdAcisionis a task that represents an option in
terms of different logic commitments to be accomplished.eAquiryis a request for further
information or data required before proceeding with thdiappion of the guideline.

Arezzo™
Step 1: Create a
guideline
Composer S—
Arezzo
executable| +
Tester = guideline
Step 2: Test
guideline
Step 3: Run personalised
Performer ’ patient guideline at point
of care

Figure 2.1: Arezzd architecture [InferMed 2007]

Architecture

The tool is composed of three element€@nposera Testerand aPerformer(see Figl2Z1).
The Composeis used to create guidelines using the PR@alanguage. Th&esteris used

to test the guideline logic before deployment (it checks tihea statements in decisions, tasks
and enquiries are well written). THeerformerinference engine can then run the guideline,
taking into account data related to patients stored in iexjstealthcare systems (electronic
medical record) [InferMed 2007]. During the enactment oliagline in the performer en-
gine, a task changes its internal state depending on whietb@mwaiting for data, suspended,
finished, or it cannot be accomplished in the current stateeopatient.
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Arezzd™ uses the Domino autonomous agent model ([Fox et al. &p03he model
deals with a large class of medical problems and estableshelstionship between decision
making and plan enactment procedures. The main goal of thikehis to identify the basic
elements required in any language to represent clinicalglinies that can be used for both
decision making and plan management. Figl 2.2 shows theawhotlel, which is divided in
two parts: the left side concerns the decision-making mee® (steps 1-4), and the right hand
side is related to planning and scheduling of tasks (steps $he process begins by taking
into account a set of patient data. According to the modep(%) the system proposes a set of
possible causes of the health problem (step 2) and iderdifiessible set of solutions (step 3)
with its associated argumerge andcon At this point, the doctor can identify a disease that
has to be handled (step 4), and the cycle is started agawsticthis specific disease. If, at this
point, the doctor knows the appropriate option to be folldwe selects the therapy plan (step
5). The component steps of this plan will be scheduled (sjepe8ulting in the execution
of actions. An action will often produce postconditionsttbaange the patient’s state (step
7). This new information can produce new goals to be managtgdather therapies. This
is a cyclic model that produces a sequence of decision-rgakin scheduling steps [Fox &
Das 2000].

Enquiries

Acti
Patient j RCons

Clinica

Clinical Data Data ‘ orders

(1] [7]

Define Data
2] problem Acquisition
Propose
) . 6] Task
solutions Recommendation [4 [ )
[ Decisions Scheduling Plans

Recommendation

Possible Selected Treatments
diagnoses, diagnoses, and care plans
treatments, etc. treatments, and so forth

Figure 2.2: Generalised Domino model [Fox & Das 2000]

2.2 Digital Electronic Guideline Library

Digital electronic Guidelines LibranyfideGel) is a web-based, modular and distributed archi-
tecture, which facilitates the gradual conversion of cliiguidelines from text to a formal
representation in Asbru [Shahar et al. 2004, Young et al7R00is being developed at Ben
Gurion University in Israel.
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Clinical guideline representation

The system maintains a repository of guidelines, and itallthe user to search, browse,
retrieve and visualise all available guidelines. At the rsamthe system creates guidelines
using the formal language Asbru [Miksch et al. 1997], buttiethodology could be extended
to other languages.

One of the goals oDeGelis to create formal guidelines from textual documents. The
initial textual guidelines go through an intermediate lalgetween the textual and the final
form, where experts add semantic information. The intefatedayer uses a meta-ontology
that defines a hierarchy of basic concepts.

Asbru organises a clinical guideline as a library of Asbrangl created during the decom-
position process performed during the specification phelse. Asbru plans in the library are
interrelated in a hierarchical network of plans and sulmplasing a parent-child relationship
which is encoded using control structuregy(,do in parallel) [Young et al. 2007]. Moreover,
two types of plans can be distinguishedomicandcomposite Atomic plans represent a sin-
gle action to be carried ou¢(g.,administer a certain drug), whereas composite plans ieclud
a collection of atomic or other composite plans.

The system uses different standards to represent theallinformation: LOINC-3 for
observations and laboratory tests, ICD-9-CM for diagnosiges, and CPT-4 for procedure
codes [Coiera 20G8.

Architecture

DeGelis a modular system composed of a set of tools that suppatetjué classification,
semantic mark-up, content-sensitive search, browsimgtinie application, and retrospective
quality assessment (see the architecture of the systeng.ii213).

A tool calledUruz allows practitioners or medical experts to create new naddjaide-
lines. Another tool callethdexiGuidefacilitates guideline retrieval. The run-time module is
composed of several tools to test and visualise CGs. The&moedvisiGuideallows brows-
ing and visualising guidelines. Another elemen¥asduryawhich allows both searching and
retrieving CGs.QualiGuideis a tool that evaluates clinician adherence to clinicatiglines
using the intentions of the guideline authors [Advani e28l03]. Finally,Dipole is a tool
that assists clinicians to determine a patient eligibgity guideline applicability.

We focus the study in th8pockguideline execution module, which incorporates an in-
ference engine that can retrieve data stored in a patieettaal record (see Fifl_2.4). The
Spocksystem is a modular client-server application that cossifti) a set of classes, that
allow to store any guidelingj) a parser, that interprets the content of a guideline,ia)d
a specialized module, th@ontroller, which synchronizes the communication between the
system layers and external services [Young et al. 2007, y@u8hahar 2005].

Spockproposes an asynchronous method to monitor all actions maalguideline and
allows to start and resume a CG execution as requested. Tthednealledapplication log
stores different data structures, like all state transgiof aplan instancdthat is labelled with
one of the following states: selected, activated, abogesphended or completed), a queue of
scheduled awaiting tasks, and the list of recommended &sped during application (see
Fig.[2.4). All these data are stored in a centralised repgsibcated on a remote server,
accessible to angpockclient operated from a computer anywhere. Each guidelireugion
creates amapplication-instancdor a patient, handled by a practitioner, with a CG to execute
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Figure 2.3: DeGelgeneral architecture [Shahar et al. 2004]

It begins with the construction of a set pfan instancesn order to accomplish all plans
included in the Asbru-coded CG, and proceeds withrtia plan instance object [Young
et al. 2007]. When thisoot plan instance object is terminated, either successfully, (h a
completed state) or unsuccessfullyg( in a rejected or aborted state), the application of the
overall CG instance terminates. All of the plan instancedraterconnected in a plan instance
network {.e., parent-child relation), and changing their status acogydo the execution of
their plan bodies.

2.3 Guideline Acquisition, Representation and Execution

GuideLine Acquisition, Representation and ExecutiGhLARB is a system to acquire and
execute clinical guidelines, developed at the Computesri®e Department of the Universit
del Piemonte Orientale of Alessandria (ltaly) in coopermativith Azienda Ospedaliera San
Giovanni Battista of Torino (one of the largest hospitaliaty) [Anselma et al. 2006, Teren-
ziani et al. 2005, Terenziani et al. 2004, Terenziani et@D3].

Clinical guideline representation

Internally, CGs inGLAREdo not use any standard representation. Their authors lefived
a proprietary graph-based representation, where eaanadstrepresented by a node, while
control relations are represented by arcs [Terenziani 08l1].

The GLAREdesigners distinguish betweatomicandcompositeactions.Atomicactions
are simple actions to be performed in a particular point ef gnidelines. Four possible
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User interaction Access patient data

(Graphical User (Electronic Patient
interface) Record interface)

Start/resume  {Patientuser, and GL}

application /
Spock Engine session Application
Controller Instance

Root lnstance

Retrieve
Hybrid-Asbru GL

if(hgb>12,
f(hge>12) Parse hybrid
XML content

L step Plan Instance
iflngb>12) (activated)
Load step
Hybrid-Asbru
. tology
Hybrid- i . Plan Instance Plan Instance
Asbru XML _m HbeE'd'ASer (suspended) (activated)
Schema Ll / N\ / 5
I 4

Plan Instance ~ Plan Instance  Plan Instance
(completed)  (suspended) (completed)

State-transitions propagation network

Figure 2.4: Spockgeneral architecture [Young et al. 2007]

atomic actions were defined) queries that allow to request any external informatiai),
work actions that represent actions to be performéd) decision actionsthat embed a set
of conditions to select an alternative among a set of actilbaiscould be performed at that
instant, andv) conclusionghat allow to describe outputs of a decision primiti@Gamposite
actions are collections of atomic or other composite astidfor each action there is a set
of preconditionsto be fulfilled before its activation, and a setaainclusionsthat hold after
the execution of the action. THBLARE execution engine maintains the current state of
all actions and monitors all their preconditions beforetstg them. Fig[2.5(d) shows the
complete taxonomy of actions defined@iLAREas well as a specialisation gfieries, work
actionsanddecisions In addition, Fig[Z.5(8) depicts a guideline example mgftall the
different primitives together.

Recently, the authors @sBLAREhave enriched the internal representation of guidelines
in order to support temporal reasoning facilities such assistency-checking during the
creation of a guideline or checking whether actions coulpdréormeca posteriorifAnselma
et al. 2007]. This kind of functionalities were implementgddefining a temporal model that
manages temporal constraints including constraints oaatepl/periodic events [Anselma
et al. 2006].



2.3. GUIDELINE ACQUISITION, REPRESENTATION AND EXECUTION 17

Composite Action Atomic Action
Query & Conclusion W Decision Work Action @
Query from Query from Query from Diagnostic Therapeutic Clinical ~ Pharmacological
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gallstones and physical choice litholytic therapy litholytic
examination treatment

(b) Example of CG modelled usif@LARE the gallbladder stones treatment case study

Figure 2.5: GLARErepresentation overview (from [Terenziani et al. 2004 gherani et al.
2001])

Architecture

GLAREdistinguishes between tteequisition phasewhen a guideline is introduced in the
system é.g.,by a committee of experts), and tAgecution phasevhen a guideline is applied
by physicians to a specific situatioing(, it is instantiated on a given patient).

They define three layers call&ystemXML andDBMS(see Fig[26). Th8ystem Layer
contains théAcquisitionandExecutionmodules. The lower level, callddBMS Layey con-
nects physically the higher levels with databases whereailired data for both creating and
executing guidelines are stored. There are data conceanaitable resources, terminology
used in guidelines, information about drugs, informatibow all open instances of guide-
lines, a repository of guidelines, and medical records diepgs. The intermediatXML
Layer allows to exchange data between DBMS Layerand theSystem Layem a struc-
tured way [Terenziani et al. 2002]. TIL Layerdefines an intermediate structure for each
database that provides independence between the dats aise it

This system is focused in the managemerteafiporal constraintbetween different ac-
tions in a CG, and th&xecution Modulallows to execute/simulate a CG using the appro-
priate retrieved data from each database. Each patienisiawh medical record (contained
in the Patient DB, which is updated continuously with the actions executétiiva CG.
The architecture is complemented with a database of alailabources in a given hospital
(Resource DR that allows to make domain-dependent execution of guidsel Moreover,
GLAREallows the local adoption and update of guidelines to coptl Woth the need to
apply them to new situations (countries, hospitals andépadments), and with the need
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to manage update.g, authoring, recording the history of a guideline and leagrfrom
experience) [Terenziani et al. 2005].

Expert Physician User Plfysician
‘ Acquisition Interface ‘ ‘ Execution Interface ‘
System I I
Layer
‘ Acquisition ‘ ‘ Execution ‘

S AN /

AN
XML Layer / \ \ \ \

Clinical ||Pharmac|| ICD |[Resource CG Instance|| Patient
XML XML XML XML XML XML XML

DBMS|Layer
Clinical \[Pharmac\/ ICD \/Resource CG Instance)( Patient
DB DB DB DB DB DB DB

Figure 2.6: GLAREgeneral architecture [Terenziani et al. 2003]

2.4 GLIF3 Guideline Execution Engine

GLEE s a tool for executing guidelines encoded in the 3rd versioBLIF (called GLIF3),
which was developed across different institutions: theddepent of Biomedical Informat-
ics (Columbia University, US), the Stanford Medical Infatics Lab. (Stanford University,
US), the Decision Systems Group (Brigham and Women'’s Halspiarvard Medical School,
US), the Department of Management Information Systemsvgssity of Haifa, Israel), and
Eclipsys Corporation (Boston, US) [Wang et al. 2004, Wangh®§iffe 2002].

Clinical guideline representation

GLEE handles guidelines encoded in t68&IF3 language.GLIF3 represents guidelines as
flowcharts of temporally ordered nodes calipddeline stepthat store actiong¥ction Step3,
decisions DecisionStep$, and clinical states of the patiedtient Clinical_State$. There
are two more types of nodes, callBcanch StepsandSynchronizatiorStepswhich are used
for modelling multiple concurrent paths through the guige[Choi et al. 2007]. Decision
criteria are modelled using an OCL-based language (Objecsttaint Language) called
GELLO [Boxwala et al. 2004].

Guideline Execution by Semantic Decomposition of RepregEm (GESDOR) is an
improvement ofGLEE which allows to represent clinical guidelines indeperlyeof the
chosen representation language [Wang et al. 2003, Wand.2088 GESDOR model was
tested withGLIF3 and a subset of PRGrma
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Figure 2.7: GLEE general architecture [Wang et al. 2004]

Architecture

As shown in Figl2J7, three levels of abstraction are defin€lEE: data, business logiand
user interface Thedatalevel contains the EMR with a guideline repository and¢heical
event monitor that allows the execution (or simulation) of clinical gelities through an
event-driven model. Thbusiness logidevel contains the GLEE execution engine, formed
by a server and many clients. The server interacts with tteeleiel, and clients interact with
users (both through defined interfaces). At the bottom, wktfiruser interfacdevel, where
the clinical applications that exchange data with the ujpesis are located.

The execution model dBLEE takes the'system suggests, user controlapproach. A
tracing system is used to record an individual patient'sestéhen a guideline is being ap-
plied to that patient. It can also support an event-drivegcaiion model once it is linked
to the clinical event monitor in a local environment. Thecing system allows to maintain
two main views of the execution. One the one haBHEE suggests which actions can be
performed and decides which actions (whose preconditiensaisfied) can change the state
from started to finished. On the other hand, the user canadh# process, and it can initi-
ate, confirm or decide different transitions between astiéiig[Z.8 shows the whole process
maintained by th6&LEE execution engine through the tracing system. Moreovertthang
system was implemented as an external element and, tddée#i further analysi®(g.,eval-
uate the quality of suggestions or audit the sequence obipeeld actions), it stores all logs
using XML (seedatalevel in Fig.[Z2.T).
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Figure 2.8: GLEE state-transition model [Wang et al. 2004]

In addition to serving as an interface to t@&IF3 ([Boxwala et al. 2004]) guideline
representation modelGLEE defines a collection of public methods (back-end and front-
end interfaces shown in Fif._2.7) to connect it with eledtranedical records and other
clinical applications to facilitate its integration withe clinical information system at a local
institution. Concretely, two main (widely used) represgions were selected to facilitate
sharing information across different institutions: reseudescription framework (RDF) to
store the guidelines, and HL7 as generic patient data modahd) et al. 2004].

2.5 NewGuide

NewGuides a framework for modelling and executing clinical praetguidelines developed
at the Laboratorio di Informatica Medica, Univeesidi Pavia, Italy [Ciccarese et al. 2004,
Ciccarese et al. 2005].

Clinical guideline representation

Guidelines are represented using a representation laagadigd GUIDE, which is based on
Petri Nets [Quaglini et al. 2000]. It allows to model compt®ncurrent processes as well as
temporal, data and hierarchical issues [Quaglini et al1200

NewGuideauses the UMLS codification ([Lau & Shakib 2005]) to describedical terms
and procedures and a Medical Text Mark-up language c&lgdeline text Mark-ugo de-
scribe tasks within a guideline [Kumar et al. 2002].

Architecture

GUIDE is integrated into a workflow management system whidppses an infrastructure
that enables inter- and intra-organisational commuracatirough eCareflow Management
System(CfMS) that, on the basis of the available best practice oadinowledge, is able



2.5. NEWGUIDE 21

to coordinate the care providers activities. The final gdahis architecture is to provide
Health Care Organizations with technical solutions whibbwdd enable them to improve
process efficiency, outcomes and quality of care.
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Figure 2.9: NewGuidegeneral architecture [Ciccarese et al. 2004]

Fig.[2.9 shows the guideline management system proposéteimGuide First of all,
the authors divide the guideline management in two levedstral and local. The former is
intended to manage guidelines that cover a region, a counsigveral countries. These (gen-
eral) guidelines are defined by some health authority ornatéonal organisation. The latter
(alower level of coverage) is localised in healthcare oiggtions that adopt global guidelines
according to their particular requirements. In both catiescreation and storage of those
guidelines follow the same proceduiig¢the CG is created/edited with tiNewGuidegraph-
ical editor tool,i7) the guideline repository manageeceives that information and splits it
into two databases: the general information such as aigip#iiy, author, and version is
stored in the first database which is used to searpbsteriori and the rest of the guideline
(GUIDE content) is stored in a database of templates.

As shown in Figl Z.1l0, the inference engine is composed eéthrain elements:general
manager amessage managesnd annstance manageiTheinference enginés invoked by
a clinician and automatically creates an instance of a C@v{pusly retrieved according
to some criteria) for the management of an individual patieAll the steps followed in
the execution of a guideline are supervised byirmtance managerAt the same time, all
instances are controlled bygeneral manager After loading the guideline, thanstance
managemeeds to collect all patient’s data stored in his patierng:cThe execution engine
goes step-by-step recommending actions, such as drugipt&stor laboratory tests and, at
the same time, stores that information in a logs databaséogitlata are used to monitor the
status of a patient in the CG in another module namgdrting system

In addition, the communication betwe&lewGuideand the external world is governed
by themessage managewhich delegates requests and responses to the web uséadate
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or to an external entity (through a SOAP interface) on théshafsthe system configuration.
The responsibility for maintaining the correct CG flow anditig is left to the external CfMS
[Ciccarese et al. 2004].
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Figure 2.10: NewGuidenference engine [Ciccarese et al. 2004]

NewGuideauthors have studied in detail the concephof-compliance with guidelines
In [Quaglini et al. 2004] they analysed different factorattban cause a doctor not to fol-
low a certain procedure; for example, a guideline does rmtige the best recommendations
for all patients under all possible circumstances, or agjirid can be applied in different
ways depending on the clinical setting. For those reasamgelines should be evaluated
on the fieldin order to assess both their applicability and the effectdss of their imple-
mentation. This analysis can be a useful exercise becacserding to the type of the de-
tected non-compliance, improvements may be achieved Ifgrelift interventions, such as
site-specification of the guideline, users education,theafte administrators involvement,
and organisation re-engineering.

2.6 Standards-Based Sharable Active Guideline Environment

The SAGEproject is a collaboration among research groups at sixutisns in the US
[Berg et al. 2004, Tu et al. 2006, Tu et al. 2004, Tu et al. 2007k project pursues two main
goals. First of all, to create an infrastructure that allomedical experts to author and encode
guidelines using a standard representation, and thenetthissinfrastructure to deploy these
guidelines across heterogeneous clinical informatiotesys.

Clinical guideline representation

The internal representation of guidelinesSAGEis made using the EON formalism which
is comprised of a set of Prigge classes and plug-ins [Gennari et al. 2003, Tu & Musen 2001].

Fig.[2.11 shows a portion of 8AGEdefined guideline and how the elements should react
to the events in the care proceSAGEdefines two different formalismgecommendation-
setanddecision-magTu et al. 2006].
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Figure 2.11: The top-level process specification3AGE(adapted from [Ram et al. 2004]).

Therecommendation-sé$ an activity graph composed of processes and interadbiens
tween them. Activity graphs allow the specification of cotgpional algorithms or medical
care plans as processes consisting) afontexts that are combinations of a clinical setting
(e.g.,outpatient visit in a general internal medicine clinic);eproviders to whom the recom-
mendation is directed, relevant patient attributeg.(patient age), and possibly a triggering
event €.g.,a patient checking into the clinic);) decision nodeghat evaluate conditions on
variables é.g, a Boolean precondition for an action}j) action nodesthat encapsulate a
set of work items that should be performed either by a commytgtem or by a healthcare
provider, andiv) routing nodesthat are used purely for branching and synchronization of
multiple concurrent processes. In Hig. 2.01, andC?2 representontext nodesA1, A2 and
A3 areaction nodesD1 and D2 aredecision nodesaandR1 is an example of eouting node

Architecture

The global architecture of the system, that includes a djniel@xecution engine as its cen-
tral component, is shown in Fif._2]12. It is important to nibte integration of this engine

with current clinical applications, and also the definitimina central core of terminologies

(models that detail not only medical data but also patietd,dzare workflow processes and
the structure of health care organisations) [McClure e2@06].

The execution engine, calleAGEDesktopis implemented as a centralised element.
Given a guideline, it collects the required data from anrimaerepository and allows medical
experts to emulate the real guideline behaviour [Berg e2@04]. As shown at the bottom
of Fig.[2.12, the execution engine interacts with the cihinformation system (CIS) via an
event listener and a set of service=fninology patient recordand generaapplication3. The
terminology servewas added to customise the terms used in some specific Iqnalatpns.
Calls to/from the execution engine and the CIS are made giraiset of defined APIs, which
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allow interoperability with existing systems. Servicetated to the EMR (invoked using
medical record callsallow the engine to retrieve the appropriate patient dafter that, the
action service callsllow the engine to initiate actions within the CIS.

The SAGEproject proposes a guideline model with the following feasu

e |t uses standardized components that allow interopetyabiiiguideline execution ele-
ments with the standard services provided within vendaicdi information systems.
It proposes the use of a repository of CGs in order to mandgeailable guidelines.

e It uses standards to represent the data (EMR and processaggsSNOMED-CT and
Health Level 7 (in particular, HL\W3) [Lau & Shakib 2005].

e Itincludes organizational knowledge to capture workflof@rmation and the resources
needed to provide decision support in enterprise settihgsoposes a methodology to
develop/create medical guidelines.

SAGE Guideline Model Concepts

’ Context | ‘Decisions| ‘ Actions | ‘ Route ‘

I [ [ I

v
‘ Guideline Recommendation Sets m Metadata

I Data queries and decision logic represented
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(Virtual Medical Record)
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Figure 2.12: SAGEglobal architecture (adapted from [Tu et al. 2004, Ram e2G04])
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2.7 Specification Execution and Management Plan

Srecification Execution andMlanagement PlarSpEM is a framework for supporting the
management of clinical guidelines [Dube 2004, Dube et &052@ube & Wu 2006] which
was developed at the Department of Computer Science, Dufititute of Technology,
Dublin, Ireland.

Clinical guideline representation

The authors defined a model that allows to both create andiexelinical guidelines. First
of all, a general purpose language called PLAN was adaptegptesent clinical guidelines.
That language follows an event-condition-action (ECA)rapgh, based on rules [Mansour
et al. 2006]. Fig[ 2,13 shows the defined syntax for theses rahel an example. This ECA
rule mechanism is mapped into an existing Database Managesystem (DBMS), that is
at the end who performs the enactment of a specified guidilioegh rising and managing
different triggers [Dube & Wu 2006]. The execution modulebemided in a DBMS uses
these rules to start a guideline and, according to the raigets, activate an specific task. An
ECA rule is composed of three elementd:an eventpart, containing a so-called transition
predicate that lists all possible events which are of canterthe rule (it constitutes the
situation that the rule has to monitob),a conditionpart, which can be an arbitrary predicate,
andc) anactionpart, which is an arbitrary list of executable functions.

SpEMdefines the following primitives that are required in a glirke or protocol rep-
resentation modelz) anaction, which represents any clinical or administrative task that
recommended to be performed, maintained, or avoided dthiangrocess of guideline appli-
cation,b) adecision that is a selection from a set of alternatives based on finedkcriteria
in a guideline ) a patient statewhich is a materialisation of a treated individual’s otiai
status based upon the actions that have been performedeadeédisions that have been made
and,d) anexecution statewhich is a description of a guideline’s current state [D2664].

%PLAN Syntax

<dynamic-rule> ::= <rule-header><rule_body>

<rule-header> ::= RULE <rule-name>,[<description>,]

<rule_body>::= ON: <event_spec>, IF: <condition_spec>, DO: <action_spec>;
<event_spec> ::= <event_name> ( [<parameter_list>] )

<condition_spec> ::= <condition> | <condition> {AND | OR} <condition_spec>
<action_spec> ::= <action> | <action>, <action_list>

<condition> ::= logical condition

<action> ::= <action_name> ( [<parameter_list>] )

Y%example

RULE ma1sdr1,

DESCRIPTION: rule to order test B if A result is abnormal,
ON: result_arrival('A"),

IF:A> 8.5,

DO: order_test ('B');

Figure 2.13: SpEMsyntax rules [Dube et al. 2005]
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Architecture

As shown in Fig[2Z.I4SpEMwas designed as a layered framework. The highest layer im-
plements the Guideline Management services and it is dividgehree main components:
Specification planeExecution planeand Manipulation plane The first module is able to
capture clinical guidelines in a formal way. It provides huats to access, store and manip-
ulate guidelines represented using Protocol Language KPL[Bube 2004]. TheExecution
planeprovides methods and tools to ease the creation and exeaifatient-centred guide-
lines adapted from guidelines stored in the repository. lasemodule, theManipulation
plang provides facilities to query and operate on guidelinerimfation through a high level
language called TOPSQL [Dube 2004]. The lower layer implaiméhe active rule exten-
sions through an existing DBMS which supports the ECA meidman Between those two
layers, the authors added an intermediate layer to supplaborative features(g.,manip-
ulation of guidelines between several practitioners) dradting facilities in a generic way (to
allow re-use by different applications) [Dube et al. 2005].
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Figure 2.14: SpEMframework (adapted from [Dube 2004] and [Dube et al. 2005])



2.8. COMPARISON 27

2.8 Comparison

In the previous section several computer-based systernsdraage clinical guidelines have
been briefly described. All of them have different scopegtegentations and architectures,
according to the research interests of each developingogrdhis section provides a high

level comparison of these tools, focused on the items in€ll@hl. These items are the
following:

a) the existence of a repository of guidelines,

b) the presence or absence of a tool offering a (graphicaiyeti create and visualise its
own guidelines,

¢) the formal language used to represent the clinical guidsli
d) the basic elements defined in the guideline representtimuage,
e) if the tool is designed to be deployed as a distributed gyste

f) the presence of complex coordination elements such adlgd@ra, negotiation or
scheduling,

g) the type of execution engine (there are different appreath follow a guideline such
as event-based (EB) and rule-based (RB)),

h) the connection of the system with an electronic medicaimdecEMRﬁl,

1) the ability to integrate the execution engine with an éxgstlinical management sys-
tem (CMSE,

h) the use of any standard terminology or representatiorulage, and finally

1) the inclusion of security tools to preserve data integgityl authenticate the accesses
to the (very sensitive) medical data exchanged in thesersst

1The main goal of the EMR is to store and maintain a computeriséidrpaecord. It stores all the medical
history of the patient with information about results anddgieg tasks.

2A CMS is a complex system that includes the management of paijeith access to the EMR) as well as the
management of resources, staff, orders and prescriptions.
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Repository of guidelines

All the tools offer a repository of guidelines. It allows teaithe best available guideline at
each moment and/or to update them when necessary. In sope@AARE NewGuidg the
repository stores several versions of a CG, allowing veism In particularDeGeLimple-
ments some tools to index the stored guidelines and to eaaldetomatic search by another
decision support system. This feature can be used to uguateG@s or to tailor a general CG
to different medical centres according to the resourcetadla in each location. Moreover,
HECASE2 proposes to distinguish the knowledge available in difiedepartments allowing
different repositories for each department in each medieatre. That distribution of the
knowledge has several advantageg( to allow a personalisation of CG to the particular
circumstances of the department or the versioning maietaby the doctors of a medical
centre), but it hinders the management of all available CGs.

Guideline editor

The use of an editor to create guidelines is a recommendéddaase the visualisation
and updating of guidelines. Most of the described toolsrafeeditor, which translates the
clinical guidelines into the chosen representation laggua&loreover, most of them identify
several basic components (actions, decisions, and queiesh are linked together using a
flowchart-based approach.

Arezzd™, DeGel, GLARE GLEE, NewGuideand SAGE have a (graphical) editor to
create guidelines in their own representation. GBbhEMIlacks this module, as it translates
CGs directly to database event rules.

Even though a deep analysis of the editors is out of the scbitesamanuscript, a good
feature that could be implemented in these systems is a wasbdbedition. In addition,
collaborative features to improve the creation of CGs anuifigrent medical experts would
be very useful.
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Language used to represent the computer-interpretable clinical guidelines

There are several available languages and models to repgasgdelines [Clercq et al. 2004,
Peleg et al. 2003, Quaglini & Ciccarese 2006]. This is an irtged drawback because it
prevents researchers from implementing tools in the sanyeamal there is not ange facto
standard language. As summarised in Tablé 2.1, all plafatefine their own language or
representation structures, according to their specifitsgoa

FortunatelyArezzd™, DeGel, GLEE, NewGuideand SAGEuse structured and well de-
fined languages that can be read, parsed and analysed byrarprofhat means that these
languages can be re-used by other organisations in ordergiernent arad-hocguideline
execution engine or to improve those functionalitieg(,to edit, to store, to validate) to
allow for example a collaborative management.

Guideline representation languages definalidarative knowledggnow-how) of com-
plex medical pathways. The information given in a CG repmnesthe medical knowledge and
allows to implement decision-support services at the righe. Although this information
is very valuable, process-oriented knowledge (or tacitkadge) that describes organisa-
tion goals, roles and responsibilities, and communicatiocoordination patterns of the care
process, is also required [Peleg & Tu 2006, Stefanelli 200¢grmally, this knowledge is
represented outside of the CG (one of the most used repatiesistis UML) although sys-
tems such adlewGuideinclude both kinds of knowledge using the same CfMS paradigm
[Quaglini et al. 2000]. Developing guidelines is esseftialconsensus process among med-
ical experts. Yet, there is a gap between the informatiortadoed in published clinical
practice guidelines and the knowledge and informationdhanecessary to implement them
[Bates et al. 2003, Lenz & Reichert 2005, Shiffman et al. 204 the studied CG represen-
tation languages, PRGrma(used byArezzdM) is the only approach that makes a distinction
between a declarative language? (IR used during the guideline acquisition phase, and a
procedural language o) that is processed by a general interpreter (PROLOG in #ss)
in an execution engine [Fox & Das 2000]. All other approaateeglire a custom-developed
execution engine, in which the different procedural aspetthe guideline are encoded pro-
grammatically [Clercq et al. 2004].

Basic elements defined in the guideline’s representation language

As shown in the previous item, there are different languagespresent clinical guidelines,
but some of them share common features. Systems suéleazd“, GLARE SAGEand
GLEE use similar basic elements (actions, decisions and eeqliriThe main difference
is related to the management of the links between those alsngeg.,the use of temporal
reasoning).

Those languages embed declarative knowledge using diffpramitives like cycling it-
erations, logical expressions in decisions, control $tmes for synchronising sequences of
actions, and evaluation of pre and post conditions befodeaéter the execution of an action.

It is feasible to think that these approaches could convietgea common languagé&
cover all functionalities identified in these represeotati Nowadays, the fact that there is
no standardisation of representations implies that halspilmplementad-hocsolutions in
most of the cases. In this sense, there were several att¢i@piman et al. 2004, Boxwala
et al. 2001, Peleg et al. 2004]) to find a common representé&tionat with limited success.
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Agents

Although most of the papers do not use the teagentor multi-agent systerffWooldridge
2002)), the authors of the analysed systems propose ditdlarchitectures (usually a client-
server approach) with both data and tasks deployed aroumthpLder network. In particular,
GLARE GLEE andNewGuidedefine different types of decentralised systems. Some esutho
propose an event-driven approach, similar to the commtiaoicdased approach that is the
basis of multi-agent systems. Moreover, some of the prapwseiules act autonomously, for
instance run-time engines, and they could be easily mappe&gents. Thérezzé" expe-
rience, currently being developed, show how a guidelineetien system can be developed
using an agent-based perspective with a formal languadgeasieR@rma, which has been
designed to interact with external elements linked to eg€lttis perspective allows to design
interoperable platforms that could be extended, in a flexiy, with more services and re-
sources as required in a specific clinical setting. Thisresitslity and flexibility is especially
clear in the HHCASE2 system developed in the present work.

Coordination

Clinical guidelines define different tasks to be accomgishn any run-time engine it is very
important to coordinate these tasks efficiently in ordemtpriove the global performance.
For instance, some tasks to be performed can have a timer@ongteadline) that should
be considered before tackling other tasks; at this poietstistem must perform a booking
between the patient and the resource that manages thea@dask. The execution of a CG
requires planning, negotiation and scheduling betweeerdlties, resolving conflicts and
verifying the consistency of all partial results [Jennidg§96]. In the analysed systems, a run-
time engine (central element) controls the execution ofGke Only SpEMdoes not show
coordination features and the DBMS is who simulates theteremt through the activation
of events and rules.

Run-time engine

A run-time engine is required to simulate the behaviour diracal guideline with the patient
data values. There are two approaches to perform the siolan event-based approach
(EB in the table), such &SpEM GLEE andSAGE and a rule-based approach (RB), such as
NewGuide GLARE DeGelor Arezzd".

The difference between event and rule-based approachesvishie systems are used.
The former approach can be used in a continuous system aravenés are handled asyn-
chronously as they appear.§. the arrival of a patient’s result). The later should be maeitl
by another partner that supervises and controls the rudgs#m be activated in any moment
in a synchronous way.

Access to an electronic medical record

As reported in Holbrook et al. (2003) and Hoyt et al. (200fgre are dozens of implemen-
tations of electronic medical records with different fuooglities. In all cases a gateway
between the guideline execution system and the compuliguistéent record is needed to re-
trieve the required patient’s data at each moment. A knogddzhse is usually employed to
know exactly which attribute is required and to allow thetsgsto find it within the EMR.
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Most of the analysed tools implement an interface that exsatile communication with
a proprietary EMR representation. Usually, the guidelireceation engines define a set of
(general-purpose) interfaces that should be customigeelith EMR and provide indepen-
dence between the data and its use. This integration is tmepmablem of all guideline-based
execution systems. The data definitions required in (forigaildelines may not map to the
data available in an existing EMR, and in practice an extansr modification should be
made for every case [Lenz & Reichert 2005, Coiera 2)0Recently, Pelegt al. [Peleg
et al. 2008] have integrateg@dLEE with two existing EMRs through an ontology-based in-
terface that translates all requirements of the guidelie $QL queries to perform in the
EMR.

Access to an existing clinical management system

Extending the previous item, a more general criterion tduata is to know whether the
systems were designed to be included in an existing clim@aiagement system [NCQHC
2006]. Normally, these systems provide general functibealin a healthcare institution,
which could be used by a guideline execution engine. Thesgifinalities mainly comprise
the management of information about the available humamuress. All the suggestions
made by the guideline execution engine can be used to awdéatuate general behaviours,
identify bottlenecks or dysfunctions between the guidetind the daily practice.

ArezzéM, GLEE, NewGuideand SAGEwere designed explicitly with this gateway be-
tween those systems (the clinical management system arglitieline execution engine).
GLAREcan also be connected with an existing system but it reqtoresstomize the XML
Layer between the system layer and the databases. The rést efstems were not de-
signed to be embedded into existing systems, and this furadity would require to add new
modules or re-design the systems.

Towards this integration, researchers have investigdiedvay to define and implement
interfaces to include clinical decision support systents different commercial hospital in-
formation systems (HIS). One of the first attempts in this disnwas made by Miler et
al. [Muller et al. 2001] who designed two prototypes to includenawledge-based system
into two different commercial HISs. They used XML, CORBAydand JDBC calls in order
to implement some wrappers to allow getting and putting de&taHISs. Another work in
this field was made by Schadat al. [Schadow et al. 2001], who designed a model to in-
tegrate guidelines in an existing electronic health recbrdhis case, the authors designed a
HL7-based set of classes embedding logical conditions aatsgand obtained an homoge-
neous representation for both declarative knowledge atad &nally, Vesel et al. [Vesely
et al. 2006] described the integration of a GLIF-based systith an existing information
system. In this case, the system was designed as an alersitegrsbut also included a wrap-
per of the existing system in order to control the changegganthe required data.

Standards used

Medical terms can change significantly their meaning wittelsyntactic changes. A solution
for that problem is the use of a standard terminology. In [ReBhakib 2005, Coiera 200}

there is an analysis of a set of currently available apprescimcluding those used in the
tools analysed in this paper. UMLS, which is used in sevdrti@studied systems, links the
major international terminologieg.g.,SNOMED, MESH, LOINC and ICD) into a common
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structure, providing a translation mechanism between theath medical term is labelled
with a Code Unique Identifier. Medical terms (CUIs) have a aetic type €.9.,diagnostic
procedure, finding, body part), a definition, synonyms, andliction of relationships with
other CUIs €.g.,isA, isPartOf).

The use of a well-known nomenclature is an advantage in eodecilitate the dissemi-
nation and automation of the execution of clinical guidesimnder any representation. Com-
paring coding systems is an arduous task and it is conteerdiant. Depending on the
situation, a codification is more suitable than otheg(UK terms may not perform as well
in US-designed systems, or terms in primary care may diffanfothers used in hospitals).
In all these cases, a hand-made human supervision of theersesl should be performed in
any guideline acquisition process. When this supervisianase, the use of a codification
establishes the basis to interact with any computerisadmiatcord.

In addition, structured languages such as XML or RDF can leel us represent the
guidelines internally. This functionality facilitatesasiing and reusing of existing elements
among the different entities involved in the managementcedtion of guidelinesGLARE
GLEE, DeGelLandSpEMuse this kind of representations.

Security issues

Medical data is sensitive and has to be managed accuratedyismissions, accesses and
storage need a secure handling. To ensure secure trarmmissciphering of contents needs
to be made [Simone 2001]. To ensure secure access, onlyeregigand authenticated)
agents have to be permitted to exchange information withathgr agent of the system.
Finally, data should be stored in a secure database witleatithtion controls of the agents
and users that want to access it. None of the analysed systgtenents explicit security
mechanisms. As will be shown in future chapters, this issisedeen addressed in theEla-
SE2 system.

In addition, as reported in [Holbrook et al. 2003], one ofllasic functionalities analysed
for a set of EMRs, is the provision of log-on/log-off proceesl and security issues. The
authors of this study identified 15/40 systemsfafi’ EMRS. A future line of research is
to adopt theséfull” EMRSs in a guideline execution engine and to take advantagleest
facilities.

2.9 Discussion

This state-of-the-art has described the basic aspectvefadapplications oriented towards
the automation of clinical guidelines.

As a result of this survey, several limitations were ideetifand should be tackled in the
future. One of them is the representation of computer{imétable guidelines. The represen-
tation language is the basis of these tools, and it could bead#e to adopt one formalism
as standard and promote the interoperability betweenrdiftdools and systems. This stan-
dardisation seems quite feasible, as most of the representanguages commented in this

SA “full” EMR is understood as a system that implements: log-on/logroffedures, security; patient database;
charting encounters; prescriptions; chart summary/cunvelatitient profile; reports; access to on-line information;
referral letters; querying the database, practice rebgaealth maintenance; patient education; laboratory erder
and retrieval; and communications and productivity.
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survey share the same basic components: some kind of afg@sion/enquiry nodes, some
mechanisms for coordination or synchronisation of actitims ability to create sub-plans or
sub-guidelines (so that different levels of abstraction lsa considered when working with
guidelines), and the possibility of storing the state of algline which is being executed.

Another important element of such automation is the excgesf an electronic medical
record. The problem of finding the best possible representaf an EMR has not been
solved yet, and applications are maehocto fit a certain representation. This also limits
heavily the interoperability of different tools.

It is also fair to say that in most countries (even the onesidamned to be more techno-
logically advanced) health care is not yet fully computedisand nowadays it is unrealistic
(oritis hard and expensive) to include automated guideitectment systems in real clinical
settings. Most of the described systems consider as a bigeoothe seamless integration of
the execution of guidelines with the usual workflow of adi@s within a medical centre, in
order to make it feasible to introduce this kind of systemddity clinical practice.

A common feature in most of the analysed systems is the iaterganisation. Basically,
we identified three main levels: a level with the patientisted data, an intermediate level
with the execution engine, and a level that contains a seteffaces to connect the execution
engine with external devices. This approach provides pamescy between the data and its
use and allows to improve each element independently.

Clinical guidelines include sets of rules that a doctor aallodv in a specific situation
(diagnosis, treatment, or prognosis). Coordination betwaimans and resources according
to these rules is required to follow a guideline in a coheweay (ensuring the satisfaction
of all relevant constraints). In a centralised model, cowtion protocols are difficult to
implement or the amount of data to be exchanged could suppdmstieneck that could
hinder system performance. Due to these shortcomingsnthesion of a distributed system
(e.g.,multi-agent system, [Wooldridge 2002]), as proposed is wrk, is a step forward in
the development of guideline execution systems.
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2.10 Conclusions

This chapter analysed and compared different guidelisedaxecution systems. A brief list
of conclusions of this review is the following:

It is widely accepted that the adoption of guideline-exeguengines in daily practice
would improve the patient care, by standardising the cavequiures.

A guideline stores medical knowledge (declarative) aboatlical procedures. It is
important to use a common vocabulary and adopt one of théablaiterminologies
to permit reusing, learning and sharing this modelled kedgk. Moreover, organi-
zational knowledge to describe the roles and allowed astfonall actors involved
during the execution of a CG, would allow to describe expliche know-howbe-
haviour. These data should be represented outside theatligiideline in order to
facilitate its reusing among different kind of organizatog.g.,different countries or
different medical centres).

The quality of a guideline depends on both its acquisitiod &s verification. The
former has different approaches and there is not any stdmdavidely used language.
The latter is not fully implemented and should be addresgeddearchers. One of the
most interesting challenges is to design guideline exeow@ngines independent of the
representation language used.

Guideline-based systems can be embedded in a knowledgd-tesision support sys-
tem in order to deliver the "right knowledge to the right pksojm the right form at the
right time” [Schreiber et al. 1999]. In this sense, healthda becoming increasingly
patient-centred and individualised, with the patient Imeicg an active subject rather
than a mere object of healthcare and, these kind of systemadmpt user preferences
to deliver the services [EC 2007].

Guideline-execution systems should implement appraprabrdination techniques
to perform a complex distributed task (careflow), and to misé errors and delays
between all transitions.

The inclusion of a guideline-based system or, in a more gémety, a clinical decision
support system into an existing (commercial or not) eledtronedical record system
is hard because they are designed as closed monolithiesystithout interoperability
methods.

This is an ongoing research area with numerous researctogking on it, designing
and implementing useful execution systems that could pielgnadd some benefits to
the daily practice.

As suggested irezzé™ (and also in this work), agents can be a feasible option to
optimize a guideline execution system in different levalsefficient collection of data
from different heterogeneous repositories (maybe withatthdition of wrappers), the
coordination of tasks during the execution, and finally, emorovement of the general
throughput of the system in front of a centralised one.
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Chapter 3

Multi-agent systems applied in
healthcare

Healthcare is a large domain where some researchers haliledagifferent Al techniques
and algorithms. Our study is focused in the application of$44vhich allow to implement
distributed systems with several benefits in front of cdised ones. Moreover, using this
approach we can reuse existing applications and increasgeheral performance of the
system.

In this chapter we study the intelligent agents paradigmiretioption in the healthcare
domain. This chapter is organised as follows. The next@edescribes the main charac-
teristics of a MAS, summarising a list of features that amageay exhibit, and concluding
with a list of properties emerging from their use. Secfid® &alyses the characteristics of
the problems in the healthcare domain in order to explairattezjuacy of adopting MAS to
solve them. Finally, Sectidn 3.3 reports the domains oftheate where agent technology has
been appliedd.g.,planning and resource allocation, decision support systamormation
management), summarising the most interesting works imgreged in those domains.

The application of intelligent agents in the healthcare dionis an active and interesting
research area, which holds specific workshops (collocatitiae most important Al confer-
ences such as IJCAI, ECAI or AAMAS), special issues (pulelisim journals such as IEEE
Intelligent Systems and Al Communications), boo&sy(,Agent Technology and e-Health
[Annicchiarico et al. 2008]), and research groups workirauad the world.
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3.1 Multi-agent Systems

First of all, we will describe what is an agent and the maingfiénthat we can obtain in any
agent-based application. An agent can be defined as folMiwslfiridge 2002]:

An agent is an entity that must be able to perceive the phlysicartual world
around it using sensors. A fundamental part of perceptidhésability to recog-
nise and filter out the expected events and attend to the anotgones. Intel-
ligent agents use effectors to take actions either by sgnaiessages to other
agents or by calling application programming interfacessystem services di-
rectly.

The main distinguishing characteristics of intelligentats are the following [Wooldridge
& Jennings 1995]:

e Autonomy Agents operate without the direct intervention of humanstbers, and
have some kind of control over their actions and interndesta

e Reactivity Agents perceive their environment (physical world, a uaerllection of
agents, the Internet, or a combination of all mentionediesjiand respond in a timely
fashion to changes that occur in it.

e Pro-activeness Agents do not simply act in response to their environmémy tare
able to exhibit goal-directed, opportunistic behavioud éake the initiative when ap-
propriate.

e Social ability Agents interact with other agents (and humans) via sontdfiagent-
communication language when they recognise the necedsiiych communication
(usually with the aim to complete their own problem solvimgido help others with
their activities).

MAS are applications in which many autonomous software &ggme combined to solve
large problems. A MAS has the following interesting projeest

e Modularity: the different services or functionalities may be distrédzbiamong diverse
agents, depending on their complexity. In addition, a MASves for the intercon-
nection and interoperation of multiple existing legacyteyss. By building an agent
wrapper around such systems, they can be incorporatedrirdagent society.

o Efficiency:a MAS enhances overall system performance, specificalhgaloe dimen-
sions of computational efficiency, reliability, extendilyj robustness, maintainability,
responsiveness, flexibility, and reuse.

e General performance:a MAS distributes computational resources and capalilitie
across a network of interconnected agents. Whereas a ¢eedraystem may be
plagued by resource limitations, performance bottlenegksritical failures, a MAS
is decentralized and thus does not suffer fromdimgle point of failureproblem asso-
ciated with centralised systems.

e Flexibility: agents may be dynamically created or eliminated accorditiget needs of
the application. Negotiation and knowledge exchange aft@roptimisation of shared
resources.
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e Existence of a standardhe Foundation for Intelligent Physical Agents (FIPA - [RIP
20023)) is an IEEE Computer Society standards committee that ptesnagent-based
technology and the interoperability of its standards witteo technologies. Its main
mission is to establish the rules that have to govern thegdesid implementation of
a MAS in order to achieve interoperability among systemac&il997 it has been re-
leasing specifications that have been slowly gaining aeoeptand have turned intde
factostandards in the agents commtﬂjtgbue to this fact, any of the agents developed
in this work is compatible with any other agent that follodue same specifications.

e Existence of software development toodowadays, there are many tools to create
MAS that provide some facilities (graphical tools, APIsamples, documentation)
to develop and interact with them [Luck et al. 2005, RicorleDemazeau 2000].
From all the available tods the most well-known and used are JADE (Java Agent
Development Environment, [TILab S.p.A. 2002]), FIPA-O®UZ, and AgentTool.

3.2 Adequacy of agent-based systems to healthcare problems

Medical informatics is a promising research area where ¢f@miaparadigm can be applied.
First of all, we summarise the main characteristics of trebj@ms found in the healthcare
domain. Then, we link these characteristics with the useyehts.

Some characteristics of the problems in the medical donrain a

i) Itis very usual that the knowledge required to solve a mobis spatially distributed
in different locations, which adds several constraintshi@ planning of coordinated
actions.

1i) The solution of a problem involves the coordination of tlifere of different individ-
uals with different skills and functions, usually withouitet supervision of a single
centralised coordinator. The provision of health caredgity involves a number of in-
dividuals €.g.,inpatients, outpatients, physicians, nurses, carerglsgorkers, man-
agers, receptionists) located in many different placekth&ke people must coordinate
their activities to provide the best possible treatmenhéogatient.

1i1) Health care problems are quite complex, and finding stahdaftware engineering
solutions for them is not straightforward. This complexégn be a bottleneck if it is
managed with a centralised system.

1) There is a great amount of medical knowledge available enirtternet that can be
accessed and reused.

Nealon & Moreno (2003) argued that agent technology is a ggaitbn to be used in
healthcare applications. The main reasons they gave indgfggiment are the following:

1All specifications can be downloaded from the FIPA repogitbttp://www.fipa.org/repository/standardspecs.html
[last access: 25/07/2008].

2An up-to-date list of agent software tools can be found at thegentLink website
(http://www.agentlink.org/resources/agent-softwaing). At the time of writing this chapter (June 2008), the
list contains information about 129 tools.
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e The components of a multi-agent system may be running ier@ifft machines, and be
located in many different places. Each of the agents may &gegpt of the knowledge
required to solve the problem, such as patient records hettifferent departments
within a hospital. Therefore, multi-agent systems offeatural way of attacking in-
herently distributed problems.

e One of the main properties of an intelligent agent is sotitgbiAgents are able to
communicate between themselves, using some kind of agemhoaication language,
in order to exchange any kind of information. In that way tleeay engage in complex
dialogues, in which they can negotiate, coordinate the¢ioas and collaborate in the
solution of a problemd.g.,different units of a hospital may collaborate in the process
of patient scheduling).

e When a problem is too complex to be solved in a single systeimugual to decom-
pose it in subproblems (which will probably not be totallgé@pendent of each other).
In multi-agent systems there are techniques of distribptetlem solving, in which
a group of agents may dynamically discuss how to partitiomadlpm, how to dis-
tribute the different subtasks to be solved among them, looexthange information
to solve possible dependences between partial solutiodsh@w to combine the par-
tial results into the solution of the original problem. Thuasulti-agent systems can
handle the complexity of solutions through decompositiondelling and organising
the interrelationships between components.

e Agents can also be used to provide information to doctorspmtnts. There are
information agents (also called Internet agents), thaspeeialised in retrieving infor-
mation from different sources, analysing the obtained,d&t@cting the information in
which a user is especially interested, filtering redundamtrelevant information, and
presenting it to the user with an interface adapted to thesyseferences.

e Another important property of agents is their pro-activityeir ability to perform tasks
that may be beneficial for the user, even if he has not expli@guested those tasks
to be executed. Using this property they may find relevamrinftion and show it to
the user before he has to request it. For instance, if it krbatsthe user has had heart
problems in the past and might need this information urgeatlpersonal agent that
also knows that the user is about to travel abroad could loblnformation about the
medical centres in the towns to be visited that have a cargljodlepartment.

e The basic characteristic of an intelligent agent is its maioy. Each agent takes its
own decisions, based on its internal state and the infoomatiat it receives from
the environment. Therefore, agents offer an ideal paradg@yimplement systems in
which each component models the behaviour of a separatg, émit wants to keep its
autonomy and independence from the rest of the systagnéach unit of the hospital
may keep its private data, or each hospital may use a diffpdicy to rank the patients
that are waiting for an organ transplant).

Other benefits of agents applied to healthcare are [Fox 20ai)]: a) agent technology
offers advanced platforms for building expert systems tisandividual clinicians in their
work, andb) distributed agent systems have the potential to improgeferation of health-
care organisations, where failures of communication amddioation are important sources
of error.
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3.3 Fields of application within healthcare

Agents have already been used to deal with many differedslkafiproblems in the healthcare
domain. After collecting and analysing the related papérhis area, a list of fields was
composed. Only relevant articles publishedg(,in books, special issues of journals and
proceedings of conferences and workshops) between 20020@8were considered.

A first classification of these fields was created by Nealon &ého (2003) and Foster
et al. (2005), but they have been updated in order to red@re #s much as possible to give
a more compact comparison.

3.3.1 Medical data management

The increasing medical information available online (in&t and other electronic sources)
has led to the development of information agents that caleatoffilter and organise this
information. In addition, other systems use MAS to accegsiphlly distributed information
sources, and build an information system that can be usedrtceand combine knowledge
or being used as source of other complex systems, as desigiport systems.

NeLH (National electronic Library for Health) is a projebét offers a portal to retrieve
evidence-based medical information on the Internet [Kmsiket al. 2003]. Documents are
tagged by professional experts in order to enhance hightguesults. The system is com-
posed by a network of autonomous agents that ensure thatahatde information is up-to-
date, and that allow to manage and automate the documeies/rgrocess and to respond
to the user’s requests. The NeLH consists of virtual branmadies, each dedicated to a
particular disease or group of diseases.

PALLIA Sys was a Spanish research project aimed to improve the managefratinical
data of palliative patients combining intelligent agentsl &T-based technologies [Moreno
et al. 2004, Riao et al. 2004]. One of the goals to achieve was to improve tbegss of
gathering and collecting the information of the palliatpatients. Another important aim
was to perform distributed and periodic actions among pttiand practitionerse(g., get
information on the current treatment, or change it), andlément an alarm system from
the collected data. Fif. 3.1 shows the proposed agent-lzasbilecture. Apalliative care
unit (PCU) includes agents for patients, doctors and the PCU, haratl some web-based
facilities to allow external accesses. A data analysertagdracts useful information about
the evolution of patients.

MEDUSA (Medical Information System using Multi-Agent Technoldgy a system for
improving the extensive exchange/use of information in plem organisations [Zachewitz
2004]. The system promotes the integration of heterogenelimical systems through wrap-
ping existing systems and allowing communication and trassion issues. With this ap-
proach, local data warehouses can be reused.

The MIA (Medical Information Agents) project aims at prowid the physician or nurse
timely with relevant information during the treatment dfi(onic) patients [Braun et al. 2005,
Wiesman et al. 2006]. The physician or nurse obtains thenmdtion via guidelines, diagnos-
tics or therapy supporting programs and via scientificditiere. MIA focuses on the problem
of how relevant information from these sources is shownédthysician at the right moment
via specialised agents.
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3.3.2 e-Health for elder and disabled citizens

Agent-based systems have been applied in the coordindtadhtioe activities that have to be
performed for providing an efficient health care to citizefig community (especially older
or disabled citizens). These people are paid special aitehy the European Commission,
and they assistance constitutes one of the main topicsdedlin thee-Health-related calls
for projects.

The INCA (INtelligent Community Alarm) Project describegdistributed system that
delivers community care services (referred to serviceweteld in the person’s own home
or community setting) focused on older and chronically giekple [Beer & Hill 2006, Hill
et al. 2005]. INCA improves the quality of patient’s care gifges and its management by
planning up-to-date individual care plans, monitoringgrats data, detecting emergencies,
and providing an appropriate coordination between careigeos.

Barrié et al. (2006) and Cds et al. (2007) propose the integration of multi-agent sys-
tems with other existing technologies in order to build $fi@e-Tools for the persons with
disabilities and for senior citizens. Fig._B.2 shows thepps®d architecture. The lowest
level contains all the physical devices. The second lev@udes all the required hardware
controllers that operate the physical devices. The thivdllencludes the agent-based con-
trollers that receive the information from the controllarsmbine it with the knowledge they
have about the current state of the system, and infer theagéinh to be performed(g.,ac-
tions over the controlled devices, or others). Finally, eeleiss network provides connection
among all layers.

From the same authors efTools, an ongoing project called SHARE-IT (Supported Hu-
man Autonomy for Recovery and Enhancement of Cognitive antbndisabilities using
Agent Technologies) proposes an evolution of the same dedds et al. 2008]. SHARE-IT
will inform and assist the user and his caregiver throughitodng and mobility help. The
internal decision support system will aid the user (typic&lder people with disabilities) by
using a network of agents that plan the actions to be folloaretisupervise their enactment.
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Figure 3.2: Architecture ofe-Tools research project [Bar@et al. 2006]

In Tablado et al. (2004) an agent-based architecture foiitorimg elderly people is ex-
plained. In a related area, Corchado et al. (2008) propasétphlementation of an agent-
based architecture that combines RFID sensors with plgriniarder to allow to monitor all
patients of a residence, plan daily tasks and know the cupsition of all people.

3.3.3 Decision support systems

A distributed decision support system based on the ageatljgem can monitor the status
of a hospitalised patient and help to support co-operatigdical decision-making [Lanzola
et al. 1999]. This kind of systems deal with different sogroédata that should be collected
accurately in order to satisfy their objectives.

The HEALTHAGENTS system is the result of a EU-funded research project [Glezz
Veélez et al. 2008, Lluch-Ariet et al. 2008]. It is implemermtinovel pattern recognition
discrimination methods, in order to analyse in vivo MagnB&sonance Spectroscopy (MRS)
and ex vivo/in vitro High Resolution Magic Angle Spinning 8lear Magnetic Resonance
(HR-MAS) and DNA micro array data. EALTHAGENTS intends not only to apply fore-
front agent technology to the biomedical field, but also teettep a network of agents, with
a globally distributed knowledge repository for brain tumaliagnosis and prognosis (see
Fig.[3.3). Different centres maintains local classifiertaoted from local patients. When a
new case should be diagnosed, these local classifiers at@reeirto know where that case
can be better classified.

Richard et al. (2004) propose the application of multi-dggstems in image interpreta-
tion (3D magnetic resonance imaging). Dedicated agentMi@ina are dynamically adapted
depending on the position in the image where they are assighéheir topographic relation-
ships and of the available radiometric information. Theinfation collected by the agents
is gathered, shared via qualitative maps, or used as soaaitede by requests.
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Figure 3.3: Architecture of the Clinical Distributed-DSS for brain toor diagnosis pro-
posed in the BALTHAGENTSSsystem [Lluch-Ariet et al. 2008]

Singh et al. (2005) present the architecture of an agergebhsalthcare intelligent as-
sistant on a grid environment. This assistant was designée used by the medical prac-
titioners to retrieve and use various existing organizeti&knowledge to help solve medical
cases. They use a case-based format that captures theeetipéknowledge of healthcare
practitioners. Using grid technologies all knowledge éaliba resources within hospitals can
be used by the medical practitioners across a geographdiattibuted location.

Godb et al. (2003) designed an interesting multi-agent systelnelp practitioners during
the prescription of antibiotics for restricted use, which a specified set of very expensive
antibiotics used only under particular circumstances. 3ystem has a representation of
drugs and constraints between them, and attaches an ageamt@atient which is responsi-
ble of checking different medical aspects related to hisqibed therapy. A pharmacy agent
is responsible for analysing it and suggesting alternatitéiotic treatments.

ADAM (Agent Architecture for Diagnostics and Monitoringy &n ongoing research
project which aims to build a decision support system to Ipefztitioners to extract infor-
mation about data collected from measuring devices [Lizo&IStepankova 2004, Lhotska
& Stepankova 2005]. The first task of this project is to buildyatem that permits to ex-
tract features and its values from collected data. To aehtieis task, there is a collection of
agents that retrieve data, and others that allow to collenntin order to build an ontology-
based structure [Lhotska & Prieto 2005]. When this stage bas hchieved, post-processing
reasoning methods will be added to help practitioners ttuatathe results.

An Al project applied to the healthcare domain is ASPIC (Arguntation Service Plat-
form with Integrated Components) [Fox et al. 2007, Tolchinst al. 2008]. The main goals
of ASPIC are to develop a theoretical ground for argumeunrtatheory in Al, to develop



3.3. FIELDS OF APPLICATION WITHIN HEALTHCARE 45

practical software components that embody standards fpmagntation-based technology
(inference, decision-making, dialog and learning), ancetig one large scale demonstrator
for organ selection and assignment. This model will alloacpitioners to learn or trace all
decisions made during a normative procedure.

3.3.4 Tele-medicine

Tele-medicine is a type of application of clinical mediciwhere medical information is
transferred via telephone, the Internet or other netwaookdhe purpose of consulting, and
sometimes remote medical procedures or examinations. ferare involves sharing knowl-
edge, data, expertise, and services among healthcaregimials.

A project called TELECARE designed and developed a configurable agent-based frame-
work for virtual communities focused on supporting assistato elderly people employing
tele-supervision and tele-assistance [Camarinha-Matafs&rmanesh 2004].

Cervantes et al. (2007) propose the combination of a mgéiaplatform with an arti-
ficial neural network to create an intelligent decision supgystem for a group of medi-
cal specialists collaborating in the pervasive managemehealthcare for chronic patients
[Cervantes et al. 2007]. Three different kinds of agentswatio monitor patients remotely.
An agent determines the state taking into account the plogigal data. The patient agent
uses the neural network to classify the symptoms into theifipenedical condition. Fi-
nally, a doctor agent (in the hospital) receives the datgoanfibrms tasks such as sending the
medical data to the appropriate specialist.

The SAPHIRE project aims to develop an intelligent healtbcaonitoring and decision
support system on a platform integrating the wireless nadiensor data with hospital in-
formation systems [Laleci et al. 2008]. It is a clinical d#oh support system for remote
monitoring of patients at their homes. The platform useslligent agents to manage the
available clinical patient’s data, and different web seegi that allow to interact with the
local databases.

3.3.5 Planning and resource allocation

Different examples in these areas are available. For instaan agent-based coordina-
tion of tissue and organ transplants management acrosspitaiq$Vazquez-Salceda &
Dignum 2003]) could provide significant improvements in tinee required to pull together
the resources required for a transplant operation.

OTM (Organ Transplant Management) is a project that imgdlre current management
and use of information in organ transplant [Calisti et al0OZ0 This is done by provid-
ing a compact system that integrates patient’'s data maregematch making and decision
support procedures. In another related project presentitbieno et al. (2001), the alloca-
tion/coordination of medical resources were managed irrd@ minimise the global delay.
They propose an agent-based architecture that facilithtesoordination and matching of
organs to patients. The general performance of the seandm(@rtant requirement in this
domain) is also improved. Recently, the EU funded projecDPRNANCE developed a
distributed organ transplant management systearz{Mez-Salceda et al. 2008]. It allows
to coordinate tasks among different healthcare institsgti@nd also traces all performed ac-
tions in order to identify problems or audit all the stepddaied in the care process. This
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project is based on a previous work called CARREL, an Agenthdted Electronic Institu-
tion for the distribution of organs and tissues for transfation purposes [&zquez-Salceda
et al. 2003]. CARREL was the aim to help speeding up the dilmcg@rocess of solid organs
for transplantation to improve graft survival rates. Eigll 8hows the organization of medical
partners included in this system. There grihe hospitals that create the tissue requests (rep-
resented through a Transplant Coordination Unit Agency T #¢) the tissue banks, and
117) the national organ transplantation organizations, that the agent platform and act as
observers (in the figure the organizations in Spain are tighiche Organizadn Nacional
de Transplantes (ONT) and the Organitta€latalana de Transplantaments (OCATT)). In
the proposed system all hospitals, even those runninguetissnk, must make their requests
through CARREL in order to distribute and to track the pieftem extraction to transplant.
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Figure 3.4: CARREL: an Agent-Mediated Institution for tissues assignm[Vazquez-
Salceda et al. 2003]

Another interesting project in this field is MeSSyCo [Ciarpicet al. 2004]. MeSSyCo
is a multi-agent system that integrates and coordinatesdgtneous medical services like di-
agnosis, clinical laboratory analysis and data retrievimgrder to improve specific services
with accurate algorithms. For instance, service agentsausgmbination of probabilistic
reasoning and abduction.

Another project in resource allocation is detailed by Be&é&rempels (2003), which
implements a planner and scheduler of operation theatresNAHOSPITAL ([Becker et al.
2003, Kirn et al. 2003]), is an open agent-based framewarkiffhly distributed applications
in health care and provides different interfaces to integeaisting information systems. The
framework contains numerous healthcare actors and cemdidetailed partial models of the
healthcare domain. It enables the examination of modetiathods, configuration problems,
as well as agent-based negotiation strategies and cotatirsdgorithms.

3.3.6 Education and simulation

Agents can help to improve medical training and educatiatistance-learning tutoring sys-
tems [Hospers et al. 2003]. Moreover, simulation tools czlp to evaluate the performance
of complex behaviours or patterns [Amigoni et al. 2003, Betial. 2004]. A good example
of a complete system is theNXHROPIC AGENCY. It is a biomedical control system for
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the modelling and regulation of complex physiological ptr@ena. The authors propose an
architecture based on three groups of agents that perfaee thasic activities: knowledge
extraction, decision making, and plan generation (seeX). In addition, they show the
implementation in two case studies related to the contrifi@flucose-metabolism processes
in diabetic patients (JAmigoni et al. 2003]), and in the gohbf an adaptive cardiac pacing
([Beda et al. 2004)).
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Figure 3.5: The general anthropic agency architecture [Amigoni et@03}

The paper by Anderson et al. (2007) reports the constructican agent-based model
used to study humanitarian assistance policies executgdugrnments and non-government
organizations for the health and safety of refugees. An raxgatal design was used to
study the relationships among five factors: basic needsl &oal water, sanitation, medical
resources and security. The simulation demonstrates iti@atrole of security in providing
for the health and well-being of refugees. A major strendtthe model is that it allows
policy makers to incorporate specific characteristics efréfugees and of the governmental
and non governmental organizations that are providing mitargan aid to the camp.

There are some simulation applications in the biology dom&iortolussi et al. (2005)
present a multi-agent based framework to simulate a prdtéiting process. The model
identifies every biological entity (aminoacid) with a conant agent, which interacts with
other agents, aimed at coordinating the activity of the dpsbcesses and inducing some
basic form of cooperation.

Herrler & Puppe (2005) explain the design and implementadfa framework to develop
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an hospital simulator. The kit scenario, implemented usagam (ShEIl for Simulated
Agent Systel\/ﬁ), includes information about patients and practitionartime model for the
simulation, clinical pathways followed by the care unitdamformation about treatments and
laboratory examinations. These data are used to extragtdbal behaviour of a department
or the whole hospital, and allows preventing errors in degye and optimising the existing
medical resources.

The last project is aa-learning- and web-based system implemented for helpinggad-
ical teaching [Alves et al. 2006]. The system integratefedéht information sources into a
common format. Agents, in this case, adapt the content togbes interests, and collect and
filter pro-actively the related medical documents.

The authors of simulations (as in the case of the last exgraptauld report the accuracy
of these experiments. As Amigoni & Schiaffonati (2007) neépa drawback of this kind of
agent-based applications is the difficulty to evaluatedtsieacy and validate the results.

3For more information, please visit http://www.simsesam.dest[Visit 30/06/2008].
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3.4 Conclusions

Multi-agent systems are powerful and flexible tools for nilioig and regulating complex
phenomena. In fact, a way to manage the complexity of a phenomis to decompose it
in such a way that each agent embeds the control model fortpaf the phenomenon.
In this perspective, the cooperative interaction amongatfents results in the controller for
the whole phenomenon. Since the portions in which the phenomis decomposed may
overlap, the actions the single agents undertake to regihiase portions may conflict; hence
a balanced negotiation is required.

Through the chapter, several applications in the heakhdamain that use multi-agent
systems have been sketched. The agents are used in thechealtlomain because of the
basic features they provide such as sociability, pro-aigtand autonomy. All these proper-
ties are crucial for healthcare solutions because it is tmapply straightforward software
engineering approaches to these problems.

Some concluding remarks of the state-of-the-art in theie@ipbn of agents in the health-
care domain are the following:

e Systems are mainly focused on improving decision qualitigerathan speed as they
are either time insensitive or mid-term urgencies.

e Only a few of the systems use distributed data, but if theyehhis property they can
do distributed data mining.

e Most of the examined systems implement a supervised syst@revthe user gives in-
structions to the system and then the system gathers thieg@duformation, responds
to the user and waits for further commands.

e Only some of the systems are intended to be included in corrg®eision support
systems in which they have to operate in real circumstancestioreal data.
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Chapter 4

Methodological development of the
MAS

Nowadays, one of the drawbacks of most implemented MAS isattie of application of a
rigorous methodology during the analysis and design phaBes use of an agent-oriented
software engineering (AOSE) methodology in these prelaminstages of a MAS devel-
opment provides some advantagegy(, the possibility of reusing and sharing a common
vocabulary and pieces of code in an easy way), and improes|uhlity of the software
[Bernon et al. 2005, Cernuzzi et al. 200401@ez-Sanz et al. 2004, Henderson-Sellers &
Giorgini 2005].

One of the main problems to adopt a methodology in daily werkhe wide range of
available possibilities. Depending on the requirementthefproject, several approaches
can be applied, and the criteria for selecting one or anatheedifficult to evaluate. This
chapter describes the whole procedure followed in ordeppiyaa methodology to design
a MAS in the healthcare domain. First of all, the selectioa ofiethodology, and then, the
construction of a prototype. The former was tackled defirglggrly the requirements to
be accomplished and evaluating different alternativese availability of a CASE tool (to
ease learning and allow collaboration during the editiany the use of a well-known agent-
oriented programming language were the main criteria tfopmrthe selection. The latter
consisted in the implementation following the rules defihgdhe methodology and adapting
our requirements to the particular representation usedndst of the cases, methodologies
define an internal representation of elements with pagicrélationships and constraints,
which can allow us (or not) to model a particular requiremardén appropriate way. The
other shortcoming that can hamper the use of a methodolotheisearning process. In
our case, the selected approach defines a particular vecgtadapted from UML and other
software engineering techniques, and a sequence of stépsadels that require the analysis
of examples and tutorials. Technical support given by asthod the availability of examples
have helped us during the whole development process.
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4.1 Methodology selection process

As shown in the state-of-the-art of methodologies to dgvdAS (see AppendiX A and
[Gbmez-Alonso et al. 2007]), several approaches to design 8 k& available. The criteria
to select one or another are very subjective because angiof tovers all the requirements
of the system be implemented.

A subset with the mostvell-knownalternatives was considered attending to their us-
ability, the existence of CASE tools to facilitate the implentation, the coverage of the
whole life-cycle (analysis, design, and implementatidhg agent-oriented programming
language used during the codification, the level of fornadil;y and abstraction of the cre-
ated documents, the expressiveness of agents and groupserof(brganizations), or the
availability of documentation to ease learning. The apghea that could be used in a
real implementation are: YAENDED GAIA [Zambonelli et al. 2003], NGENIAS [Pavon
et al. 2005], MaSE [DeLoach 2004], &5si [Cossentino 2005], ROMETHEUS [Padgham
& Winikoff 2004], and TRoPOS[Bresciani et al. 2004].

After analysing all of them, ETENDED GAIA was discarded because it only covers anal-
ysis and design, and the generated documents are diffictriinislate into a programming
language and to validate formally. The rest of tools offeridearange of features and sup-
portive elements, and it was difficult (and somewhat suhjelto select one of them. All the
methodologies allow modelling agents (with formal repréatons), defining different roles
of these agents, teams or groups of agents (organizatiems)letailing communication is-
sues (conversations and protocols). They also offer fighdicle coverage (analysis, design
and development), and provide some CASE tools. At the eviBENIAS [Pavon et al. 2005]
was selected.

The most prominent features of this methodology, which Hagdo its selection in this
work, are:

o It allows an agent developer to analyse and design a wideerahglAS.

e It permits to describe agents in different levels of absioac¢ including social and
organizational issues, goals and tasks.

e Itis possible to detail the environment where the agents act
o It allows the definition of conversations and messages txbleamged.

o It allows the definition of an agent’s mental state, whichudes information about
facts, beliefs, events and goals, and their changes dependi the agent’s current
role.

e |t includes several examples that ease the learning of tethadology. Moreover,
several research projects have adopteslHNIAS [Cuesta et al. 2005, Soto et al. 2006].

e |t provides a CASE tool called Ingenias Development Kit ([Dihich facilitates the
implementation of projects as well as its learning.

e It also allows to translate the designed models into an ageented programming
language.
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4.2 The Ingenias methodology

INGENIASis a methodology to guide the development process of a MAS &walysis to im-
plementation, developed at Universidad Complutense ofrMd#8pain) [@mez-Sanz 2002,
Gomez-Sanz 2003, Pawm et al. 2005, Pan et al. 2006] (See Appendix A.3.2.2).

The first stage is gathering the requirements with intersigith the final users of the
system, and interpreting the problem to be solvedGHNIAS proposes different models
in the phases of analysis and design (detailed in Table 4theimext section). Although
INGENIAS executes its activities within the RUP, it may be necessaitetate over different
phases until the system is finalized. The process ends wkea itha functional system that
satisfies user requirements. These are identified with ses e the beginning.

421 Meta-model

As shown in Figl 411, the meta-model proposediiB ENIAS is quite detailed. It was defined
using the GOPPRR language (Graph-Object-Property-Palg-Relationship) [Kelly et al.
1996, Pohjonen 2005].

The GOPPRR elements may be described as follows:

e An objectis a thing that exists on its own. Examples of objects are #oBuga State,
and an Action. All instances of objects support reuse fonetiity: an existing object
can be reused in other graphs by using the add existing mcti

e A relationshipis an explicit connection between a group of objects. Rabatiips
attach to objects via roles. An example of a relationshipTisaasition.

e A role specifies how an object participates in a relationship. Eptesitfor a Transition
relationship are the rolégsom andTo, which specify how the objects at either end of
the Transition participate in the relationship.

e A portis an optional specification of a specific part of an object tocl a role can
connect. Normally, roles connect directly to objects, dreldemantics of the connec-
tion is provided by the role type. Ports are defined for analijge, and all instances
share those same ports.

e A graphis a collection of objects, relationships, roles, and bigdiof these to show
which objects a relationship connects via which roles. Appralso maintains infor-
mation about which graphs its elements explode to.

e A propertyis a describing or qualifying characteristic associateth Wie other types,
such as a name, an identifier or a description.

Using the GOPPRR representationglENIAS proposes five different concepts (see Eigdl 4.1):

e Organization framework where agents, resources, tasks and goals tdeissiefined
by its structure, functionality and social relationships.

An Organizationis anAutonomous Entitywhich pursues &oal, and can be structured
in Groups(structural entities), and contaigorkflows(dynamics of the organization
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processes). &Aroupmay consist oRoles AgentsResourcesandApplications Work-
flows define precedence relationships among Tasks, the Resoassigned to Tasks
and their participants (in terms of Roles).

Agent program that follows a rational behaviour and processesviedge. The def-

inition of an agent requires a purpose, its responsikiliied its capabilities. The
behaviour consists of its mental state (information thimved the agent to take deci-
sions), its Mental State Manager (operations over elentdiits mental state and their
relationships) and its Mental State Processor (selecfiardecision to execute a task).

An Agentis also anAutonomous Entitywhich plays soméRolesand pursue&oals

It has aMental State which allows the agent to plan and infer facts from incoming
events from the environmenrg.g.,if a pending result of a patient is arrived, the doctor
can supervise these data).

Tasks/Goals describe relationships among goals and tasks, goal stas;tand task
structures. They are also used to express which are thesiapdtoutputs of the tasks
and what are their effects on the environment (using regsjiiar on an agent’s mental
state.

Interaction exchange of information or requests between agents (otsigad human
users). Its elements are the actors, the interaction spettdin, the scope and the nature
of the interaction.

In INGENIAS, an Interaction is initiated by aAgent with someGoal (intention).
Several agents can participate in an interaction. Severaidlisms can be used to
describe an interaction, such as UML collaboration diagramd Grasia! diagrams
(more specific diagrams designed by theENIAS authors - See AppendiX B -) [Pan
et al. 2005].

Environmentdefines an agent’s perception in terms of existing elenwrite system.
It also identifies system resources with which the MAS intes&esources and/or other
agents), and who is responsible of their management.
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Figure 4.1: Meta-model defined inNGENIAS (adapted from [Bernon et al. 2005] and [Bav
et al. 2005])
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4.2.2 Ingenias Development Kit (IDK)

INGENIAS Development Kit (IDK{] is the official tool developed byNiGENIAS authors to
allow a rapid implementation of applications as well as thgfication of all designed models
(see Fig[4R). The IDK is divided into two main parts: editor and thecode generatar
The former includes a general view of the project, a grapleidaor of all models, and a tree-
based inspector of all individual entities. The latter is@dule that facilitates the translation
of all designed elements into an agent-oriented programgaimyuage.

The use of this CASE tool simplifies the complex procedur@psed by NGENIAS be-
cause it guaranties the validity of all designed diagramd,iballows a clear comprehension
and revision of all features that the system should impldéraethe end of the analysis and
design process. Unfortunately, the used versionn@fENIAS (release 2.6) has still several
drawbacks or bugs that hinder the implementation, such @®reerrors, loading excep-
tions, or the intrinsic complexity of models. The authord@K are currently working on a
new release of this framework in order to fix reported bugss Thntinuous support allow
developers to reuse existing projects and improve themmwethfeatures.

[ Project:C: Wemp\IDK-2_6\07_10_02bHeCase2 cacioDavid xml [FEX
File Edit Project Modules Preferences Help
— — T=1 1
et & Relationship Layout [automatic |~ Y] a|a|a
3 Project - & |
¢ 3 Andlisis-Inicio | 23| o WorkFlowsOrg | [x] EstadoMentaDoctor |
A DiagCasosDeUsn | =
% ModelaDeEntamo =l Manage Medical Coorporation Query: guidaine B
E woneloDeorsanzacion & — ManageGuidelines
¢ ] Andlisis-Elaboracidn - = \ <=
A RevisinDiagCasosDeUsa &1 Martagie Bookings: femes O\
& 3 Diaglnteraccion = — > “WFContainsTask»
¢ [ DUMLColakoracion V: C/>\
258 DUML_kiook_appointment_center | | = —
158 DUML_renuest_persanal_informatic| |—— Apply_guideline
$5¢ DUML_apply_medical_guideline = ODECOMPOSeSWEn [ — Q =
o= [ DiagAgente = Manage Queries/
¢ I Disefio-Elaboracion ! P
¢ (] Diag.GRASIA = 2 \ «WFComnectss
5 DGRASIA_update_medical_record | | —
554 DORASIAUpdateliRec ordPrecedes Manage Tests Results
[ — d Manage Services . Query_ontology._term
«, [EstadoiientalDacior| % — <:/>\
¢ C1Diag.Tasks s =2 = H
& DTask_Queny_pers_info — -
5 DTask_Apph_Medical_GuideLine | | ©
& DTask_Fi_next visit_Date I Elz Query_patient list  ____aMFContainsTasks |
7 DiayGOALE_Senices -
4] L Iol| | 8 [Logs | Morule Output | Search |
Entitie: I Q message:
rrE—— = || 124y Loating model DURASLA UPoate_memcal_resord
é 2 J‘ | 59|/ [12:49] Loasing model DGRASIAUpdateNR ecordPrecedes
et || [12:49) Loading model WorkFlowsOrg
o= [ INGEMIASObject =
Lt casdne || [12:49] Loating mode! EstadoMentaDoctor
L Ui 79 || [1249] Loasing model DTask_Query_pers_infa
|| 112:49) Loatiing model DTask_Apply_Medical GuideLine
| (@) || [12:99) Loasing model DTask_Fix next_visit, Date
[@ﬂ; [12:49] Loading model Diag3OALS_ Services
3] || 112:49] Project loaded suceessfully

E

Figure 4.2: Screenshot of project created usimgsENIAS Development Kit (IDK)

1Free to download at http://ingenias.sourceforge.net Yiait: 08/01/2008]
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4.3 Applying INGENIAS to HECASE2

INGENIAS covers theanalysis designandimplementatiorstages defined in the RUP life-
cycle. The methodology is divided in six steps (three in thalgsis and three more in the
design) defining five different models (see Tdbld 4.1). Theegation of code is made when
all models are completed. The IDK tool allows an agent desidga create the models de-
scribed in the NGENIAS methdology. In this case, the models are created duringihlysis
and design stages. It also allows to generate a completersootation in HTML reporting
all data about the entities, actors, models and relatipsslaind also translating all models
into the JADE agent-oriented programming language [Bstlihe et al. 2007].

Table 4.1: Phases and models defined NGIENIAS [Pavon et al. 2005]

2
z
; a - Interpretation of all features and functionalities to be deployed. Main entities and relationships should be described
§ : accurately, as well as general organization behaviours (if they are present)
=2
o<
E
Inception Elaboration Construction
- Generate use cases and identify : - Refined use cases and interactions : - Refinements on existing
their actors . associated to them . models to cover use cases
- Sketch a system architecture with  : - Preliminary Agents model that detail
a an organization model :elements of the system architecture
> - Generate environment models to . - Workflows and tasks in organization
j represent result from requirement © models .
<Zt gathering stage . - Models of tasks and goals to highlight ;
. control constraints (main goals, goal .
decomposition) .
- Refinements of environment model to :
include new environment elements
- Generate prototypes perhaps with ;- Refinements in workflows . - Generate new models
rapid application development tool - Interaction models that show how . - Social relationships that
such as ZEUS or Agent Tool or code ; tasks are executed . regulate organizational behavior
z generators from the IDK. Sometimes . - Models of tasks and goals that :
< this prototyping limits to concrete . reflect dependencies and needs .
4 aspects and uses a more . identified in workflows and how system :
e conventional technology . goals are achieved .

- Agent models to show required
mental state patterns

- Translation of all models of previous stages and generation of basic agents using an agent-oriented programming
language

IMPLEME-
NTATION
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4.3.1 Analysis of requirements

The first task in the development of a complex system is toyaradnd summarise its main
requirements:

The system should model a generic user (or patient) thatsatanbteract with a complex
medical organization. The medical organization is insgiie the Catalan Health Service
(CatSalut). From the user point of view, there is no direahoounication with medical prac-
titioners, and a representative of the organization is ieggt A broker allows the user to
obtain a filtered collection of results from different meadicentres. A medical organization
includes medical services and doctors organized into depamts. These medical services
can be located in a particular department or shared by thelehoedical centre. Some basic
functionalities, such as booking a medical visit or seangha particular department, are
offered to the user through the broker and the medical cenie internal service used by
doctors is the management of clinical guidelines. They etigaved and executed by doctors,
and can require the supervision of users to confirm pendiniyities. Internal tasks coded
inside the clinical guidelines require coordination amodgctors and medical services in
order to obtain a result. In addition, the medical knowledged by doctors is represented
in a medical ontology. Moreover, an electronic health retetores all results provided by
services (tests results) or by doctors (results of mediisétlsy.

Details about the particular communication protocols usefiveen the agents, and the
definition of the ontology shared inside the multi-agentesyscannot be represented accu-
rately in this methodology. At the end of the design stagestaobasic agent classes are
generated and used to structure the internal code of the MAS.
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4.3.2 Analysis

The agent developer studies the problem domain and andhsesain entities and the rela-
tionships with the environment and between them. Afterdlessluations, the agent designer
creates thé&Jse Cases Diagranand theOrganizationandEnvironmenimodels.

4,321 Inception

First of all, theinceptionphase is addressed to perform a deep study of the system to be
developed in order to identify the involved actors and tkesks. The agent designer begins
with the comprehension of the requirements in order to eratse Cases Diagranwhich
shows the feasibility of the system. Two more diagra®@sgé@nizationand Environment
models) should be sketched.

Use Cases Diagram
The following use cases were identified (see Eigl 4.3).

e Book an appointment with a doctor of a particular departmeht. medical centre
Appointment between a user (patient) and a doctor of a mieckodre. The department
and the centre should be provided by the user before perigrthie action.

e Book an appointment with the doctoAppointment between a patient and a specific
doctor. During a medical visit the doctor can request a nepoegment with the
patient. A confirmation of the proposal from the patient guieed.

e Request personal informatiorA patient requests his related data stored in the elec-
tronic medical record.

e Request medical informationA user (patient) can obtain generic information about
medical centres.

e Request patient listA doctor requests the list of arranged appointments witlepts.
It is an internal method that does not require to access taesgurce but is an step
performed periodically by all doctors.

e Apply medical guidelineA doctor applies a guideline to a patient. This is the more
complex feature and involves different partners to achievehe doctor must contact
other colleagues or medical services that provide sométsesud findings. The col-
lection of values define an evolution of a patient throughdivécal guideline. Doctor
and patient know exactly the current state of the treatment.

e Update medical recordA doctor updates the personal medical record of a pati¢eit af
the medical visit.

e Request a serviceA doctor books a required service for a patient. This resglir
medical service can be located in the same department omith@none or can be a
common medical service shared among all departments.

e Carry out a serviceAfter a medical service has been completed, the patierdtical
record is updated with the results.
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As shown in Fig[4}, the model represents how the agentsraiged together and
share the goals. The medical organization is structurednredical actors, administrative
actors and patients. A deep analysis of a medical centresshduierarchical organization
divided in departments. Each one includes doctors, a gogl@hanager and an ontology
manager. In the case of medical services, they can be fouhd lvel of the medical centre
or in the department. The manager of the medical record amdbribker are classified as
administrative actors. Moreover, the medical organizelias different workflows to manage
the services, the guidelines, or the electronic medicalreavhich are identified in this stage.
In addition, the agent designer should identify the maikdand goals to be accomplished
into the workflows and assign them to the actors which shopuitdue them (particular agent
or an organization).

Environment Model

The Environment Modetlefines the agent’s perception in terms of existing elemefntise
system (see Fi._4.5). This model includes information abesources (consumable or non
consumable), other agents, and applications (internaktermal to the system). The main
goal of this model is not the definition of these resources,tbuetail the relationships
between all elements.

In the case of study, the system is linked with three databasee that represents the
medical record accessed by the medical record agent, artotb®re the clinical guidelines

accessed by the guideline agent, and another to save theahediology accessed by the
ontology agent.

MedicalRecordManagerAgent  GuidelineManagerAgent — OntologyManagerAgent

contactWith contactWith contactWith

MedicalRecordDatabase GuidelineDatabase MedicalOntology
1] I

Figure 4.5: The Environment Model

4.3.2.2 Elaboration

During theelaborationphase of the analysis, the internal descriptions of thetagenwell
as their tasks and goals are documented inAiipents Modeéand also in thdask and Goals
Models This stage includes a refinement of the use cases by groti@rngpmmon features
and assigning interaction models to those cases. In adgditie workflow decomposition of
the organization should be reported.
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Refinement of the Use Cases Diagram

During the elaboration phase, thise Cases Diagraroreated previously (Fid._4.3) should
be refined with the information about the interactions betwagents. In this case study (see
Fig.[4.8), most of the use cases require an interaction leetwgents in order to perform
complex tasks.

In addition, the diagram clusters all cases with commongy(ad).,bookings, queries or
guideline’s management).

Manage bookings Manage queries

«ncludes» «ncludes»

Book an appointment with the céntre Book an appointment with the doctor Request medical information &« \Request personal information
Request patient list

requests
books books requests
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Request a service Carry out a service Update medical record

requests carries out updates

coordination coordination

request_service carry_out_service update_medical_record

MR &3 88

5|
coordination
coordination coordination

Figure 4.6: Refinement of thé&Jse Cases Diagram

Collaboration Diagrams in UML

For all interactions defined in the previous model, it is rssegy to make a preliminary spec-
ification using Collaboration Models in UML. These diagrapnesent the sequence of mes-
sages exchanged by all partners of the interaction. FIFAEIBrotocols are recommended
to be used but the CASE tool does not provide any library adéhmredefined protocols such
as FIPA-Request, FIPA-Query, or FIPA-Contract Net [FIPA2A).

In the following figure, two examples of these diagrams aes@nted. The first one
(Fig.[4.7(a)) shows the collaboration diagram for Bmok an appointment with a doctor of
a particular department of a medical centwhich involves five different roles. The second
example (Fig[4:7(b)) shows the application of a clinicaidgline between three different
entities: a doctor, the guideline manager and the ontologiyager.
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U 1:ask an appolntment
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(a) Specification oBook an appointment with a doctor of a particular departmefre medical centre

1:request guideline
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Figure 4.7: Examples ofCollaboration Diagrams in UML



4.3. APPLYING INGENIAS TO HECASE?2 65

Agents Model

The Agent Modeldescribes single agents, their tasks, goals, initial niatate, and played
roles. MoreoverAgent Modelsare used to describe intermediate states of agents. These
states are presented using goals, facts, tasks, or anysystem entity that helps in its state
description. In this way, an agent model can represent irt gtiade be an agent that starts a
negotiation should be.

At this point, we can outline the main goals of each kind ofrage

e User get an appointment, obtain Personal information, obtagdighl Record infor-
mation, obtain Medical information (see Hig. 4.8(a)).

e Doctor. include patient’s data to the EHR, obtain patient listjgsa service, apply
Guideline, arrange next visit date, search medical ses\(ee Fig. 4.8(b)).

e Broker. obtain Medical Centers information.

e Medical Center Manager Obtain Departments information, obtain Medical Center
Services information.

e Department Managerobtain Doctors information, obtain Department Servicdert

mation (See Fiff 4.8(k)).

e Service Medical Center Managezxecute services assigned to the medical centre.

e Service Department Managemonitor staff and all assigned services within a depart-
ment.

e Guideline Managerobtain a guideline.

e Ontology Managerobtain semantic meanings of medical terms from the medical
tology.

e Medical Record Manageupdate the EHR (from services or doctors), obtain Medical
Record.
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Figure 4.8: Examples ofAgent Model
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Goals Model

The Goals Modelexpresses the constraints and dependencies between ayuhltie agent
model links each goal to the agent who is able to perform ittelAllesigning these two
models, theTasks Modetblefines all tasks in terms of goals, preconditions, posttiond,
required resources, and required external modules.

The goals’ data are collected from thgents Modelsee Fig[4B) during the analysis
phase, and complemented with information fromititeraction Mode(see Fig['4.12) during
the design phase. The former explains what goals are, artatteeexplains how those goals
are achieved.

Fig.[4.9 shows the whol&oals Model One of the goals with more dependencies is re-
ferred to the execution of clinical guidelines which inahsdgetting information about the
agents who are able to provide required services, reqgesérvices and, at the end, per-
forming the service and adding the result to the electrorédinal record. At the same time,
these goals include more goals (or sub goals) like assignsgyvice and obtaining the de-
scription of a medical centre. Dependencies between taslexaressed using the workflow
diagrams. In this case, before applying a guideline, therdabtat performs this task (doctor
agent) should request it, and during the enactment, thenvation related to the medical
terms should also be requested. Workflow and goals modeshegdescribe how an agent
acts.

Tasks Model

The Tasks Modetlescribes the goals, preconditions, postconditions,imredjuesources, and
required external software modules, for all designed tasks

For instance, the application of a guideline requires taiob& guideline, can require
the results of tests, requires a coordination with othemesgédoctors and services) (see
Fig.[4.10(@)). As a result of the application of a guideliae,entry to the health record is
made with the results. Another example of these models engiv Fig[4.10(0) describing
how a medical visit is arranged.
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Figure 4.9: TheGoals Model
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Decomposition of workflows

In order to facilitate both the management and definitiorask$, NGENIAS incorporates a
high level of abstraction calledorkflow; where tasks are included.
In our case study, the following workflows were defined (sepfEll):

e Manage bookingsvhich includes the tasksook an appointmer@ndarrange next visit
date

e Manage querigswhich includes the taskguery personal informatigrrequest medi-
cal record informationrequest medical informatiomequest medical centres informa-
tion, request department informatiprequest doctors informatigmndquery medical
record

e Manage servicesvhich includes the taskassign a servicemake medical centre ser-
vice, make department servicadd service result to medical recqorequest medical
centres services informatipandrequest departments services information

e Manage guidelineghat includes all tasks related with the management ancuéoa
of clinical guidelines, such aapply guideling query guidelingquery ontology term
andupdate medical record with results

e Manage medical recoravhich includes the tasks related to the update or selection
of data from the medical record. Doctors and services camggtput data into the
medical record, and both cases are distinguished in thefloatkt is related with the
manage guidelinesorkflow.

e Manage medical corporatiois a general workflow that includes the management of
the relationships between all entities of a particularthealre organization. Itincludes
the maintenance up-to-date of all status of all containditien(departments, services,
and doctors).
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Manage Guidelines
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[
[—
«WFContainsTask»
\/ Add_service_results
update_medical_record

Figure 4.11: Classification and decomposition of tasks into workflows

4.3.3 Design

This stage refines the models identified during the analyages These new models should
not change the global view of the systemq.,addition of a module to report the doctor’s

work, communication between the guideline managers inrdgodghare common guidelines).

In the design phase, those new cases could require new dapeeslthat should be specified.

Elaboration

Basically, the results of this stage are the following: mesdétasks and goals, decomposition

of workflows, and mental states of the agents. This stagedesl| a refinement of thdse
Cases Diagranby grouping the common features and assighitigraction Modelgo those
cases. These interaction models are defined usMpg Collaboration Diagrams
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Interactions Models

An Interactions Modetlescribes a communication between two or more agents. Agasino
Fig.[4.8, several queries, requests, and the managemeetvides require exchanging data
between different kinds of agents.

In the following figure, two examples of these models are gmesd: apply a guideline
andrequest a service The former (Fig[4.12()) involves a doctor and the guiteland
ontology managers. The latter (Hig. 4.12(b)) includesggirds contained in a medical centre.

apply_clinical_guideline

(_
Doctor «Immates» coordmat\on
m «Icolaborates»
«Ipursues»
«Ico\aborates» 0"t0|09YManager
«IHasSpec» m

obtain clmlcal _guideline IHasSpec»

Gu\dellneManager
GRASIASpec_apply_clinical_guideline
(]

UMLSpec_: apply clinical_guideline

W

(a) Apply a clinical guideline

assign a service

obtain_departments_information obtain_medical_centers_information

«Ipursues»

um LSpec request_service
GRASIASpec_request_service

request service
|, < e QeQ s (H[)
L)

cooperation
«Icolaborates»

Doctori Senvi C
m «Icolaborates» «Icolaborates» erviceManagerCen

«Icolaborates» m

DepartmentManager

1

MedicalCenterManager

ServiceManagerDep
(b) Request a service
Figure 4.12: Examples ofnteractions Models

The interactions defined to cover the previously identifiedlg are:

e Book an appointment with a medical centreegotiate an appointment, obtain medi-
cal centres information, obtain departments informaténd obtain information about
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doctors.
e Book an appointment with the doctaronfirm the date of the next visit.
e Request medical informationbtain medical information.

e Request personal informatioobtain personal information, obtain medical record in-
formation (user), and obtain medical record informatiomdal record manager).

e Apply clinical guideline apply guideline (doctor), obtain medical record (guidel
manager), and obtain ontology term (ontology manager).

e Update medical recordinclude medical information (doctor), obtain the mediesiord
(medical record manager), update the medical record wihigbults of a service or a
medical visit (medical record manager).

e Request a servicassign a service, obtain department services informgdiad obtain
medical centre services information.

e Carry out a serviceperform a service in a department, perform a service in acakd
centre, and add the results to the medical record.

Specifications of the interactions model

The lowest degree of specification of interactions is repres] using Grasia! diagrams.
These UML-based diagrams express the exchanged messgmésyutput of a shared ele-
ment, remote invocations of methods, or a reference to anotteraction. In addition, tasks
involved in a interaction are also shown.

The diagrams for the taskpdate medical recotdoerformed by a doctor after a medical
visit with a patient, are analysed in more detail. First df Blg.[4.13 shows the Grasia!
diagram for that interaction that involves a doctor and tleelival record manager. The order
of the exchanged messages is described using a precedagcandidepicted in Fif. 4.114.

Mental states

A mental statés a representation that is able to build a plan (throughta-$tansition graph)
for executing tasks in order to accomplish a goal. Tental stateesponds to events from
the environment and infers something. For instance [Fid ghows how a doctor can infer
that if a result of a pending test of one of his patients as;ive can obtain the current state
of this patient and, after observing these results, he cdude an evaluation in his electronic
patient record. The set of mental states and their embedu®titons are monitored by the
mental states processor
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4.3.4 Implementation

The generation of source code is one of the most interestatyfes of NGENIAS. The IDK
has two modules to generate a complete documentation in HI$Akell as a prototype us-
ing the agent-oriented programming language JADE [Beallifee et al. 2007]. Even though
the internal codifications used during the analysis andgdestages are independent of the
final language, JADE is a good option to translate all spetifios. Agents include several
behaviours (internal threads) that handle all goals toragtish. If the goal includes differ-
ent tasks and dependencies between thetGENIAS authors set up a finite state machine
behaviour, where nodes are goals, and transitions conditice achieved through conversa-
tions. Particular communication protocols like FIPA-Quand FIPA-Request are allowed in
INGENIAS and are translated directly to the corresponding initiatat responder classes. In
addition, NGENIAS allows to include external applications and use them thinazadgling the
corresponding APl methods, and embed Java pieces of cogmitiaular method has to be
specified.



76 CHAPTER 4. METHODOLOGICAL DEVELOPMENT OF THE MAS

4.4 Conclusions

Following the adoption of a methodology to develop a MAS, et@ype using an agent-
oriented language was implemented. This created protayptins a general skeleton for
all agents with the conversations patterns, functionaiufes applied to a particular orga-
nization (topology of agents), internal roles of agentsoadinng to a set of defined goals,
sequences of general tasks included into workflows, andrémslation of all interaction
models into communication protocols.

The prototype does not cover the full functionalities &&h SE2, and other features such
as the definition of an ontology in the communications betwaggents or security issues were
addeda posteriori[lsern & Moreno 2008]. However, the generated skeleton is very useful
to organize a complex MAS, and changes in the organizatidn thre agents’ roles can be
implemented more easily than in ad hocimplementation. Concretely, the identification
of bottlenecks or reusing pieces of software are easy wigheibproach and, in addition, the
generated models are used to document the functionalitigtge dinal software in terms of
agents, communication protocols, tasks and goals.

From the designed skeleton, the complete multi-agent teicthire of HHCASE2 is pre-
sented in Figl_4.16. This is an open architecture and, dépgmah the situation, there will
be more or less agents of each type, and more or less intardittween them. At the top,
the patients are represented bger AgentqUA). All UAs can talk with theBroker Agent
(BA). The BA is the bridge between users and the medical esnand it is used to discover
information. The BA knows about the medical centres located city or in an area. A
Medical Centre Agen(MCA) monitors all of its departments, representedgpartment
Agents(DAs), and a set of general services (represente®dryice Agent§SAs)). Each
department is formed by several doctors (representeDdmfor Agent§DRA)) and more
specific services (also modelled as SAs). Moreover, in eapardment there is @uideline
Agent(GA) that performs all actions related to guidelines, sustoaking for a desired CG,
storing and/or changing a CG made by a doctor, etc. This GAagmnonly CGs related to
the department where it is located but, if it is necessaryswanother guidelines(g.,when
treating a patient with multiple pathologies), the GA cordduest it from other GAs.

Each department also contains @ntology Agen{OA) that provides access to the de-
signed medical ontology and complements the informati@vided by the GA. At the bot-
tom of the architecture there is tivedical Record AgentMRA) which controls the access
to a DB that stores all patient health records (PHR) in theioaédentre. This agent provides
a secure transmission of sensitive data.
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Chapter 5

Provision of personalised medical
services

The new information technologies allow people to accessieffily a wide range of data and
services, improving health care delivery [Singer et al.1300 hese initiatives make it nec-
essary to collect information that was not needed in the péss information can be used
to improve continuity care (track patients in differenteaettings across the health system),
to inform people about enrollees before and during mediae#,cand to enable the assess-
ment of new technologies. In general, the technology thedged the 1990s was proprietary
to particular institutions and therefore incompatiblehsiéchnology in other institutions.
This situation makes difficult not only the transfer of infaation across institutions but also
the modernisation of existing technology. Converting @laeing existing systems requires
substantial investment. The proposal described in thisus@ipt changes substantially this
point-of-view and goes an step forward towards the opermedsnteroperability of existing
information systems, enabling the citizen as an activeractthe health care delivery. Con-
cretely, this chapter describes a distributed system tlwsiges different information-based
services €.9.,it looks for health care providers), looks up the citizen&rgonal medical
record, and negotiate and recommend medical bookings wdititctr taking into account the
personal preferences of the user.

Health care is becoming increasingly patient-centred adwidualised, with the patient
becoming an active subject rather than a mere object oftheale. This kind of systems store
user preferences to deliver the personalised services (BZ, MHP 2006]. Patient-centred
health care means that the system should be designed amdrdélito address the needs
and preferences of patients so that health care is apprejana cost-effective [IAPO 2006].
Even though these approaches should be implemented withléwgl governmental poli-
cies, there are different issues where the inclusion ofinédion about patients preferences’
can improve the current management of the services dedivtereitizens €.g.,adoption of
personal treatments, filtering medical data during thertbags or treatment).

This chapter is mainly divided into two parts: provision ofdrmation-based health care
services to citizens (Sectign b.1), and personalisatiothage services (Sectign b.2). The
former explains the agent-based platform that implemenritsration-based services to cit-
izens. The personalisation of medical services includesdapresentation of a user’s profile,
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the exploitation of user’s preferences to make recomméntaand, the implicit adaptation
of the user’s profile over time.

5.1 Home Care Services

One of the goals of this dissertation is to provide a generdidistributed health care model
based on intelligent agents. The model has different astah as practitioners, nurses and
patients. The basis of that model was proposed under theuBdetl project AgentCities
[Willmott et al. 2001], which described a user as a citizeriti{vhis own personal inter-
ests) that is moving abroad and accesses some informadgsdtservices that cover an area
(with one or more cities) through a mobile device (tradiéitypa PDA or a mobile phone).
With these basic rules, several European research grogjgneed services like restaurants
information retrieval and recommendationojhez et al. 2007], tourist information services
[Bajo, Botti, Corchado, llarramendi, llarri, Jah, Carmona, Ma& Mena, Moreno, Pan

& Valls 2007], ande-Government [Palau et al. 2004].

User
Agent (UA)

looking for medical centres

v
B roker Agent-based Platform
Agent (BA)

queries and
requests

Medical Centre m
Agent (MCA Medical Centres in a city or in a area
Department
Agent DA,
(DA)
Departments in a centre
Doctors DRAk

ina
department

3

secure transmission .

[S— Medical Record 3
\Database| Consult/update/|  Agent (MRA) doctor
insert records

Figure 5.1: Architecture of the multi-agent systemeBASE [Moreno, Isern & $nchez
2003, Moreno, Valls, Isern & &1chez 2003]

In this project, the HCASE system was presented in [Moreno, Isern &8hez 2003,
Moreno, Valls, Isern & &nchez 2003, Isern & Moreno 2004sern & Moreno 2004, Isern
et al. 2008). Its main goals were:
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e The main aim of our work is to develop a set of agents that éonatd and communicate
to offer to the citizens and visitors of a city not the usu@uee-oriented services but
health-care related services.

e The user of HCASE may request information about all the medical centres alksl
in a particular geographical area.

e The internal structure of the medical centres modelledérsistem is analogous to the
structure of medical centres in Catalonia where each céatsea set of departments,
and each department has a set of doctors.

e It should be possible to book a visit to be examined by a doctor

e The user must be given access to his medical record. A dooteldd also be able to
consult and update the medical record of a patient duringi vi

e |t must assured that nobody can access the private medioaiiation of the users of
the system without proper authorisation.

5.1.1 Searching the appropriate medical centre

The user agentis an interface agent that allows a citizen to interact with $ystem (see
Fig.[5.2). One of the basic services delivered by the platfisrthe search for medical centres
that satisfy some requirements.

As shown in Fig[GR, in this request the user has to seledtribker agent that is aware
of a set of medical centre agents. This agent will considestiecified user’s constraints to
perform the search.

The requirements that the user can specify are:

a) Name The user may provide a string that must appear somewhehe iname of the

medical centred.g.,“Hospital”, “central”, “St. John”, “memorial”).

b) Centre type The user may search for a particular kind of medical cerifre appli-
cation differentiates between these kinds of centres:ni&rny Assistance”, “Clinic”,
“Consultory” and “Hospital”.

c) Department The user may detail that he is interested in centres havipartcular

departmenté.g.,“cardiology”, “general medicine”).

d) Origin city. The user may be interested only in those centres that astelbén a
particular town.

e) Destination city In this option, the user may provide his current locatioth®system.
This information is used to sort the results according todistance from the user’s
location.

All constraints may be freely combined by the user, and tlo&darwill filter and/or sort
all received results. With this approach, the user can tduem the simplest querygive
me the details of all hospitdl$o more complex ones likedive me the details of all hospitals
that contain a Cardiology department, and sorted from myenirlocation in Tarragona
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Figure 5.2: Screenshot of the user agent searching for an appropriateaheentre

Fig.[5.3 depicts the protocols implemented in this searcitgss. The procedure is a
particular case of the FIPA Brokering Interaction Protd€dPA 2002]. The use of broker-
age agents can significantly simplify the interaction betmvagents in a multi-agent system.
Additionally, brokering agents also enable a system to lzgtadble and robust in dynamic
situations, supporting scalability and security conttdha brokering agent. In our case, the
initiator and the broker implement a FIPA Query ProtocoF§k2002], and the broker also
uses this protocol with the final receivers of this brokesegvice.
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Figure 5.3: AUML diagram of the brokering-based search of medical @ntr

5.1.2 Access to the Electronic Health Record

Another service offered to the user the possibility of asteshis personal medical record in
a secure fashion [Morenoa8chez & Isern 2003].

All data related to patients is transmitted throughedical record agentThis agent is a
wrapper of the database with the personal data and resligsteal from the patients of the
covered area. Fifl. 3.4 shows the agent-based protocolsaainieract with this agent. The
first stage, implemented with the FIPA-Query protocol, atmsgjuery the data related to a
patient; this task is only allowed for doctors or the own @ati The second task is intended
to update the medical record by adding a new ererg.(result of a medical visit, result of a
medical test); this case is implemented with the FIPA-Rstjpetocol.

All agents that are able to communicate with this agent ysieecing techniques to protect
all data and authenticate the users in order to prevent boased accesds In addition,
integrit)E and non-repudiatiﬁﬁacilities were also provided.

The implementation was made combining different fac#iseich as the JADE-S plug-in,
SSL transmissions, and ciphering techniques.

JADE-S is an add-on of JADE that allows to restrict the alldwetions for a certain type
of agents. Thus, it is possible to assign permissions t@ jpéithe code and to its executers,
restricting the access to certain methods, classes oriéBrdepending on who wants to use
them. An entity can only perform an action (send a messagege rroanother container)
if the Java security manager allows it. The set of permissigsociated to each identity

1Confidentialityis the property that ensures that only those that are pryppathorised may access the informa-
tion.

2Integrity is the property that ensures that information cannot beealtéFhis modification could be an insertion,
deletion or replacement of data.

3Non-repudiatioris the property that prevents some of the parts to negate épgeommitment or action.
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Figure 5.4: AUML diagrams to access the EHR through the medical recoeditag

is stored in the access rights file of the platform (which igqua and is loaded when the
platform is booted). To assess the authentication, JADEs@ges a Certification Authority
used to sign the certificates of all the elements of the piatfdo do that, it owns a couple of
public/private keys so that, for each certificate, it create associated signature by ciphering
it with its private key (which is secret). Then, when the ititgrof an entity has to be checked,
the signature may be unencrypted with the public key of théhéuty (which is publicly
known) and we can check that the identity that the entity @&utbd prove matches the one
provided by the Authority. The secure platform JADE-S pded a Certification Authority
within the main container. Each signed certificate is onljdvaithin the platform in which
it has been signed.

The permissions associated to the different agents in #téopin are the following:

e All the internal agents (agents that are executed withimthe container of the plat-
form such as théroker, medical centresdepartmentsdoctorsand themedical record
agen) do not have any constraint on the actions they can perfotms decision was
made to facilitate the interaction among them (they can semtreceive messages
from any agent, or register in the DF or the AMS). As they aterimal to the platform
(they execute in the main container) and they have beenagmoged by us, they will
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not perform any malicious action (kill other agents, destayi other agents, fake the
identity of another agent, etc.).

e The external agents (they can be executed in an externainenin another host such
as theuser agentscan neither access the main container (to join the othertapeor
access the DF (to modify the information of other agentsgyldan only communicate
with the internal agents through the broker; thereforey gamnot pretend to have the
identity of other agents or kill other agents. All these d¢oaists are necessary because
we do not have any control over these agents, and they maybleaveprogrammed to
perform dangerous actions.

In order to provide a secure communication between agen&tdd in different hosts
or containers, the SSL protocol (Secure Socket Layer) wed tesprovide privacy and in-
tegrity for all the connections established in the platforfihis is a way of being protected
against network sniffers. Even though it is only necessagntrypt those messages between
the main container and the external container (betweemraitagents and the broker) that
contain confidential information (medical records), thévation of SSL may only be made
globally: we can only cipher all messages or none of them.sThu activating the appro-
priate option in the JADE initial configuration files in theesit (user-side) and in the server
(platform), all the communications between the agents®sistem are ciphered and, there-
fore, we can safely send the encryption keys or the medicards. This mechanism works
if we have previously obtained an identity certificate foe gerver side (the one that boots
the platform), so that SSL may implement authenticationis Tiansparent service prevents
from sniffing but it remains to assure that only the owner ohtigmt’s record is authorised
to access it, and neither SSL nor JADE-S provide informatioperform this comparison.
Basically, it is not possible to access the information alloe identity of the agent from the
program.

Finally, at the lowest level of security mechanisms, an entication mechanism was
added. Classical authentication is based on public keyighgas (in our case RSA), so that
each user owns a public key and a private one (which is onlwkruy the agent itself and
by the certification authority that generated it). In ourecabe keys (managed internally by
themedical record agentare associated to the user from the personal data whenrtsetfje
system the first time. These keys allow on agent to sign theages that it sends, so that its
identity may be checked (from theser agento themedical record agentnd vice versa).

When the user joins the system, the medical record agentaesdhe keys and sends
them through thévroker. This agent stores the public key of each registered useseamds
both keys to the user agent. It is not necessary to contrdienprogram the identity of
the agent that sends the messagedical record agenbr broker) with identity certificates,
because it is controlled at a lower level (using SSL and JADESers management). When
the user wants to send a critical message in which it has teepts identity €.g.,when it
wants to access the medical record or request a visit to @agpittencrypts the message with
its (secret) private key. When the broker receives this ngessiecan check the identity of the
sender by using the public key associated to this agentelfittencrypted content is valid,
the identity is deemed correct and the request is procelded.key does not match the one
of the agent or the content of the message has been modifeetegtilt of the unencryption
will be wrong and will provoke an exception during the interation process, which will
cause a denial of the request (see Eidl. 5.5).
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The last secure-based facility offered in this system isnthe-repudiation. It is easy to
audit all the transactions made through the platform duél the security measures imple-
mented in different transmissions levels.

signer Medical Record verifier
agent Agent (MRA) agent
a ska pka b
authenticated
clear text (m) text (Sig,m) valid text (m)

Sig=Dika (M) — "~ 5 E 2 (Sig)2(m)

Figure 5.5: Signing a message with a public key



5.2. PERSONALISATION OF MEDICAL SERVICES 87

5.2 Personalisation of medical services

In the previous section the architecture of the agent-bpkgfibrm was introduced and basic
services such as searching for information about mediaatre® and getting the medical
record, were explained. This section describes in deptimib&t complex service, which is
the personalisation of the arrangement of medical bookiegween a patient and a service.

When the doctor decides that some medical test must be pedorasually it is the
patient who has to find an appointment with an external médicia that can perform this
test, and this is a problem that requires a lot of time andffom the patient. As itis shown
in Fig.[5.8, HECASE2 proposes another brokering-based protocol between treans a
service through the doctor (acting as a broker in this caded.doctor negotiates a free slot
with a service (implementing a FIPA Contract Net protocahd the doctor should confirm
one of the received proposals by interacting with the usein¢ua FIPA Request protocol)
[FIPA 2002Z].

i ; i ™
Patient-centred service delivery
: D 1 cfp n i
e
e not-understood m
; n
i propose | '
1 request !
agree 1.4 '
. ject- | R
inform L reject-proposa u
; X
. ! accept-proposal 135
).( failure y X
L1 reject-proposal ()
WA X
S -

Figure 5.6: AUML diagram of the agent-based recommendation procedure

The whole procedure is achieved by combining the use ofligesit decision-making
techniques and learning algorithms. The proposed algorftr making recommendations
and performing a dynamic management of the user profile weigrked to be included in the
HECASE2 system in order to provide a user-centred patient caren[lseal. 2006, Isern
et al. 2006, Bajo, Corchado, Feamdez, Fuentetaja, Gaalez, Isern, bpez & Valls 2007].

When the user needs to arrange a meeting with a doctor, thiste axset of personal con-
straints and preferences that can be used to guide the ggadss, and hence, performing
a patient-oriented service delivery (see [Fig] 5.7). Ushwggatient preferences on different
criteria, a multi criteria decision ranking process is #ggpto rate and rank the list of poten-
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Figure 5.7: Patient-oriented delivering of information services

tial appointments (see Sectibn 5.211.4). If the patiensdus select the first proposal, the
automatic learning process to adapt the user’s profile fopaed (see Sectidn 5.2.2).

The recommendation process requires to represent thes yweferences into a profile,
which consists in a tuple of criteria that stores specifia®alfor each user. The type of crite-
ria and their semantic meaning has been defined for thiscphatiapplication; Sectidn 5.2.1
describes how these data are represented and handled.

5.2.1 Multiple criteria decision ranking process

HECASEZ2 implements a decision making process that consists imyatid ranking different
alternatives proposed by the system. This process is addleidion ranking In general, this
kind of problems involves six components [Beliakov et al02p

1) A goalor a set of goals the decision maker wants to achieve.

2) Thedecision makeor a group of decision makers involved in the decision making
process with theipreferencesvith respect to the evaluation criteria.

3) A set ofevaluation criteria(objectives and/or physical attributes).
4) The set of decisioalternatives(actions).
5) The set obutcome®r consequences associated with each alternative andaciter.

In our case, the goal is to rank a set of alternatives from & o the worst according to
the preferences of the decision maker.

A typical scenario considers a decision situation in whidmie set of alternatives (ac-
tions) A is evaluated on a family of criteria g1, g2, ...gi, ....gn, With g; : A — D for all
i€ G =1{1,2,..,n}. We assume, without loss of generality, that the greateér), the
better is alternative on criteriong;, for all i € G. D is the common domain selected by the
decision maker to compare the ratings of the alternatives.

Each criterion must be able to establish preferences anienglternatives, and to allow
its comparison. The preference function can lead to diffierelations among the alternatives:
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alternativea € A is preferred to alternative € A (denoteds > b) if only
if gi(a) = ¢;(b) forall g; € G, with at least one strict inequality; moreoveris
indifferent tob (denotationu ~ b) if and only if g;(a) = ¢;(b) for all g; € G;
hence, for any two alternativesb € A, one of four situations may arise in the
weak dominance relatione > b, a < b, a ~ b anda?b, where the last one
means that andb are incomparable.

5.2.1.1 Multiple criteria decision analysis

Traditionaldecision aidis the activity of the person who, through the use of expbait not
necessarily complete formalised models, helps to obtajmoeses to the questions posed by a
stakeholder in a decision process [Roy 2005]. These elameark towards recommending,
or simply favouring a certain alternative. At the end, theisien maker is completely free to
behave after the recommendation is made.

Even whendecision aidingis provided for a single decision maker, it is rare for him
to consider a single clear criterioMultiple criteria decision analysi$MCDA) deals with
various points-of-view (criteria). MCDA techniques can Umed to identify a single most
preferred option, to rank options, to list a limited numb&options for subsequent detailed
evaluation, or to distinguish acceptable from unacceptpbtsibilities.

Before analysing the designed preference model, the kindatd handled should be
considered. There are two main kinds of data, depending @nmbasuring scale [Torra
& Narukawa 2007]:

a) Ordinal scale Scale such that the gap between two degrees does not havengan-
ing in terms of distance between preferences; this is the wék:

e averbal scale when nothing allows us to state that the pao@secutive degrees
reflect equal preference differences all along the scale;

e a numerical scale when nothing allows us to state that a glifeerencey be-
tween two degrees reflects an invariant preference diftergrhen we move the
pair of degrees considered along the scale

b) Measurement scaléumerical scale whose degrees are defined by referringleag c
concrete defined quantity.

Now, let us consider two potential actions or alternativesdb together with their re-
spective performances arcriteria. The problem is how@mprehensive judgemdrgtween
those actions should be performed. This problem is usuallga theaggregation problem
and is solved through the definition ocansensugunction C defined in a given domaih
[Torra & Narukawa 2007]:

C:D"—D
Let us consider the set of alternativésas:
A=(a1,...,am)

where each alternative is composed by some critéiaking values in a domaiX’, such
as:
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a = (T1,%2,..2y)

Then, as an example, we can consider the weighted mean asdnaggregation opera-
tor:

w; * Ty
Cla) = C(x1, ..., xn) = Z -
1=1
or the harmonic mean:
n
C(a) = C(xl, ...,:L'n) = =n 1
it a

At present, there exists a large number of aggregation tperapplicable to a broad
range of data representation formalisms. For examplegggtjon operators on the following
formalisms have been considered in the literature: nurakdata, ordinal scales, fuzzy sets,
belief functions, dendrograms, and DNA sequences, amdrggtIn fact, any kind of data
representation formalism is adequate for applying fuségchmiques because the plurality rule
(mode or voting) can be applied to data of almost any typerfif&Narukawa 2007].
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5.2.1.2 User’s profile

In the HECASE2 system, the user’s profile includes five criteria. Threénefit are linguistic
variables and two are numerical:

day of week indicates the preference of the user to consider alteesin all days of
the week. The user should provide his preference to conaitemnatives in one day
or in another. For instance, if the citizen works during theelk; he might prefer an
appointment during the weekend.

centre destination medical centre. The user can indicate pedemedical centres.
This criterion allow the user to select a set of preferred iosdentres; if the sys-
tem receives an alternative for other centres, this coitewill not contribute (neither
positive nor negative) to the final rate of the alternative.

periodday. with the following valuesnorning afternoon andnight The user indi-
cates his preferences per each of these periods.

distance kilometres from the origin centre to the destination. lis ttese, the citizen
indicates the distance that could travel from the medicatreavhere is treated to an-
other, in order to perform a required test. This criteridowlto distribute the patients
among different medical centres.

delay days days to wait before the test. This criterion is used to deedhe days that
the citizen is able to wait for a required medical test.

Table[5.1 shows an example of the user’s profile with certalnes for those criteria.

During the booking process shown in Hig.15.6, the doctorectdl a set of proposals from
services. Each proposal contains some attributes as theofitihe appointment, location
(medical centre) and the time. The doctor agent (DRA) (perfiog the role of broker), after
receiving all proposals, completes each of them with theadie between medical centres,
translating the time to the period of the day where the telftwiperformed and calculating
the number of days that the patient will have to wait for trst.téfter these evaluations the
DRA builds a tuple, with the following structure:

a = (day.of_week, centre, periaday, distance, delagays

At this point, the user’s profile is used to evaluate the diifet alternatives in terms of the

user’

preferences and this information is used to compared and sort the alternatives. We

assume that there are not dependencies between the injaiear This process is explained
in the following sections.
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User: M. Jones

Criteria Preferred value

day.of week
Monday High
Tuesday Perfect
Wednesday Perfect
Thursday Perfect
Friday Perfect
Saturday Low
Sunday Very low

centre

Hospital Santa Tecla Very low
Hospital Sant Joan Perfect
Hospital Joan XXIII  Low

period.day
Morning Very low
Afternoon Perfect
Night Low
distance
1 (in kilometers)
delaydays
2 (in days)

Table 5.1: Example of user’s profile

5.2.1.3 Mapping the user’s preferences

The user’s profile is stored in eaciser agenf{UA). The user’s profile could be initialised
by the user the first time that he logs in the system or insgaliwith default values selected
from basic profiles. In both cases, the goal of our approatitaishe profile evolves on time.

The user’s profile stores the utility functions that allowntap the values of the alterna-
tives into an appropriate preference domairo(file = {Uat, , h = 1..n}). As noted in the
first step in Fig[5J7, we need some functions to translatthallnformation to two different
domains:a) for numerical attributes, to thé, 1] range, and) to a common linguistic domain
calledsS, in the case of linguistic attributes.

In the case of numerical attributes, a utility functigfy,, was designed (see Hq.b.1). This
function compares the numerical value of th attribute in a certain alternative;(a) = )
with the preferred value stored in the user’s profile for #tisibute (,s.). This function
evaluates the difference between the stored value andtéraaive value. There are different
available possibilities to consider this difference, sasla linear function, logarithmic func-
tion, or polynomial function, but in our case we need to digtiish well small differences
between both values and for this reason we implemented amenrgial function. The value
of the constank for an attributel was fixed experimentally from the range of the variable as
ki = —29 __ Itis important that the utility function has an inverse phecause

(mazatr; —mingtr,; )
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in the learning process that we shall explain later we widlahto recover the result of a value
r' from an specific value of the functi@(y, (r').

uh R —[0,1] (5.1)

atr;

r—: (ek}ilr"user_r‘ )_1

On the other hand, we consider categorical attributes gusiguistic values. We will
denoteS = {s;}, withi € {0,...,7 — 1} a finite ordered set df" linguistic labels whose
semantics is given by fuzzy sets. Each lahak defined by al-tuple (g, x1, x2, x3), where
x1 andz, indicate the interval in which the membership function eaisl 1, andry and s
are the bounds of the definition of a trapezoidal fuzzy mestiprfunction. For instance,
Fig.[5.8 shows two examples of s@txonsidered in our tests.

Coming back to the user’s profile representation, the listiudomains is used to rep-
resent each possible value of the linguistic variables. ifkstance, in the case of the-
riod_of_day criterion, we need to evaluate all allowed valup®rning afternoonandnight
As we show in Eq5]2, the utility functioMaLtrj associates each possible value of the cate-
gorical attributentr; to a label inS, indicating its preference score.

uk . String — S (5.2)

atr;

str — s;

P=Perfect (0.925,0.95,1.0,1.0)
VH=Very_High (0.8,0.825,0.925,0.95)
H=High (0.675,0.7,0.8,0.825)

AH=Almost High (0.55,0.575,0.675,0.7)
M=Medium (0.425,0.45,0.55,0.575)
AM=Almost_Medium (0.3,0.325,0.425,0.45)
L=Low (0.175,0.2,0.3,0.325)

VL=Very_Low (0.05,0.075,0.175,0.2)
N=None (0.0,0.0,0.05,0.075)

(a) A uniformly distributed ordered set of nine labels withsemantics

VH=Very_High (0.8125,0.8626,1.0,1.0)
H=High (0.5125,0.5625,0.8125,0.8625)
M=Medium (0.4375,0.4875,0.5125,0.5625)
L=Low (0.325,0.375,0.4375,0.4875)
QL=Quite.Low (0.1875,0.2375,0.325,0.375)
VL=Very_Low (0.05,0.1,0.1875,0.2375)
N=None (0.0,0.0,0.05,0.1)

(b) A non-uniformly distributed ordered set of seven labekhts semantics

Figure 5.8: Examples of linguistic terms
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5.2.1.4 The decision making process

The first goal of the recommendation process is to rate ankl aliralternatives received
from different agents. By applying an aggregation-basethatk we shall obtain a label for
each alternative that will be used to rank them. That mettiod/s.to handle both linguistic
and numerical attributes. Fig._5.7 depicts the procesevi@tl in that stage, which has the
following steps:

N

@)

©)

Transforming all the values contained in the receivedradtives into a common vo-
cabulary by using the utility functions described in Sec{®2.1.8. Numerical at-
tributes are transformed into the [0,1] domain and lingaiattributes into theS do-
main.

The numerical preferences [f, 1] are transformed into the linguistic domashby
means of a particular numerical-linguistic transformafienction defined in [Delgado
et al. 1998] (linguistic preferences are left without ches)g obtaining the transformed
vectora; = (s1, ..., s,) With s; € S (assuming that is the number of criteria).

An aggregation operataf is applied to alla; in order to obtain a linguistic rating for
each of them.
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Finally, all alternatives can be ranked using the ratingieal Then, a filtering is per-
formed to show to the user only the best alternatives, sdiatin confirm one of them.

The problem of aggregating information has been widelyistuAhn 2006, Grabisch
et al. 1999, Torra 1997]. There exist several methods toeggde numerical values as well
as linguistic terms. The family of OWA operators are in thesslof mean operators, because
they areidempotentmonotonicandcommutative[Torra 1997, Yager 1988). The LOWA
aggregation operata¥r was defined in [Herrera & Herrera-Viedma 2000], and it is aieex
sion of the OWA operator to deal with linguistic variablesapér 1988].

Definition of the linguistic aggregation operator ¢ The operator aggregates a set of labels
a ={x1,...,x,}, Wwherex; € S, with respect to a set of weight® = {wy, ..., w, } such that
w; € [0,1] and)_, w; = 1. Those weights specify the decision-maker policy.

(;5(@) = ¢(x13"~7xn) =w-BT = C"’{wk,bk,k = 17...,77,}

:wlGbl@(1—’w1)@Cnil{ﬂh,bh,h:z...,n}

wheres, = wy,/ > 5 wp, h = {2,...,n} andB = {by,...,b,} is a permutation of the
elements ofi, such thatB = o(a) = {T5(1), s To(n) }» Wherez, ;) < aq () Vi < j. C™ is
the convex combination operatorof labels.

If n=2, thenCQ{wi7bi,i = 1,2} =w ©s; D (]. — wl) O s; = Sk, Si, S5 € S, (L < _])
such thatc = min{|S| — 1,7 + round(w;- (j — 7))}
If w; = 1 andw; = 0 with ¢ 75 7 thenC"{wi,bi,i = 1,7’L} = b7

Selecting the weight vector The weight vectoiV characterises how the aggregation operator
will work. Depending on the values, we can emphasize diffexalues based upon their
position in a decreasing ordered set. Thus, if we place nfakeaveights near the top &,

we can emphasize the higher scores, while placing the weigddr the bottom emphasizes
the lower scores in the aggregation [Yager 1888 [Yager 198®] were identified a set of
different fuzzy majority-based policies such asdst, “meari, ” at least half or “as many

as possible
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In order to compare the performance of one or another weggttby, the functiororness
(see Eq5I3) characterises to which degree the aggredsiike anor or anand operation
[Yager 198&, Ahn 2006]. Another measure that can be used to compareatiffereight vec-
tors is thedispersion(see Eql_54) that evaluates the degree to which we use altttiteites
in the argument. Table8.2 summarises some of the testedhimeggtors with theilorness
anddispersionvalues. Ahn (2006) analysed the performance of differengtesector pat-
terns according to theornessanddispersionvalues, but the concrete selection depends on
the problem requirements.

1

orness(W) =Q = — 72;(11 i)w; (5.3)

disp(W) = — Zwiln(wi) (5.4)

Entry Weight Meaning Orness Disp
1 = (.200, .200, .200, .200,.200) mean 0,50 1,61
2 = (.457,.257,.156,.090,.040) fixing ornessto 0,75 0,75 1,34
3 5 = (.399,.399, .200,.001,.001) at least half 0,80 1,07
4 W5 = (.001,.200, .399, .399,.001) most 0,45 1,07
5 W5 = (.001,.001, .200,.399,.399) as many as possible 0,20 1,07
6 W5 = (.996,.001,.001,.001,.001) or-like 0,99 0,03
7 W5 = (.001,.001,.001,.001,.996) and-like 0,01 0,03

Table 5.2: Features of weight vectors
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In our domain, we need to deal with heterogeneous data cdinungdifferent attributes.
As we mentioned previously in Sectibn5.2]1.3, the usewdilercontains information about
the preferred medical centre, the distance that the usétégatravel for a test, a desirable
delay to wait before a medical appointment, and the mosepabfe period of the day and the
day of the week. When service agents send a set of proposéls tsér, it is very difficult
to satisfy all the user’s preferences at the same time. Int ofdbe cases, only one or two of
the variables are well rated and the rest have worst values.

The other parameter that affects the final result in comlainatith the vectorV is the
selection of the se$. Different policies are available ([Herrera & Herrera-t¥ima 2000])
and were analysed and compared in [Isern et al. 800Big.[5.8(a) shows one of the best
alternatives for our domain, which allows to distinguishansemantic meanings. Other pos-
sibilities that were considered contained seven labelsdiffieient membership functions
(with symmetric and non symmetric distributions (see Fig(Bj])).

Several configurations with different settings were sirtadeand, at the end, we selected
the weight policy callecas many as possibl@able[5.2, entrys) with the linguistic setS
consisting on nine labels distributed symmetrically (B&(a)).

5.2.2 User’s profile adaptation

The profile stores the preference information about theriaithat describe the alternatives.
If those preferences may change over time, it is desirabigptiate them in an explicit or
implicit way in order to maintain the current user’s intdsesSince the users are not usually
willing to provide information, implicit techniques foraening preferences are required.

In our scenario, as previously described, when the useiveesa set of alternatives to
consider for an appointment, the list of proposals is ratetisorted according to his prefer-
ences stored in his user’s profile. Then, the list of recontedproposals is presented to the
user. Now, the patient, through his personal agent, sdaleetnost appropriate alternative for
him. If he selects the first option, it means that our algonitio rate the alternatives works
fine, but if he selects another alternative, it means thatdore reason the algorithm has rated
too low the most appropriate alternative to the user. Udigjinformation, the main goal
now is to adapt the user’s profile with this information (imafily). If the same situation is
repeated in the future, the alternative selected by theingke past will be rated better.
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5.2.2.1 Learning Algorithm

Our method is based in the following statement: if the userdedected alternative; with
arates, (s, € S), we can use the subset of alternatiugs h € (0, ...,i — 1) that received
better ratings (and, therefore, have better positionsamahking) to update the user’s profile.

The update of the user’s profile is performed by comparingtteznativea; with a vec-
tor that represents the subset of alternatiies..,< — 1). This vector is calculated by the
application of clustering methods, and the adaptation iifopaed in a similar way the the
LOWA operator aggregates the information contained in tterga.

Having that each alternative, includesn criteria, we propose the following algorithm
to adapt the user’s profile after his selection:

(1) Allthe linguistic preference values of the alternasifeom position; = 0to j = ¢ are
translated to the numerical domdin 1] by means of a particular linguistic-numerical
transformation function defined in [Delgado et al. 1998]nauical preferences are left
without changes), obtaining the transformed vector callee= {c;, } (c;, € [0,1])

(See Fig[ 5.92)).

(2) Using an unsupervised clustering methedy(,k-means), generateclusters from the
set of alternative¥ = {v,,h =0, ...,i— 1}. Then, we calculate the prototype of each

cluster,R;,j =0, ...,c — 1 (See Fig[ 5.9()).

(3) Find the distance betweepn(the alternative selected by the user) and all the protatype
R;. Let R, be the closest prototype tg, so that its distanfs {min(dist(R;,v;)) Vj =
0,.,c—1}.

(4) Let A be the vectow;, andB be the vectorr,,,;,,. For each of the criteria, calculate
the difference of its value iM with respect toB, d; = (a; — b;). The criteria for
which the differencel; is greater than a given threshold are marked to be changed in
the user’s profile.

(5) To update the preference values of the criteria markéudiprevious step, we propose
a method based on the LOWA aggregation operator describ@edtior{ 5.2.114.

Being A the vectow;, B the vectorR,,,;,,, andm the criteria to be updated, an interme-
diate value,, is calculated, so that,, = a,, + W, |bm — am|, where the weightv,,,

is indicating the degree of change that we want to apply tetiterionm. We propose
to use the difference of the actual value and the desiredtbaeisw,, = b,, — a,.

(6) Using the valuev,,, adapt the user’s profile. For numerical variables, the redwevof
them!" variable in the user's profile i§,, = (UY " (am)).
For linguistic variables, that valug,, is obtained by transforming the numhey, into

its corresponding term i§, with the same function applied @&tep land defined in
[Delgado et al. 1998].

4Any distance measure can be applied. We chose the Euclidetande dist(P, Q) = \/(Zi (pi — qi)?),
given two vectors® = (p;,4 € 1,..,n) andQ = (g;,i € 1,..,n).
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Figure 5.9: Clustering of alternatives in the learning process

5.2.2.2 Some Comments on the Learning Method

In this section we want to present some alternatives to sdntleeosteps of the learning
method we have proposed, and argue why we have chosen tffiguwration and not another.
Let us proceed step by step.

In step 2 we use th&-means algorithm because it is a fast and well-known method,
but other non-supervised clustering techniques could pkeap[Witten & Frank 2005]. The
number of clusters that are generated must be carefulljestuBepending on the application
domain, we could consider to have more than two clusters.ederywe must think that if the
profile and the decision making methods are correct, thesis®rrid not select an alternative
far form the initial positions of the ranking, so the numbéafternatives to cluster should
not be more than ten. With this assumption, building more thaee clusters does not seem
necessary.

The rationale behind step 3 is that we can have sets of aliegaavith common features,
and we must select one of the prototypes to become our ideahative, that is, the one we
want to get closer to. If we select the more distant protatyyeare very optimistic and want
to make all the changes necessary in our preferences te &orihe best positions. A more
conservative approach is to consider the closest prototipe have more than two clusters
we can select any other cluster in between.

The threshold defined in step 4 allows us to restrict the nurmbehanges in the user’s
profile. Depending on the number of criteria that changeptiéle is adapted more or less
smoothly.

In step 5, we calculate the new value for each criterion inpitedile, 3,,,. The weight
w,, indicates the degree of change we will apply to the actualesah the profile. It is
based on the difference between the actual valyend the desired ong.. However, other
options or more parameters could be used. For example, we atbow bigger changes at
the beginning of the use of the recommendation system atef, sdme time, take a more
conservative approach, reducing the amount of changeegratian. Note that the value of
G can be greater or lower than zero allowing displacementtin ways from a current value
of an attribute.

Fig.[5.10 shows the iterations and the evolution of a profilds example considers five
criteria and all the time the algorithm selects the altéveawith the value of variable 2 best
rated. Initially all the variables are rated in the middlsually namednediumbecause the
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user does not know anything about the environment. At thedaérttiese nine iterations,
different variables have changed their value, and the btaria has suffered a bigger change.
As the example shows, one transition of the algorithm capacsg the change of more than
one variable, as it is the case on step 4.
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5.2.3 Patient-oriented personalisation of medical services: example

This example considers the variables described in Seciibf.2. Fig[5.B shows two possi-
ble linguistic domainss. After the study made in [Isern et al. 2af}pwe selected a vocabu-

lary with seven linguistic labels non symmetrically dibtried (see Fig. 5.8(b)) to have more
precision to indicate different bad degrees of preference.

For our example, let us consider that the profile of Mr. Snstthis one:

delaydays (0.0

distance (0.0

centre ((MCBona,N)(MCBorges,M) (MCConst,H) (MCMorell,VH)
(MCGimb,M) (MCHospi,L) (MCJaume,QL) (MCLIib,L)

day.of week ((Sun,VL) (Mon,QL) (Tue,M) (Wed,H) (Thu,M) (Fri,M) (Sat,L)

periodday ((Morning,VH) (Afternoon,QL) (Night,VL)

Mr. Smith needs a tooth X-ray to check which is the origin of récurrent toothache.
Each of the proposals of appointment that the system findgially considered a valid alter-
native. Each proposal isfatuple p; = (delay.days, distance, medicakentre, dayof week,
periodday). The values on each alternative are evaluated using Mr. hSmitility func-
tions stored in his profile, in order to know the correspogdinguistic preference values
(following [Herrera & Herrera-Viedma 2000]).

Let’s consider the we have found six possible appointmérfsr Mr. Smith:

Do ;(2.0,1.2,MCBorges,Wed,Monc19U—f> (HHMH VH)

p1 :(1.0,8.0,MCConst,Mon,Afty (H VL H QL QL)
P2 :(4.0,9.0,MCBona,Thu,Aft (LVLN M QL)

ps3 :(5.0,1.2,MCBorges,Sat,Night) (QLHM L VL)
p4 :(10.0,1.2,MCBorges,Fri,Morn)> (N HM M VH)
ps :(9.0,17.0,MCHospi,Fri,Afty» (VL N L M QL)

In the next step, the LOWA operator is applied to rate the psafs. An important param-
eter to be set in this stage is the weight vedlor As it has been mentioned before, weights
specify different aggregation polices. In this applicatiee have good results with the policy
"as many as possible[Yager 198®], so weights areW = (.0,.0, .2, .4, .4). After applying
the LOWA operator, all alternatives are linguisticallyadtand can be ranked and presented
to the user for a selection. In the example, the ranked lisjppbintments for Mr. Smith is
the next one:

Po Z P4 = P15 D3 = D2 D5
po: (HHMHVH) — (H)
ps: (NHMMVH) — (H)
p1:(HVLHQLQL) — (M)
p3: (QLHMLVL) — (M)
p2: (LVLNMQL) — (L)
ps: (VLNLMQL) — (L)
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Let us suppose that Mr. Smith is not suffering from toothaghthe moment, and that
he needs some time to arrange his schedule to include theahegipointment. Thus, he
selects optioms, although it is in the sixth position of the ranking. Themefowe assume
that his profile is not completely accurate and we will try todify it. In fact, if we observe
the profile, we will see that the most preferred option is tdt ¥ea O days, but this point has
not been important in the choice made by Mr. Smith. Now, we #ft@ learning process to
adapt the user’s profile to the selection made.

The setV’ = {vg, v4, v1, v3,v2} is built, and the two clusters obtained using kameans
algorithm are evaluated. To apply this method we need to hlke information in a nu-
merical scale. To do this we apply the linguistic-numertcahsformation function described
in [Herrera & Herrera-Viedma 2000] (see Fig.15.7). As a resfithat transformation, the
alternatives are described as foll§lvs

vo - (HH M H VH) < (0.6065 0.7408 0.4999 0.6875 0.9259)
vs s (NHMM VH) « (0.0821 0.7408 0.4999 0.4999 0.9259)
v1: (HVLHQL QL) < (0.7788 0.1353 0.6875 0.2812 0.2812)
s : (QLHM L VL) « (0.2865 0.74082 0.4999 0.4062 0.1437)
vs s (LVLN M QL) « (0.3679 0.1054 0.03055 0.4999 0.2812)
vi: (VLNLMQL) « (0.1054 0.0143 0.4062 0.4999 0.2812)

The k-means algorithm generates two clustérs, v, vs} and{vg, v4}, with their cor-
responding centroids, calldgy, and R, respectively.

Ry : (0.4777 0.3272 0.4060 0.3958 0.2354)
Ry :(0.3443 0.7408 0.4999 0.5937 0.9259)

5To improve legibility, all numerical values have been rounttefour decimals. Internal operations maintain
more precision.
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Now, we measure the distance between the selected alteritet) and the two proto-
types. We apply the Euclidean Distance obtaining:

dist(vE, Ro) = 0.2234 < dist(vi, Ry) = 0.4512

Considering a&onservativeapproach, we decide that we should adapt the user’s profile to
be closer taR.
In the next step, we calculate the differentleetweernv; and R, obtaining:

vE: (0.1054 0.0143 0.4062 0.4999 0.2812)
Ro: (0.4777 0.3272 0.4060 0.3958 0.2354)
|d|: (0.3723 0.3129 0.0002 0.1042 0.0458)

At this point, we have to establish a threshold to choose wattributes are appropriate
to be considered in the profile’s update. If we choose a lowsthold, too many attributes
will be changed simultaneously and the profile modificatidihtve bigger and more difficult
to control. On the other hand, a threshold too high will nédvalthe system to react to the
changes in the preferences of the user. Let us suppose thake/a threshofflof 0.35; in
that case, we only have to change the first attributedéiay days

The adaptation of that variable is made using to the aggmegatsed updating function
defined in the proposed learning algorithm. According td,tha= 0.1054 + w(0.4777 —
0.1054) wherew = 0.3723, resultinga = 0.2440. This means that the preference of the
value proposed im5 should have been 0.2440 instead of 0.1054. Therefore, togehthis
preference utility function, we can only change the numbelags considered to be the most
preferred by the user. In this example, we initially assuthetiMr. Smith wants to wait for O
days, but from the scenario we have noticed that this is net #hpplying the inverse function
to obtain the number of days from the preference value 0.24d@ind that the most preferred
number of days is set to 5.3, which is a good approximatiorhefreal desired value (it is
an intermediate value between the selected proposal andltreestored in the user’s profile).

6This value has been found from different tests and it dependke application domain.
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Now, we can check what happens with this new profile. So, we atgin the ranking
process with the same alternatives. The results obtaingé@reshown below. Notice that the
change in the utility function of théelay_days variable has affected the preference values
of all the proposals.

po: (L HMHVH) — (H)
p1:(QLVLHQLQL) — (L)
po:(HVLNMQL) — (M)
ps: (VHHMLVL) — (H)
p1:(QLHMM VH) — (H)
ps:(LNLMOQL) — (L)

Our goal was to increase the preference valupso$moothly. In fact, it can be observed
that nowp; is considered of., (low) preference in its first attribute, instead Bf. (very-
low). Moreover, the changes suffered by the first variable haweeseffects in the ranking,
changing the positions of some of the alternatives. Soneenaitives with a delay close to
the new preferred value have increased its global utilityeauch agps. However, in this
particular example this change is not sufficient to modify dlverall ranking of the proposal
selected by Mr. Smith. Note that the method does not aim taawgautomatically all
variables in one step (that would be too drastic). Moredbere are several parameters that
affect the degree of change, such as the threshold takereiadaptation or the centroid
chosen to adapt the selected proposal.

5.2.4 Related work
5.2.41 Patient-oriented services

The change towards patient-centred policies has beentig&t=] in several projects, with
some results and prototypes. One of the first attempts was ma€ugé (2003). His pro-
posal was designed to educate citizens (patients) in healéhissues. In this case, the system
allows to exchange data (in a structured way) with compseerpatient records, to look for
information related with drugs, symptoms, or opinions ddlttecare experts, and finally, to
include the patient into a community (of specific diseasesggaphical) that allows to share
experiences about a common issue or problem. Ghinea eD@4d)proposed an architecture
for a distributed collaborative e-health multimedia apgtlion that incorporates an intelligent
mechanism for obtaining a priority order of low-level QoSguaeters, which ensures that ex-
pected user quality is maintained at an acceptable levesaatynamically varying network
conditions. This system was designed to facilitate the oass through an effective remote
application, avoiding medical visits to the general ptamtier.

Recently, Xanthos (2007) analysed the current deliveryané ¢n Barbados, and how
the services that are handled in a provider-focused fastaorbe translated into a patient-
focused perspective. She concludes that while the conégptient-focused care has gained
some recognition in Barbados over the last years, sevaetipioners considered health care
delivery was in general not patient-focused. She also ifiethtthree kind of applications:
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patient-focused, provider-focused and intermediate.s Ehassification can be extended to
more countries. Flatley (2007) introduces some patiectided computer systems and de-
picts some benefits to both citizens and practitioners. iBapbns such as health-related
websites, consumer health informatics tools, patientat®tb hospital records and clinical
resources, and palm-top reminders for medications anésksmanagement, help lay peo-
ple and their caregivers better understand their healthectgges, participate in health care
choices, cope with the implications of disease and injurg,raintain contact with their clin-
ical care providers. These innovations help reduce he#@fiadties and increase knowledge
of, and involvement in, their own health care processespande ongoing, point-of-living
monitoring of complex health problems.

An ongoing project calle&k4Careis developing an infrastructure to adopt general inter-
vention plans for each patient in a semi-automatic way (& $ectio 711 and Campana
etal. (2008)). This approach will implement accurate trestts to patients that usually suffer
more than one disease at the same time. In fact, the exeaitparsonalised clinical guide-
lines to each patient has several works with numerous reptaisons and tools addressing
this issue [Leong et al. 2007].

PIPS (Personalised Information Platform for Health ane Sérvices) is an e-Health EU-
funded research project, which aims to create novel heatth d@elivery models by building
an environment for Health and Knowledge Services Suppartiibguez et al. 2006]. The
environment integrates different technologies in ordegriable health care professionals to
get access to relevant, updated medical knowledge, angh&amccitizens to choose healthier
lifestyles. In order to accommodate in the system many tyfedevices and users, with
different roles and needs, a multi-agent system approashselacted as the natural choice
for the design of the core system component, the decisiopcstayer.

5.2.4.2 Classification and recommendation of alternatives

As has been shown throughout this section, all recommengeras have two main ele-
ments: {) the profile representation and maintenance, @hdhe method for exploiting this
profile in order to evaluate and rank a set of alternativesst [if all an overview of rec-
ommendation methods will be given, followed by an study &f éivailable methods for the
profile learning. Then, several comments about the reasosaléct one method or another
will be given.

User’s recommendation With respect to how the recommendation method provides a per
sonalised answer to some decision problem, different @ues can be considered. For
the particular problem faced in this dissertation, we haeppsed the use of a multi-criteria
decision making (MCDM) technique [Figueira et al. 2005]. DI methods have their foun-
dations in Philosophy, Economics, social choice or evenegém@ory. Note that aggregating
the opinion of preferences of voters or individuals of a camity into collective or social
preferences is quite similar to devising comprehensivéepeaces of a decision-maker from
a set of conflicting criteria.

The two main approaches to MCDM apatrankingmethods andnulti-attribute utility
theory(MAUT) [Figueira et al. 2005]. One the one hand, outrankingtimods seek to estab-
lish the strength of evidence favouring selection of oneraltive over another, on the basis
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of pairwise comparison of alternatives. The result of thom@parisons is represented by an
outranking binary relatior’ defined on the set of alternativels such thatSo if there are
enough arguments to decide tlds at least as good @&swhereas there is no essential argu-
ment to refute that statement. On the other hand, MAUT isdaseassigning a global utility
value to each alternative iA. This global utility is a combination of the marginal utidis
that each criterion assigns to an alternative [Linkov e2@06]. MAUT is a simple approach
that is quite used in MCDM. Besides those two main approaaftbsr methods have been
developed; a revision of them can be found in [Figueira 2@05].

As it has been presented before (Sedfion b.2.1), prefesararebe represented with dif-
ferent types of values, mainly numerical or linguistic. kngral, aggregation operators can
be classified according to the data type (numerical, fuzaglitive, heterogeneous) or ac-
cording to their mathematical properties.

The main families of aggregation operators are ([Beliakal.€2007, Torra & Narukawa
2007, Yager 1988):

e Means (averaging functions), like arithmetic mean, wetghhean, geometric mean,
or harmonic mean.

e Medians, which try to find a value that is more representativa typical value than
the mean. It essentially discards very high and very loweslu

e Ordered weighted averaging functions (OWA), which are algeraging aggregation
operators which associate weights not with a particulantinput rather with its value.
According to the nature of the data, numerical or lingujsBgVA or LOWA operators
can be defined, respectively.

e Choquet and Sugeno integrals, which are two classes ofgmgréunctions defined
with respect to a fuzzy measure. They are useful to modefaations between the
criteria.

e Conjunctive and disjunctive functions, like the so-caliéangular norms and conorms
respectively. Minimum and maximum functions, product arababilistic sum, Lukasiewitch
norms, or drastic sum and product, are several examples®é tggregation functions
that are used in fuzzy set theory and fuzzy logic.

e Mixed aggregation, used in situations where high inputesfare required to reinforce
each other, whereas low values pull the output down. In thgecthe aggregation
function has to be disjunctive for high values, conjuncfivelow values, and perhaps
averaging if some values are high and some are low. The césstpert systems
MYCIN and PROSPECTOR used this type of aggregatiofj§id & Valdes 1994].

Learning preferences Methods for learning preference models and predictingepegices
are among very recent research trends in fields like macbareihg and knowledge discov-
ery. Approaches relevant to this area range from learniegiaptypes of preference models,
such as lexicographic orders, over collaborative filtetewhniques for recommender systems
and ranking techniques for information retrieval, to gafieations of classification problems
such as label ranking. Like other types of complex learnasi$ that have recently entered
the stage, preference learning deviates strongly fromttredard problems of classification
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and regression. It is particularly challenging as it inesthe prediction of complex struc-
tures rather than single values. Moreover, the acquisitigmeferences is not always an easy
task. Therefore, not only are modelling languages and flisma needed, but also methods
for the automatic learning, discovery and adaptation ofgoemces.

In our approach, the proposed algorithm allows to deal withadhic preferences by
changing the user’s profile values in an implicit way (takprgfit of the user’s selection of
an appointment), avoiding the explicit interaction witle thser. Other recent works in this
area are:

e Refining linear constraints on multi attribute utility fufans, allowing a set of Pareto
optimal decisions to be identified. Some procedures have tefined for incremen-
tal elicitation of utility functions that attempt to reducginimax regret with as few
equations as possible [Wang et al. 2003].

e Learning a decision maker’s utility function from the déeis maker's observed be-
havioural patterns, by means of finding a utility functionigéh(together with a domain
model) can explain the user’s behaviour [Nielsen & Jens@4p0

e Preference learning for adaptative interaction in ingelfit assistants (that give you
reminders, requests for permissions, etc.) [Weber & Po2808].

e Automatic construction of a user interest hierarchy thptesents a user’s interests at
different abstraction levels, which is learned from theteats (words or phrases) in a
set of web pages bookmarked by a user [Kim & Chan 2008].

e Using feedback about activities done during a trip to aagmplicit knowledge about
the user’s interests [Bajo, Botti, Corchado, llarrameHdiri, Julian, Carmona, Mags
Mena, Moreno, Pan & Valls 2007].

Discussion According to the characteristics of the problem presentethis dissertation
(the ranking of appointments) the most suitable approaatuigi-attribute utility theory. In
this model, it is assumed that each criterion is directlypaisged to a measurable attribute.

Moreover, some conditions are necessary and sufficientrédepence criteria to satisfy
the utility hypothesis([Belton & Stewart 2001]). Assuming that there exists aneoir
axiom between preferences, it requires that a prefereaigore’, fulfils,

e completeness.e.,forallp,q € S,p - qorp = ¢q,and
e transitivity, i.e.,forall p,q,r € S, if p 7~ g andq =~ r thenp = r, and
e the assumption ahutual preference independenoeist hold, and

e continuity of preferencesn assumption of non-continuity of preferences implies th
impossibility of ordering the decision maker’s preferenby a monotonic numerical
representation or utility function.

The criteria considered in this work satisfy these condgicso they can be represented by
means of utility functions.

In contrast, the outranking approach is more appropriatsifoations with the following
characteristics ([Roy 1991]): there are more than five Gatsome alternatives are evaluated
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in an ordinal scale or interval scale (scales that are ntalsleifor comparison of differences),
strong heterogeneity exists among criteria, which make#fitult to aggregate them into a
unique scale, compensation of the loss on a given criterjaandmrin on another one may not
be acceptable, and finally, for at least one criterion, sdifiérences of evaluations are not
significant in terms of preferences, while the accumulatibseveral small differences may
become significant. For this domain, most of these conditare not fulfilled.

MAUT approach was selected due to the flexibility to desctiteeuser’s profile by a set
of utility functions as described in Sectibn 5.2]1.3. Irsthase, the nature and the number
of criteria are not a constraint to apply this approach. Tduk lof compensation between
criterion values can be handled by the family of operat@bed ordered weighting averaging
(OWA) [Yager 198®]. Particularly, linguistic OWA operator (LOWA) allow to wk with a
rational domain of data (qualitative) and easier to use lgdmubeings [Herrera et al. 2002].
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5.3 Conclusions

The first part of the chapter has introduced the main featofése HECASE system, by
describing the main services delivered by the platformstkaf all, searching for information
about medical centres satisfying certain properties. $arsice is implemented through a
broker agent that intermediates between the user and thé@ermf the information, and
provides transparency between the services implemensgdkithe platform from external
user agents. The management of the patient’s health rebasdalso been explained. In
this case, the most important feature is the addition ofriyameasures around the medical
record agent in order to provide authentication, integaitg confidentiality to these sensitive
data. The final and most complex service is the implememtati@a patient-oriented booking
of appointments between the user and the care providers.

The overall patient-oriented delivery of medical servicesnade in two main stages.
The first one automatically collects a set of proposals veckaccording to a service to
be delivered, and ranks them with the support of a user’slproffo achieve this stage,
an aggregation-based process is performed. To work wiguiitic criteria a LOWA algo-
rithm was selected. After evaluating all the items, a filler@nking is performed in order to
avoid low rated options and offer to the user the best onest (h&ed according to his pref-
erences). Different parameters to achieve this aggregatwe been set up and explained
deeply through Sectidn 5.2.1. The second stage observesldwion made by the user and
adapts the profile accordingly (Sectiobn 512.2). The progdsarning algorithm estimates
which criterion or criteria, should be adapted, and charigeis values accordingly. The se-
lection of the candidate to change and its own change are tis¢ difficult tasks, because
the algorithm should estimate why the user selected oneroptifront of the others, and the
underlying reason of the user is not known. In the method gseg in this chapter, some
parameters can be adjusted to tune the behaviour of therigagrocess, with the experience
of the real use of the system.

In conclusion, we have designed and implemented an unsspdmnethod for providing
patient-oriented services in the health domain.



Chapter 6

Ontology-driven execution of clinical
guidelines

A clinical guidelineindicates the protocol to be followed when a patient is diesgul a cer-
tain iliness (also calle@now-wha}. They provide very detailed information concerning the
resources needed in the treatment of a patient [Boxwala 20al].

A hard task to be accomplished is the inclusion of a guidedixecution engine in the
daily work flow of practitioners. This chapter deals with tie@resentation of how the tasks
embedded into a CG are managed (also c&liexiv-hovy. This knowledge has been designed
as an element (ontology) external to both the agents belieithe CG codification.

With that approach, care is improved at least in four ways:

1) Ontologies provide a common understandable semanticsfranmk to execute clinical
guidelines. Consequently, all the entities and conceptsvad in that execution can
be explicitly defined according to their relations and htttées.

1i) Agents can understand what they must perform at any monmehhegotiate or coor-
dinate their activities with the appropriate partners.

7i7) Ontologies provide a high level abstraction model of thigydaork flow. That model
can be adapted to each particular organisation, withouagfeats having to change
their internal behaviour. In that sense, any organisateont@ve an ontology adapted
to its particular circumstances.

i) There are different representations to catirical guidelinesbut most of them share
a common set of elements and features. Ontologies can beaidefine the structure
of a generic CG that can be used to share the information io@otén CGs coded in
different representations.

111
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Ontologies They define terms and relations comprising the vocabulary tipic area as
well as the rules for combining terms and relations to defitersions to the vocabulary
[Neches et al. 1991].

Different knowledge representation formalisms exist i@ definition of ontologies. How-
ever, they share the following minimal set of components {&g.[6.1):

a) Classes represent concepts. Classes in the ontology are usuapnised in tax-
onomies through which inheritance mechanisms can be applie

b) Individuals are used to represent real world entities.

¢) Properties they represent binary associations between ontologntdies. On the one
hand, object propertiesestablish relationships between pairs of individuals. [ t
other handdata type propertieselate an individual to a data value (integer, string,
float, etc.); they can be considered attributes.

There exist different representation languages for ogte&y such as XML and RDF.
Nowadays, one of the most used languages is Web Ontologyulagieg OWL) [McGuinness
& Harmelen 2004]. There are three different flavours of OWLhwitirying levels of ex-
pressiveness: OWL Full, OWL Lite and OWL DL. For our purposes wechthe maximum
level of expressiveness but maintaining a standard stei¢tlasses and properties) to allow
inference. For these reasons OWL DL was used.

=} @ Biosensor

[=}- (@ Company
=] @ Company_address
@ Company_fax_number
@ Company_name
@ Company_phone_number
@ Company_web_page
@ Company_email
= @ Manufacturer
=] @ Product
| @ Device_application
@ Device_name

© Lifetime

@ Measurement

© Price
@ Response_time
© software

@ Technology

[ @ Technology._topic

Figure 6.1: Example of ontology in the biotechnology domain; classes pioperties are
shown. [$anchez et al. 2006]
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Methodologies for building ontologies There does not exist a unique way for modelling on-
tological knowledge [Corcho et al. 2003]. From the ontolamgineering point of view,
several methodologies and guides have been designed iragtdqp aiding the ontology
construction process such as METHONTOLOGY and-Do-KNOWLEDGE [Gomez-Ferez
et al. 2003]. From all of them, thED1 ontology development methioals been selected ([Noy
& McGuinness 2001]) due to both its flexibility and independe from the final language
description. It divides the ontology construction prociesseveral iterative steps, covering
from the definition of the scope to the specification of eadblogical entity (see Fi. 6.2(a)).
It also provides golden rules about how an ontology shouldéfened. Each step can be
executed as many times as desired and in any particular, @iitering to create the final
ontology in a flexible and incremental way (see Fig. 6]2(b)).

consider enumerate define define create
reuse terms properties restrictions instances
(a) Sequences of steps described in the methodology

consider enumerate consider enumerate
reuse terms reuse terms
define define define create
properties properties restrictions instances

(b) lterative deployment of the steps

Figure 6.2: Sequences of steps described in 184 ontology development methidtby &
McGuinness 2001]

The rest of the chapter is organised as follows. First ofSaktiof 6.1l gives an overview
of the main applications of ontologies in medicine. Thergt®a[6.2 explains the ontology-
based representation of CGs used to manage CGs coded irutiffenguages using a com-
mon representation among agents. Sedfich 6.3 details emotitology designed to repre-
sent medical and organizational knowledge used duringxbeution of a CG; the HCA-
SE2 system needs to complement the procedural knowledgeigedtan CGs with declar-
ative knowledge stored in this ontology. Sectionl 6.4 déssria case study using all these
ontological tools. Finally, the conclusions section sumises some concluding remarks of
this chapter.
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6.1 Use of ontologies in medical applications

The use of ontologies in medicine has been shown to suppdsgpantant advantage. Gong
et al. (2007) designed an ontology, calleddical errot to improve patient safety and reduce
medical errors. The ontology allows healthcare profesdfoto report, in a structured way,
medical errors. These data are used for detecting pattérfgsroneous) behaviours, and
discovering underlying factors, in order to propose sohai

In addition, Dixon et al. (2007) created a taxonomy of he#ftlerms. In this case, the
taxonomy has been included in a web site portal in order tiitite the citizens to find
information.

Kumar et al. (2003) studied the implementation of a tasklogtonamed Context-Task
Ontology (CTO) in order to map the knowledge required in thplementation of CGs. They
implemented the CTO using DAML+OIL and intended to creates@@ough an indepen-
dent structure that stored all relations and concepts iniguenvay. They noted that this
approach had some drawbacks, such as the difficulty to defoh&rsow exactly which rela-
tions are required, as well as the requirement of experteswention. The same authors later
described the use of ontologies to define clinical guidslimgadding a hierarchy of classes
to represent medical procedures and plans [Kumar et al.]2B@dvever, this implied a high
level of complexity as compared to flow-chart-based repriadi®ons. Abidi et al. (2007) also
designed an ontology-based representation of CGs (in déisis,docused in the breast cancer
domain) used to translate the data contained in CGs intoa sates, which are handled by
a rule-based execution engine.

Serban et al. (2007) proposed the use of an ontology to gh&lextraction of medical
patterns contained in CGs in order to reconstruct the cagtaontrol knowledge. These
works suggest the use of UMLS as a central corpus.

Ciccarese et al. (2004) introduced an architecture thieetira care flow management sys-
tem and a guideline management system by sharing all theaddtantologies in a common
layer. They proposed to represent medical and organisdtinformation in those ontolo-
gies, but they did not use non-taxonomic relations in the@logies; all the information is
stored in the flow chart-like representation used to code S€sthe complete description at

Sectior 2.b).

Moreover, Davis & Blanco (2005) suggested the use of taxoe®to model the clinical
life cycle knowledge. They also described a state-basedl fttatr model to represent all
dependencies between enterprise entities.

The web-based application BioPdfallows to access the Open Biomedical Ontolo-
gies (OBO) library (see Fid._8.3). This library contains aykacollection of ontologies in
biomedicine as well as biology, chemistry, anatomy, ramjg] and medicine. It permits users
to browse individual ontologies and provides a suite ofg¢dol developers to integrate its
functionality into their own applications. A preliminangksion of this site was Knowledge
Zone [Supekar et al. 2007].

1The website is maintained by The National Center for Biomddi€@ntology that is part of
the National Centers for Biomedical Computing supported by tNIH Roadmap, USA. URL:
http://www.bioontology.org/tools/portal/bioportaiml [last access 26/04/2008]
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Figure 6.3: Screenshot of BioPortal, a web-based repository of medit@logies

6.2 Ontological representation of clinical guidelines

As said in the introduction of this dissertation and studie@€haptef2, one of the barriers
for adopting clinical guidelines in careflow managementeys is that there are different
representation languages of clinical guidelines, and wbiigem is widely used. Nowadays,
the authors of guideline-based execution engines havédct eme of the available languages,
and implement andd hoctool [Isern & Moreno 2008].

Meanwhile there is no created a standard, guideline-bassdiBon engines should select
one of the available languages, and implement a languguendeng tool.

The aim of this section is to present an approach to creatprasentation of clinical
guidelines that includes properties from existing langusaip allow both to obtain informa-
tion about CGs and, at the same time, to maintain the origioatces of these guidelines.
This structure stores information about the steps to follovd uses an interface with general
methods to allow enacting the guideline (these method&/gkiting and putting the required
data and knowing the current state of the patient into tlarrent). These facilities have been
implemented as an external module and they can be attacladdotor. Particularly, they
can be attached to two different actors: the doctor agertheoguideline agent. We selected
the doctor because this module requires values of testkg@siindings obtained from the
medical record, and these data are only available (augdrier a doctor. Moreover, with
this approach, the DRA uses this module when required andfonhis patients.

After this brief introduction of the requirements and gdalaccomplish, a description of
the implemented module and the way it handles the CG knowléldone in the following
sections.
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6.2.1 Clinical guideline ontology: motivation and features

The clinical guideline ontologyhas been developed after an exhaustive study of the main
available languages to represent clinical guidelines.odahately, different attempts to cre-
ate a standard to represent CGs such as GLIF or GELLO, hatétimuccess, and none of
those proposals was successfully adopted by researcheergidely used in guideline-based
execution engines [Clercq et al. 2004].

As shown in [Isern & Moreno 2008, there are several languages to represent guidelines
but, at the same time, as [Peleg et al. 2003] and [Clercq €2084] noticed, they share
common functionalities and elements that permit to esthlaliset of common characteristics.
Following this assumption, the designed ontology is basedPBCorma [Sutton & Fox
2003], SDA* [Rigio 2007] and SAGE [Tu et al. 2007]. Other languages such asuAsh
[Young et al. 2007], GLIF3 [Boxwala et al. 2004], and EON [8kar et al. 2002] were
analysed, but the differences between them, the lack of toohanage them, and the limited
availability of CGs coded using those languages, were thsores to discard them.

6.2.1.1 PROforma

PRClormais an executable process modelling language that has beeassfully used to
build and deploy a range of decision support systems, gagkehand other clinical applica-
tions [Sutton & Fox 2003].

It has a declarative format defining four basic types of tggksns, decisions, actions
and enquirieg as well as logical and temporal relationships between thé&m action is
a procedure to be carried out (usually by an external eleiilenta doctor or a medical
resource). Alanis the basic building block of a clinical guideline and regaets a container
for a number of tasks, including other plansdécisionis a task that represents an option in
terms of different logic commitments to be accomplished.efquiryis a request for further
information or data required before proceeding with thdiaption of the guideline.

To support the entire decision life cycle, the proposed rhodmbines argumentation
with ideas from modal logic, logic programming, and ageutty. In this approach, a de-
cision process is defined as a special kind of object (a tabkps® attributes include: a) a
situation (the logical conditions requiring a decisior))algoal (what the decision is intended
to achieve), ¢) candidates (a schema for proposing camdiftetision options), d) arguments
(propositional rules or first order schemas that specify tmargue for or against compet-
ing candidates), and e) commitments (rules and procedaresefecting the most preferred
candidates).

6.2.1.2 SDA*

SDA* is based on flowcharts and enriched with specific headtie elements [Rizo 2007]
(see Section 7.1.2.2). The basic elements of SDA* strustanestates decisionsandactions
Statesrepresent patient conditions, situations, or statusesiéserve a particular course of
action which is totally or partially different from the agtis followed when the patient is in
other stateDecisionsallow the integration of the variability a treatment haselggting on the
available information about the patient. Antionconstitutes the proper health care activity
in the treatment. Between those elements, directed eddjes tlee direction of the steps and
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can be used to define periodic or temporal constraints. Tugication allows the medical
experts to represent sequences, loops or concurrencedretasks.

6.2.1.3 SAGE

The internal representation of guidelines in SAGE is madeguthe EON formalism im-
plemented as a Piage add on [Tu & Musen 2001]. Using SAGE, a medical expert can
encode computable guideline content as recommendatisnsieg only standard terminolo-
gies and standards-based patient information models. AG&EModel supports encoding
large portions of guideline knowledge as re-usable deiilaravidence statements and sup-
ports querying external knowledge sources.

SAGE distinguishes two formalismsecommendation-setnd decision-magTu et al.
2007]. Therecommendation-sé$ an activity graph composed of processes and interactions
between them. Activity graphs allow the specification of pomational algorithms or medi-
cal care plans as processes consisting obntextsthat are combinations of a clinical setting
(e.g.,outpatient visit in a general internal medicine clinic),eproviders to whom the recom-
mendation is directed, relevant patient attributeg.(patient age), and possibly a triggering
event €.g.,a patient checking into the clinic);) decision nodeghat evaluate conditions on
variables €.9.,a Boolean precondition for an action};) action nodesthat encapsulate a
set of work items that should be performed either by a comnmmytetem or by a healthcare
provider, andiv) routing nodesthat are used purely for branching and synchronization of
multiple concurrent processes.
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6.2.1.4 Common features

As said above, there are several similar features betweesdllected languages. Tablel6.1
summarises the main topics considered to design our ortolog

All languages share the same elements: a method to intraegegred valuesd.g.,a
finding, a result, a comment), a function to make decisionsraling to the values of some at-
tributes considered in a certain point of the guideline, ho@to describe actions to perform
according to treatments, and requests of needed clinisl. téemporal constraints between
elements are also considered because all languages plistiirictionality. Finally, one of
the goals is to maintain the original source of guidelinesritter to reuse existing run-time
engines. SDA* and PR@rmaprovide this facility, but in the case of SAGE, an interprete
of the XML documents was implemented.

Topic PRClorma SDA* SAGE

Basic Plan, enquiry, State, decision, Context, decision,
elements decision, action action action, routing
Codification R2N XML XML

Available Yes Yes 2 (public

CGs workbench)
Execution Yes Yes No

engine

Temporal Yes Yes Yes

constraints

Table 6.1: Comparison between PR@ma, SDA* and SAGE
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6.2.2 Clinical guideline ontology

The clinical guideline ontology has been coded in OWL DL, aditiesl using Prdtge-2000
release 1B Fig.[6.4 depicts the whole view. It has been implementetbfiohg the 101
methodology explained above (Fig.6.2).

The designed ontology has the following parts:

e Guideline This is the abstract part of the ontology and it is used taeskize main
features of a guideline. It includes information about theguage used to code the
guideline, the guideline itself, a general descriptionetacd constraints used to filter
this guideline é.g.,symptoms associated to a guideline that are used as préioosd
during a search), and a slot that describes the operatibanhegent wants to perform
(e.g.,getting, updating).

e Content This is the main part of the clinical guideline ontologyinktludes information
about the taskse(g.,enquiry, decision and action), and data definitions (d#ffieidata
descriptions allowed by the guideline execution engind)e former defines a set of
common slots to all tasks used by all of them. All tasks inelirformation about
pre- and post-conditions, descriptions, and captieng.[descriptions showed in the
visualiser tool). In the case of decisions, logical argutseme handled; in the case
of enquiries, the required data sources; and, in the casetioha, the action block
embeds the information about the action (unstructured extdal).

The contentpart of the clinical guideline ontology shown in Fig.16.4 luimbes more spe-
cific classes namedexpression Assertionand Parameter These classes are described in
Fig.[6.8. AnExpressioris a general class that allows to explain descriptions,sy@ald other
abstract terms. AAssertionallows to describe a logical expressions in terms of argusnen
and conditions. Aarametelis used to describe task definitions as the root plan. An ianil
class used during the enactment of CGs isAbton blockclass. In this case, this class stores
information about who is able to run a task (this informati®rontained in the SDA* codi-
fication and it is stored in another ontology designed tmfeltlinical guidelines explained
in next sections).

2The Proége ontology editor is freely available at http://protegangord.edu/ [last visit 12/07/2008]
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Content
Guideline v Guidelinelnfo
@ Name
v @ IsGuideline @ Directives
®op @ OriginalContext
@ Description v @ TaskDefinitions
» @ Content © Parameters
@ Constraints O Type
@ Language =] @ Description (1)
v @ GuidelineBrief © Name
@ Author @ Context
@ Centre = @ caption (1)
@ Content ] © Owner
@ Department_Name = © Goal (1)
@ Department_Type [l © WaitCondition (1)
@ Description =] @ PostCondition (2)
@ Guideline_Language © Trigger
@ Guideline_Name =] © PreCondition (1)
Qu -] @ Candidates
: \C/)rigi.naLContem ] © ActionBlock
ersion
@ TimeStamp gg‘:::ces
[ ] Symptoms
@ liiness ® pian
@ RootPlan
& ® Components (3)
Decision
@ Enquiry
© Action
v . DataDefinitions
© TrueValue
OType
[~} @© Description (1)
@ FalseValue
@ Context
=] © Caption (1)
=] © Defaultvalue (1)
[=] @ MandatoryValidation (1)
-] @ Synonims
Notation: =] © WarningInfo
(1) : Expression ©unit
(2) : Assertion [=] @ Derivation (1)
(3) : Parameter B} @ nfoRange (1)

Figure 6.4: Clinical guideline ontologygart 1)



6.2. ONTOLOGICAL REPRESENTATION OF CLINICAL GUIDELINES

121

ActionBlock Expression
v $® Aﬁﬂiunﬁlntk w @ Expression
@ Hamo © Functoriame
u‘,‘H-‘eh:unnee @ OriginalFom
|:,. Subiject &) stngValue
l.:'.‘ Decument = & Arguments (1)
_: Stan @ ExprossionClass
@ End O Doublevalue
@ Frequency © intvalus
£l @ Ownar
O roerrguments
[= T
Parameter
v @ Parameter

@ Nare Assertion
&
9 Tyve w @ Assertion

B @ Description (1) @ FunctorMame
8 i ) :

» @ Caption (1) & CriginalForm

» B Owner 0 StringValue

» @ Arguments (2)
@ ExpressionClass
@ Dounlevalus
B intvalue

» @ Cwner
8 MoeArguments

Figure 6.5: Clinical guideline ontologygart 2)

Using this ontology, the basic information contained in a&@ be shared across several
entities, particularly this structure is used in the guiehgent in order to transmit the results
of queries received by doctors. For instance, the followirggsage shows the result for query
for a specific guideline from a centre:

(:
(all ?x
(1sCGui del i ne get Cui del i ne
(Gui delineBri ef
:centre Consul torilLocal Alforja
:department _nanme General - nedi ci ne

:gui del i ne_nanme m quel SDA ki dneyProbl ensFi ctitious. xm))

(set
(Gui delinelnfo

: Gui del i nel nf oTaskDefi nitions

(set
(Taskl nfo
: Taskl nf oType
: Taskl nf oNane
: Taskl nf oNext
(Tasklnfo
: Taskl nf oType
: Taskl nf oNane
: Taskl nf oNext
(Tasklnfo
: Taskl nf oType
: Taskl nf oNane
: Taskl nf oNext
(Tasklnfo
: Taskl nf oType
: Taskl nf oNane
: Taskl nf oNext
(Taskl nfo
: Taskl nf oType

2
DS2
(set A3))

3
ES2
(set A3))

2
DKi dney_pr obl ens
(set Kidney_status))

3
EKi dney_pr obl ens
(set Kidney_status))

2
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: Taskl nf oNane Ki dney_st at us
: Taskl nfoNext (set A4 A4 A4)
: Taskl nf oSour ces
(set "low functionality" "low functionality"))
(Taskl nfo
: Taskl nfoType 1
: Taskl nf oNanme A3
: Taskl nf oAct i onBl ock
(set
(Acti onBl ock
:Name "prescripts a non-pharmacol ogi cal treatnent”
:Petitioner PC
1 Subj ect PC
:Start "Tue Apr 29 12:46:22 CEST 2008"
:End "Tue Apr 29 12:46:22 CEST 2008"
: Frequency 0))
: Taskl nf oNext (set))
(Tasklnfo
: Taskl nfoType 1
: Taskl nf oName Al
: Taskl nf oAct i onBl ock
(set
(ActionBl ock
:Nane "Prescribes assistive devices"
:Petitioner PC
: Subj ect Nurse
:Start "Tue Apr 29 12:46:22 CEST 2008"
:End "Tue Apr 29 12:46:22 CEST 2008"
. Frequency 0))
: Taskl nfoNext (set A2))
(Tasklnfo
: Taskl nfoType 1
: Taskl nf oNanme A4
: Taskl nf oAct i onBl ock
(set
(Acti onBl ock
:Name Send_nessage
:Petitioner PC
1 Subj ect Patient
: Docunent "Message to Patient”
:Start "Tue Apr 29 12:46:22 CEST 2008"
:End "Tue Apr 29 12:46:22 CEST 2008"
. Frequency 0))
: Taskl nf oNext (set))
(Tasklnfo
: Taskl nfoType 1
: Taskl nf oNane A2
: Taskl nf oAct i onBl ock
(set
(ActionBl ock
:Nane "Prescribe nursing care"
:Petitioner PC
: Subj ect PC
Start "Tue Apr 29 12:46:22 CEST 2008"
:End "Tue Apr 29 12:46:22 CEST 2008"
. Frequency 0)
(ActionBl ock
:Name "authorizes nursing care"
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:Petitioner FD
: Subj ect FD
:Start "Tue Apr 29 12:46:22 CEST 2008"
:End "Tue Apr 29 12:46:22 CEST 2008"
: Frequency 0)

(Acti onBl ock
:Name "perform an intravenous therapy"
:Petitioner PC
1 Subj ect Nurse
:Start "Tue Apr 29 12:46:22 CEST 2008"
:End "Tue Apr 29 12:46:22 CEST 2008"
: Frequency 0)

(Acti onBl ock
:Nane "wite a follow up report"
:Petitioner Nurse
1 Subj ect Nurse
cStart "Tue Apr 29 12:46:22 CEST 2008"
:End "Tue Apr 29 12:46:22 CEST 2008"
: Frequency 0))

: Taskl nfoNext (set)))))))
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6.2.3 Guideline-based execution module

The module that implements the guideline-based executigime is presented in the Fig. 5.6.
The doctor agent has an instance of this module and accésbestigh a set of API calls.
The first call is to load a certain guideline, and a set of mashallows to know the current
status of a patient over his treatment, query a requestedvdiiie, set a certain value, and
trace all the steps followed in each stepg(,tasks accomplished, in progress, finished) as
well as the decisions made.

The module allows a continuous enactment of a guidelinefmfreeze” the execution.
The agent stores this information (current status of thewti@n and all values related to the
execution of this guideline) into the patient’s record.

The module uses the particular execution engines trangl#tie data from/to each run-
time engine. This approach allow to maintain the origingresentation of the CGs with a
common set of methods.

Clinical guideline
ontology

PROforma
Execution Engine

Agent API calls Guideline
4P FExecution
Module

SDA* Execution
Engine

A

SAGE Execution
Engine

Figure 6.6: Guideline execution module

Moreover, the listener that defines all events that can beageahby the agent is the
following:

public interface CGListener

{

[ **

* Thrown when an event related to tine is detected
* @aram event Information related to the event
*/
public void TineEvent ( CCGEvent event );
[ * %
* Thrown when a docunment has been written
* @aram event Information related to the event
*/
public void document Witten(CGEvent event);
IEX:
* Thrown when an action has been reached
* @aram event Information related to the event
*/
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public void Acti onReached( CGEvent event );

| *x

* Thrown when a state has been reached

* @aram event Information related to the event

*/

public void stateReached(CCEvent event);

| *x

* Thrown when a junp is detected

* @aram event Information related to the event

*/

public void junpReached(CCEvent event);

[ * %

* Thrown when a deci sion has been reached

* @aram event Information related to the event

*/

public void deci si onReached(CGEvent event);

IEX:

* Thrown when the execution of the graph has been started. Then
* the |listener nmust choose which entry point wants.

*

* @aram event Information related to the event

*/

public void chooseEntryPoi nt (CGEvent event) throws CGException;
[ *x

* Thrown when the execution of the graph has been finished. This
* means when the graph hasn’'t any route to continue, or when a
* prefixed nunber of cycles has been done.

*

* (@aram event Information related to the event

*/

public void graphFi ni shed( CGEvent event);

| *x

* Thrown when the execution of the graph has been finished because
* there has produced so many cycles, and is considered that the
* execution has entered into an "infinite" |oop

* @aram event Information related to the event

*/

public void tooMichCycl es(CGEvent event);

Internally, the guideline execution module should adagetkecution to the particularities
of all language, and also, to the particularities of eaclcetten engine. In our case, the
SDA* and PRGormaengines are very similar and is easy to adapt the event-leaseiing
by translating and calling the appropriate methods. In s of SAGE, the engine is under
developing in the same way than the previous ones.
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6.3 Ontological representation of medical and organizational
knowledge

The scope of the ontology presented in this section covetiseatelations established in the
multi-agent system associated to a healthcare organisafiwe ontology is divided in three
main groups of conceptsa) description of all health care entities with their relasob)
linkage of semantic categories to the medical conceptscarepresentation of all medical
terminology used by all partners [Iserrai&hez & Moreno 2004.

6.3.1 Description of health care entities

The Agenthierarchy of classes includes all main concepts relateld thi¢ internal organ-
isation of the multi-agent system (see Hig.16.7). In thigdrighy there ardepartments,
Patients, Practitioners, Medical centrasid Services All these elements have internal rela-
tions, such a€ardiologyi s- a Departmenthatbel ongsTo Medical-centefsee Tablg6]2
for a complete list of all non-taxonomic relations definedpre complex relations between
doctors and services are also mapped, sucNwasebel ongsTo Departmentbecause a
nurse can be located in any departmentFamily.doctorbel ongsTo (Generalmedicine

U EmergencyJ Paediatricsthat means that an instance of family doctor could beloranio
instance of these three departments.

Agents
Agent
7 v Department
Cardiology

Dentistry
belongsTo Emergency
General_medicine
Geriatrics belongsTo
Ginaecology
Neurology
Oncology
Ophtalmology
Orthopedics
Paediatrics
Radiology
Rehabilitation
§. Surgery_specialty 4/
© Medical_center ¥

belongsTo
(Object property)

Patient

v @ Practitioner
Cardiologist
Dentist
Family_doctor
Gynecologist
Neurologist
Nurse
Oncologist

isComposedBy Ophthalmic_surgeon
Orthopedic
Physical_Therapist
Physiotherapist
Radiologist

9. Surgeon.

v @ Service_agent
Cardiology_service
General_medi
Ginaecology.
Radiologist_service

hascuIr
(Data type property)

Figure 6.7: Medical ontology: organizational part
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Relations betweeAgent subclasses are inspired in usual healthcare organisafidres
inverse relations are also available to know which kind aftdcs compose a department or
which kind of services are located in a department or mediealre.

Although most of the departments are similar in medicalre=it is possible to represent
different variations. In those cases, a specialisatiorhefdntology could be made. For
instance, the oncology department is different in a hobpitin a primary attention centre
that covers a part of a city or a set of villages. In these ¢asmssubclasses of the oncology
department would be created. The parent class would keepralinon features and the two
siblings would contain the features or resources for eaeh on

6.3.2 Description of semantic types of medical concepts

The next set of classes concerns the different semantis tyfothe medical concepts. There
are two main hierarchies, nameahtity and Event which were picked from UMLS Metathe-
saurud. Currently, UMLS defines 135 different semantic types diddn two groups: mean-
ings concerned with healthcare organisations or entitied, meanings related with events
or activities in a daily care flow. Both hierarchies are oigad as a taxonomy withs- a
relations between concepts, suchiseaseor_-Syndrome s- a Pathologicfunction

Entities and Events

Entity
v @ Conceptual_Entity
v @ Finding
» @ Laboratory_or_Test_Result
» @ sign_or_Sympton
» © Group
Group_Attribute
> Idea_or_Concept
> Intellectual_Product
Language
» @ Occupation_or_Discipline
Organism_Attribute
Organization
Physical_Object
» ) Anatomical_Structurer
» @ Manufactured_Object
» © Organism

>

Event

Activity
» ® Behavior
Daily_or_Recreational_Activity
Machine_Activity
| 4 Occupational_Activity
Phenomenon_or_Process
» @ Human-caused_Phenomenon_or_Process
Injury_or_Poisoning
v @ Natural_Phenomenon_or_Process
v Biologic_Function
v @ Pathologic_Function
Cell_or_Molecular_Dysfunction
» @ Disease_or_Syndrome
Experimental_Model_of Disease
» @ Physiologic_Function

hasTUI

Figure 6.8: Medical ontology: semantic types

SUnified Medical Language SysteftdMLS) is a repository of the US National Library of Medicitieat com-
prises the most widely used medical terminologies and nomemetlike MedLine, MeSH or LOINC. Web site:
http://www.nlm.nih.gov/research/umls/ [last visit 11/2008].
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All this information is used by agents kmow exactly which is the function of any required
conceptand further connections with others. For instance, if a ephts aFinding and a
Finding i sResponsi bi | i t yOF a Practitioney the agent knows that a patient’s finding
should be given by a practitioner.

Fig.[6.8 shows the basic structure of this part of the ontplog

6.3.3 Medical domain terminology

The last part of the ontology represents the specific voeapuised in clinical guidelines.

It systematises all specific knowledge required in any dindesxecution engine, divided in
DiseasesProceduresind Personal datalt is necessary to define a set of relations between
each concept and its identifier (Code Unique Identifier or )Citd semantic type, which
entity of the system is responsible of its accomplishmend, the produced result.¢. if

it as number, a Boolean, an enumerate or a complex objectlati®e are bidirectional
because it is interesting to know that the findigtive_cancern sResponsi bi lityCOf a
Family Doctor, and the family doctor’s responsibilities. Each agent caress the concepts
related to its own domain and be aware of the consequencke application of an action.

Medical Domain

Medical_domain
v @ Disease_or_action ‘\
Active_cancer hasAssociated
Bed_ridden Procedure

Blood_test_requested
Blood_tests
Changed_status
Hematological_disease
Immobile
Mammography_requested
Marijuana_smoking
Pitting_edema
Radiologic_technologist_mammography:
Referral_for_substance_abuse
Request
Smoking
Sore_to_touch
Superficial_vein
Swollen_calf
st
v & Personal

Age
Date_of_birth
Disability_NOS
Disease_antecedent
Occupations
Patient_external_identifier
Patient_internal_identifier
Person_role_title
Personal_name
Postal_address

Response_to_antigens isAssociated

Sex / P e0f
v Procedure

Mammography
Radiographic_imaging
Ultrasonnography

hasCUI  hasResult

Figure 6.9: Medical ontology: medical terminology

Before to add a new CG to the system, a medical expert musteifita ontology with
the concepts, relations, actions, and effects, includ¢lderCG.

If there is no information about a concept, the agent reguist doctor for making a
decision. If a concept has more than one semantic type @thiaexecution of two different
guidelines), the agent cannot follow an option because bdctions are correct. In this
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case, it is recommended to create another term, by searttféeddMLS repository, that fits
better with the ontology; the percentage of terms with mbemtone semantic meaning in
UMLS is very low because the creators of this repositorylttteavoid these kind of problems
and facilitate its use by decision-support systems.

6.3.4 Combination of medical and organizational knowledge

As explained above, three main groups of concepts are deiindte medical ontology:
agent-based health care concepiemantic typesf entities and events, andedical con-
cepts All the defined concepts are interrelated by taxonomic amdtaxonomic relations.
The former are based ars- a relations and are established by generalisation-speaiain
of concepts. Some are picked from UMLS and others are pialed healthcare organisa-
tions. The second kind of relations is more difficult to efitdh due to its semantic depen-
dency. In fact, they are usually omitted in standard repasis [Ding et al. 2004].

Table 6.2: Object and data type properties defined inttedical ontology

Object Properties

Description

bel ongsTo
hasAssoci at edPr ocedur e

hasResponsi bl e
hasSemanti cType

i sAssoci at edPr ocedur eCf
i sConposedBy

i sResponsi bl eOf

Any instance of a class that belongs to another

A medical concept has an associated procedure. It is used by
doctors to simplify a search (from UMLS)

Establishes the responsibility of a medical concept that has
to be performed by a healthcare party

Functional property to specify the semantic type of a concept
Inverse othasAssoci at edPr ocedur e

If aninstancex € A bel ongsTo b € Bthenb € B

i sConposedBy a € A. Itis notjust the the inverse
because the first relation is— N and the second i8/ — N
Inverse othasResponsi bl e

Data type Properties

Description

hasCuUl

hasDescri ption

hasResul t
hasResul t Bool ean
hasResul t | nt eger
hasResul t String
hasResul t Enuner at e
hasResul t Conpl ex

hasTUl

Value of the CUI Code Unique Identifigr(from UMLS)

Concept definition provided from UMLS (when it is available)
Type of output of an element (action or data concept)

Sub class ohasResul t that sets a Boolean as output

Sub class ohasResul t that sets an Integer as output

Sub class ohasResul t that sets a String as output

Sub class ohasResul t that sets an enumerate as output

Sub class ohasResul t that sets a complex element formed by
one or more simple results (concepts) as output

In UMLS, semantic types are labelled witiTgpe Unique Identifier
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By analysing the information required in the execution oflinical guideline, a set of

relations were defined (see Hig. 8.10). They are shown irg]

|, along with their type and

description. When a new CG is added, all new concepts shouéditted and all required
relationships between concepts should be established.

hasSemanticType

Agents
® Agent
| % v @ Department
@ cardiology
© Dentistry

® General_medicine
@ Geriatrics

® Ginaecology
@ Neurology

® Oncology

® Ophtalmology
@ Orthopedics
© Paediatrics

@ Radiology

® Rehabilitation

) Medical_center

v @ Practitioner
® Cardiologist
® Dentist
@ Family_doctor
@ Gynecologist
@ Neurologist
® Nurse
@ oncologist
@ Ophthalmic_surgeon
@ orthopedic
® Physical_Therapist
@ Physiotherapist
@ Radiologist

v © seni
@ cardiology_service
© General_medicine_service
© Ginaecology_service
@ Radiologist service

hasCUI

Figure 6.10: Medical ontology with relations between all parts

Entities and Events

@ Entity
@ Conceptual_Entity
w @ Finding
» @ Laboratory_or_Test_Result
» ® sign_or_Sympton
» @ Group
@ Group_Attribute
» @ idea_or_Concept
» @ intellectual_Product
@ Language
» ® Occupation_or_Discipline
» @ Organism_Attribute
» @ Organization
v @ Physical_Object
» @ Anatomical_Structurer
» @ Manufactured_Object
» ® Organism
» @ Substance

@ Emergency belllong§To

belpngsTo

® Event
v @ Activity
» @ Behavior
@ Daily_or_Recreational_Activity
@ Machine_Activity
» @ Occupational_Activity
v @ Phenomenon_or_Process
» © Human-caused_Phenomenon_or_Process
@ Injury_or_Poisoning
v @ Natural_Phenomenon_or_Process
v @ Biologic_Function
v @ Pathologic_Function
@ Cell_or_Molecular_Dysfunction
>

isease_or_Syndrome
@ Experimental_Model_of_Disease
» @ Physiologic_Function

hasTUT

isResponsibleOf

hasSemanticType

Medical Domain

© Medical_domain
'w @ Disease_or_action

® Active_cancer

@ Bed_ridden

@ Biood_test_requested

@ Blood_tests

@ Changed_status

® Hematological_disease

® Immobile

@ Mammography_requested

® Marijuana_smoking

@ Pitting_edema

@ Radiologic_technologist_mammography:
® Referral_for_substance_abuse

® Request

® smoking

@ sore_to_touch

® Superficial_vein

@ swollen_calf
@ Swollen_legs

% v @ Personal

® Age

® Date_of birth
Disability_NOS

@ Disease_antecedent

@ Occupations

@ Patient_external_identifier

@ Patient_internal_identifier

@ Person_role_title

@ Personal_name

® Postal_address

@ Response_to_antigens

@ Sex

hasAssociated
Procedure

isAssociated

v @ Procedure
@ Mammography
@ Radiographic_imaging
@ Uitrasonnography

hasCUI  hasResult
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6.4 Ontology-driven execution of clinical guidelines

The procedural knowledge embedded within clinical guitkdi should be complemented
with a representation of declarative knowledge that alléev&now exactly the semantic

meaning of all elements, and hence, to implement a guidélised execution engine to fol-
low step-by-step all the stages. The previous section hasrsthe basic pieces to consider
in any guideline: decisions, actions, and inputs of data T consists in a combination of
these elements with labelled transitions between thempaoeah constraints.

The execution of a CG involves different kinds of actors hwdifferent skills and con-
straints. In the case of #CASE2 the execution of a CG is a semi-supervised procedure
handled by the doctor. In the following, all the procedum@®ived by agents, the decisions
made by the system, and the information requested to the (satients and practitioners)
will explained.

6.4.1 Retrieving the appropriate clinical guideline

The first task to accomplish during the enactment is gettiegréquested CG to the prac-
titioner when required. HCASE2 has a particular agent called guideline agent (GA) that
stores a collection of CGs of a medical centre. These CGsraretaied with information
about the department where they belong, the author, théowetthie date of inclusion into
the repository, and the names of the owner medical centreelasvof the clinical guideline
itself. These attributes are used to filter the requestedd@@@sat the same time, maintain a
versioning of guidelines.

When the doctor begins a medical visit with a patient, the DRAgctively performs a set
of tasks, such as getting the patient’s medical recordinggetihe information of the medical
visit, and getting the list of available CGs. The patientisais collected through thraedical
record agent(MRA), and the list of available CGs from the GA. If there is pevious
information about the patient, the doctor receives an emqgical record. Otherwise, he
receives the personal details of the patieng(name, address, date of birth, phone, allergies),
the collection of results of past medical visits, and theiinfation of current ongoing CGs.

If the patient is currently following a CG, the name of thigdgline is highlighted in the list
of guidelines, but the doctor can decide to change it. Aftdecting the CG to follow, the
DRA requests the content of this CG to the GA. The DRA receiliesCG, and establishes
the current status of the patient.

6.4.2 Execution of a clinical guideline

As shown in previous sections, the combination of a knowdedgse and an agent-based
system that exploits that knowledge can be interesting ltigese flexibility and re-usability.

In order to illustrate how these elements have been intedyat this section we explain the
procedure followed in a CG adopted from the National GuidelClearinghouse and coded
in PRCforma[Sutton & Fox 2003] which is intended to diagnose and ti@astrointestinal
Cancer(GC). The CG was created using Tallis and it is depicted in[&§1. An screenshot
of its inclusion in the HECASE2 platform and its use through the DRA is shown in Eig. 5.12.

First of all, the doctor selects the GC guideline from theos#ory (through his Doc-
tor Agent (DRA) and the Guideline Agent (GA) of the departinas explained above) (see
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Fig.[4.18 for the detailed explanation of the agent-basekitacture). The DRA receives the
CG which is graphically presented to the doctor.

The DRA indicates to its guideline execution module (sedi&e6.2.3) that this guide-
line must be loaded to be executed, and the DRA is ready toveeeeents from this module.
First of all, the DRA needs to determine the exact entry pwiithhin the CG to begin the
execution (usually, there is only one entry point), and gleésrequired data to begin the
enactment. When the DRA receives these data, it collectsaatlyalues from the patient’s
health record, and puts these values automatically. Tleefate described previously (Sec-
tion[6.2.3) is thegatewaybetween the DRA and the execution module to follow the events
raised during this execution. Particularly, two importamgéthods need a especial mention:
deci si onReached andact i onReached. The first case, the module informs to its lis-
tener that a decision has been reached; the agent can cleeokdimation related to this
decision, such as the logical condition reached. In thigche DRA informs to the medi-
cal expert through his interface agent and it does not nega#uer step. The second case
is more complex than the first. In this case, the method infotimat an action should be
performed. In this case, the DRA must search the entity abkxécute this action. This
information is collected through the medical ontology.

The DRA knows always the current state of execution, ancetieean special method
to update this pointefj unpReached). With this information, the DRA can access to this
node and check all the information. In the case of an stateeii$DA*, or enquiry in PR@r-
ma, or context in SAGE, the DRA needs to find a value (or valuesy&tues, for instance, a
finding, the age of the patient, etc. These data is collectédd same way than the actions
explained previously. Each item to be collected is found thie medical ontology, and the
entity able to perform or to provide this item is contacted.

Coming back with the execution of the CG, the first step is @late the importance
of the disease. As a result of the evaluation, it collectsrimfaition about the patient and
an invasive testBiopsy). The DRA analyses the CG and observes that the first encgiiry i
composed by six parameters. For each one, the DRA asks tiido@ntAgent (OA) to know
more details. The OA replies with the information found ie Medical Ontology In this
case, the parameteége is included in the category dPersonalthat can be found in the
medical record. The DRA requests the MRA that value. Othguired parameters likBain
site Weight loss Pain timeand Smoking are Findingsthat the doctor can evaluate and set
if the record is not found in the patient’s history. The oot also contains information
about each element, like the resulting format output andatlosved values by using data
type properties (see Taldle b.2). For instance, in the cagaioftime due to its nature, the
allowed data values aghort moderate andlong. Finally, the last value to consider is the
result of theBiopsy:

A Biopsyis an invasiveDiagnosticProcedureghati sResponsi bl eOf a Surgeryspe-
cialty. In that case, if the biopsy has not been performed prewptist DRA is able to look
for a surgeon Practitionerthat bel ongsTo a Surgeryspecialtydepartment) and book a
meeting for the patient (at first, it looks for available ®ogs, and then, it beginscantract
netnegotiation with them). If agreed, the enactment is stopped that result is received.
In a future medical visit, the doctor will have the result loéthiopsy and he will be able to
perform a first diagnosis: if the biopsy is negative, theguatwill follow a plan for gastroin-
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testinal treatment of Repticulcer. Otherwise, the patient suffers from cancer and should be
treated for that disease.

In the case of cancer, there is a final step to be performedéeedferring the patient to
a surgeon: to check if the patient is elderly or not. In therfer case, the patient cannot be
hospitalised and should be treated with symptomatic treats In the latter case, there are
two possible plans to follow, a chemical treatment sucl®hsmotherapyor aSurgery The
decision is taken by the surgeon in a further medical visit.

As shown through the example, the CG provides the generalflcay to follow (declar-
ative and explicit knowledge) and the ontology providesaetic information about all con-
cepts or actions to be performed. Detailed informatiorvaito represent relations between
all entities and to collect all required data by agents ireotd know which decision to take.
When the doctor agent considers the téBrapsy it does not know if that concept is a pro-
cedure or a finding or any other kind of element, and it doeknotv the existing relations
of that concept either. The ontology allows to correlatesfdinents present in the CG and
know exactly all the details. This information is not inctatlin CGs because it depends on
the specific scenario where the CG should run or the specganisation.

o
]

File Edit Search Yiew Run Repository Help

El

o olee® == |4 [Oco/e T BeanE g [t +te s
O

4
£ Patient_problem_enquiry [ ﬁManagemerll_nf_weighl_luss_Tup_IwelJllan i
<> Patient_history_enquiry
Q) Diagnosis_decision
O Cancer_treatment_decision
¢ O Surgery_plan

o
Tl =

z Surgery_plan
[ Refer_to_surgeon_action L X
¢ O Chemotherapy_plan atient_problem_enquiry
Baseline_action1 Diagnosis_degsion
¢ gchemu ;3 _plan Falien by elguny R

[ chemo_medication_action
<> WBC_enquiry
[ Follow_up_action
¢ O Gastrointestinal_treatment_plan
[ 6I_medication_action

4] il | I+l |
= e e e B S
PRO forma Common Task Attributes | <> Patient history Enquiry Specific Attributes
| Common atirib_| Proforma | Context | 1| /| sources| o ot
| Instance Attrib I E Name | DataDefintion | Staws|_
Task Name Fatient_histary_enquiry |5al= ¢ 2m:k9f zm:kef m::g:}g”’
Task Caption Patient histary | E g i o
| &| |pain_site pain_site Mandatory
Goal i [pain_time pain_time Mandatory
Task Description hiopsy hiopsy |Mandalnw
< il I [ > 4] I [Tl

Figure 6.11: Case study guideline edited using the R&@acomposer tool (Tallis)
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6.5 Conclusions

The inclusion of a several ontologies in the multi-agentesysHECASE2 has been dis-

cussed. As shown in the Sect[onl6.1, the use of ontologiéeimedical domain is increasing
and offers some advantages such as making domain assusgxiplicit, separating domain
knowledge from operational knowledge, and sharing a ctergisinderstanding of what in-
formation means.

The first ontology concerns the management and represamtaticlinical guidelines
(clinical guideline ontology: In this case, a generic module to execute clinical gunsli
using this representation has been designed. In fact, tisdogy is a high level representa-
tion used to transmit the basic information about guidalizued its execution, but the module
includes different execution engines to execute the gmeeh the original form. In this
way, a translation of all guidelines to the new represemta not required. Nowadays, the
implementation and validation of this part is an ongoindstas

On the other hand, theedico-organizational ontologyrings the following advantages
to the guideline-based execution systea:to identify the required actors that are able to
accomplish an action and to know the source/details of an, B to adapt the execution
framework to the particular casuistry of any healthcarenigation without modifying the
MAS implementation or the guideline, ajito provide an application independent context.
Thus, by changing the ontology and its relations, the execytrocedure also changes.

Note that the only issue that should be addressed is the mdeifiigition of the appro-
priate task ontology. This question usually requires therirention of a domain expert, but
UMLS provides a large corpus of concepts and relations taatbhe easily reused, and the
ontology creation process could be automatised by catligeutomatically the required in-
formation when a new CG was added to the repository.
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Chapter 7

Applications of agent-based
execution of guidelines

HECASE2 has not been deployed in a real healthcare institution. eédew the ideas un-
derlying this system are being actually used in two reseprofects, which aim at building
clinical informatics systems. These systems, which aredas agents that follow clinical
guidelines, will be validated in real environments.

In particular, the two projects related to this work are K&CEEU-funded) and Hygia
(Spanish-funded). Basically, the first project adopts tleaiof having a collection of agents
representing actors of the system (care givers and patidatisallow collecting and giving
the appropriate data to the appropriate point of care. Thed@wation of tasks between those
actors during the enactment of a CG is a basic pillar of thgeptoThe second project adopts
part of the HHCASE2 agent architecture for a particular doctor that wants fyaa specific
clinical guideline over a patient; in this case, the systésn aims to study the adherence of
practitioners to a clinical guideline. The system will mioniall the decisions made by the
doctor in order to identify problems and propose changesh Bmjects share common ele-
ments like the representation of the medical knowledgeutjinaan ontology, the addition of
facilities to access an electronic health record, and teeofia formal language to represent
clinical guidelines.

Both projects are described in the following sections. Aténd of the chapter, the main
ideas of HHCASE2 adopted by these works are summarised.

137
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7.1 Agent-based Execution of Home Care Individual
Intervention Plans

The basic ideas about agent-based provision of health earess developed in thesCA-
SE2 system are being directly used in the EU-funded project &4C Knowledge Based
Home Care eServices for an Ageing Europe - (IST—2004-02ﬁQ6&mpana et al. 2008].

TheK4Careproject is studying the feasibility of using Informationda@ommunication
Technologies to improve the management of Home Care (HCatiémqts that require assis-
tance at home. It is coordinated by the University Rovirargi, and includes the partners
listed in Tabld_Z1.

Type Partner Location
Academic Universitat Rovira i Virgili (URV) Tarragona, Spa
Academic Computer and Automation Research InstituBudapest, Hungary

of the Hungarian Academy of Sciences (SZ-

TAKI)
Academic Czech Technical University (CTU) Prague, CzeghuRic
Health care  Azienda Sanitaria Locale RM B Rome, Italy
Health care  Amministrazione Comunale di Pollenza Pollehaly

Health care  Universit degli Studi di Perugia, Depart-Perugia, Italy
ment of Geriatrics (UNIPG)

Health care  Fundazione Santa Lucia Rome, Italy

Health care  General University Hospital in Prague Praguecl Republic

Health care  'Ana Aslan’ International Academy of AgeBucharest, Romania
ing (ANA)

Health care ~ The Research Institute for the Care of EldefBath, United Kingdom
(RICE)

R+D Telecom ltalia Milan, Italy

Management European Research and Project Office GmBEarbruecken, Germany
(Eurice)

Table 7.1: K4Care partners

The typicalHC Patient(HCP) is an elderly patient, with co-morbid conditions arnst d
eases, cognitive and/or physical impairment, functionas Ifrom multiple disabilities, and
impaired self dependency [Campana et al. 2008]. The heatttaf the HCP is particularly
complex because of the growing number of patients in sucligistances, and also because
of the great amount of resources required to guarantee #&yloslg-term assistance. The
project has developed a platform to manage the informatesded to guarantee an ICT
Home Care service, which includes: an integration with IQilst ensuring private and cus-
tomized data access; the use of ontologies to define thegobficcessing subjects; a mech-
anism to combine and refine the ontologies to personalissytbiiem; the incorporation of
know-how from geriatric clinical guidelines (namé&drmal Intervention PlanfNGC 2007]

- FIPs); the generation of FIPs from the personalised healéhtreatments; the extraction

1For more information, please visit http://www.k4care.nasflvisit: 01/07/2008].
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of evidence from real patients and its integration with mi#d evidence derived from ran-
domised clinical trials; and finally, the configuration of mokvledge-based decision support
tool that can supply-Services to all subjects involved in the home care moded. [&kt item,
the decision support tool, has been designed using a Wedssibte multi-agent platform.

7.1.1 K4Care Model

TheK4Care Modelefines the basic elements supported by the system anddlagionships
[Campana et al. 2006, Hajnal et al. 2007, Isern, Millan, NMorePedone & Varga 2008

In the model, services are distributed by local health uaitd integrated with the social
services of municipalities, and eventually with other aiigations of care or social support.
The model is aimed at providing the patient with the necgssamitary and social support to
be treated at home. To accomplish this duty, Kd€are Modelgives priority to the support
of the HCP, his relatives and Family Doctors (FD) as well. &ese of its aim, the model is
represented by a modular structure that can be adaptedféoedif local opportunities and
needs. The success of this model is directly related to tred®fefficacy effectivenesand
best practiceof the healthcare services the model is able to support.

Basically, theK4Care Models based on a nuclear structure (HCNS) which comprises the
minimum number of common elements needed to provide a baSisétivice. The HCNS
can be extended with an optional numberotessory servicg$lCAS) which will respond
to specialized cares, specific needs, opportunities, mesns The distinction between the
HCNS and the complementary HCASs should be interpreted asyafvintroducing flexi-
bility and adaptability in th&K4Care Model In more detail, each one of the HC structures
(i.e., HCNS and HCASSs) has the same componem}sActorsare all the sort of human fig-
ures included in the HC structur®; Professional ActionandLiabilities define the tasks that
each actor performs to provide a service within the HC stingctc) Servicesprovided by
the HC structure for the care of the HGH;Proceduresre the chains of events that lead an
actor in performing actions to provide services; ajdnformationcontained in documents
required and produced by the actors to provide servicesil structure.

As new HCASs are incorporated to th@Care Model new actors, actions, services,
procedures and documents enter to be part of the extendeel.modhis way, theK4Care
Modelis compatible both with the current situation in the Eurapeauntries where the in-
ternational, national, and regional laws define differe@t$ystems, and also with the forth-
coming expected situation in which a European model for HICheidecided.

7.1.2 K4Care Architecture

The architecture, shown in Fig_7.1, is divided in three nmodules: the&Knowledge Layer
the Data Abstraction Layerand theK4Care agent-based platforf@ampana et al. 2008].

The Knowledge Layeincludes all the data sources required by the platform. it co
tains an Electronic Health Record (EHR) subsystem thaestpatient records with per-
sonal information, medical visits and ongoing treatmehtsaddition, this layer contains all
declarative and procedural knowledge used in the systemt@hic is discussed later, see
Sectiol 7.1.212).

The Data Abstraction Laye(DAL) provides Java-based methods that allow the K4Care
platform entities to retrieve the data and knowledge thesdrte perform their tasks. This
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Figure 7.1: K4Care Platform Architecture [Campana et al. 2008]

layer offers a wide set of high-level queries that providensparency between the data
(knowledge) and its use (platform) [Batet et al. 2008].

The K4Care platformis a web-based application with a client side (a Web browesed)
a server side (a servlet). Each actor interacts with theesyshrough a Web browser and
is represented in the system by a permanent adento Agentsn Fig.[Z.1) that knows all
details about his roles, permissions, pending resultsdipgractions, and that manages all
queries and requests coming from the user or other agentsdén to exchange information
between the agents and the actors there is an intermedidde loonstituted by a servlet and a
Gateway AgenfGA). The servlet is connected with the browser user sestiicreates a GA
each time that an actor logs in the system, whose missiorkisgp a one-to-one connection
with the corresponding permanent agent.

7.1.2.1 Actors

In HC there are several people interacting: patients,ivekst physicians, social assistants,
nurses, rehabilitation professionals, informal care m@iveitizens, social organisms, etc.
These individuals are the members of three diffeigmoups of HC actors a) the patient

b) the stable membersf HCNS (the family doctor, the physician in charge of HC, head
nurse, the nurse, and the social worker); anthe additional care givergsee Fig[ZPR).

The family doctor, the physician in charge of HC, the headauand the social worker
join in a temporary structure calldgvaluation Unit which aims to assess the patient’s prob-
lems and needs, to decide a particular treatment and to onatsitprogress. The patient is
located in the centre of the HCNS of tk&Care Model(see Fig['ZR), and the rest of the
groups are organised around it as a symbol of a patienttedd#C Model.
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Figure 7.2: Actors in the Home Care Nuclear Structure (HCNS)

7.1.2.2 Representation of medical knowledge

There are two kinds of knowledge to be represented in thesysteclarativeandprocedu-
ral. The former contains the information on the basic elemeitised<4Care Modeland the
organisational relationships between the system actdweslafer is concerned with the repre-
sentation of the sequences of actions involved in the pimvisf a service or the treatment of
a patient. Apart from all this knowledge, all data concegrnpatients are stored in the EHR,
which is consulted by actors as needed in the different stafjhe patients’ treatment.

Declarative Knowledge Ontologies as a set of concepts, properties and relations, constitute
a feasible paradigm to represent the declarative knowledgd in the system [Fensel 2001,
Pisanelli 2004, Pisanelli et al. 2004]. There are two bastologies inK4Care which have
been definedd hocfor this project. The first ontology, namédtor Profile Ontologyf{APO),
details the basic elements of tlidCare HC mode{actors, actions, services, procedures, doc-
uments) and the relationships between therg.(which actions may be performed by each
kind of actor, or which document is associated to each actibime second one, namé&hse
Profile Ontology(CPO), stores all the medical terms related to HC (diseasegjromes,
signs, symptoms, assessment tests, clinical interves)tlahoratory analysis, social issues)
and the relationships between theay(,the diseases included in a certain syndrome, or the
symptoms of a disease). Agents are able to reason using tvadddge contained in this
ontology, which can be considered as a bridge between theeptsithat agents are able to
recognize (conditions, diseases) and how actors have tmdhbbse situations (associated in-
terventions). Taxonomic and non taxonomic relations beiwsncepts have been defined in
order to allow structuring the information in an approgiatay to answer high level queries
about that data. Both ontologies are represented in OWL [Niut&ass & Harmelen 2004].

Procedural Knowledge On the other sidggroceduralknowledge that codifies complex med-
ical tasks is required to define the set of available acti@m®pmed by all actors in the plat-
form [Batet et al. 2008]. Medical experts have defined a seraetedures related to chronic
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diseases that are stored and managed by actors. That kigewhed been coded using a
flowchart-based representation called SDA* [Kamisalicle2@07, Ridio 2007].

The most basic components of SDA* structures are the donaiahles, which can be
of three types (see Fig._71.3):

e State variablesthat represent terms that are useful to determine the tondif the
patient at a certain stage.@.,a patient with chronic kidney disease, who has high
blood pressure).

e Decision variableswhich are required by medical experts to choose amongalige
medical, surgical, clinical or management actions withtreatment €.g.,a treatment
may follow different paths depending on the blood pressiiteeopatient). A decision
contains a set of logical conditions that should be evatlbtfore proceeding. Some
of the values required in these conditions can be retriexau the patient’s record
(e.g.,the last value of the patient’s blood pressure), but thetddcbe findings to be
entered by the practitioner during the medical visig(,consider a secondary cause of
hypertension).

e Action variableswhich represent the medical, surgical, clinical or managya actions
that may appear within a treatmeetd.,define or change a drug therapy).

Fig.[Z3 shows an example of SDA* structure for the treatnudritypertension. States
are represented as circles, decision as rhombus and aasarestangles. The patient may
initially be in any of four possible states.f.,a diabetic patient with a high level of blood
pressure -BP). After an initial assessment, and if thereotsany secondary cause of the
hypertension, the patient is recommended some life styldifinations and possibly treated
with a drug therapy. The blood pressure is controlled péaly. If the initial drug therapy
fails, then the physician should change the treatment th@iblood pressure is stabilised in
a safe range.

The SDA* formalism is used iK4Careto represent three kinds of elements:

e Proceduresdescriptions of the steps to be taken within i#Care platfornto provide
one of the HC services.

e Formal Intervention PlangFIP): general descriptions defined by healthcare organisa
tions such as the National Guideline Clearinghouse ([NGCQ7P0used to represent
health care procedures to assist patients suffering fraemooiseveral ailments or dis-
eases.

e Individual Intervention PlanglIP): descriptions of the specific treatment that has to be
provided to a particular patient.
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7.1.2.3 Individual intervention plans

In the K4Care platform FIPs may be related to a syndrongeg(,cognitive impairment), a
symptom é.g.,abdominal pain) or a diseased.,dementia). A patient may suffer from sev-
eral of these conditions; thus, the recommendations madeusral FIPs must be taken into
account to construct dndividual Intervention Plar{lIP). The IIP indicates the personalised
care actions to be applied on a specific patient. Both FIP$IRsdare represented using the
SDA* formalism (see Fid.7]3).

The creation and management of IIPs follow a complex proeedtich is controlled by
the Evaluation Unit(EU), which includes four actors: the physician in chargeéhef Home
Care unit (PC), a family doctor (FD), a social worker (SW) amel head nurse (HN).

After the patient is admitted in the Home Care service, hesgyamed a personalised EU.
The first step in the patient’s care is the performance of aptehensive assessment (CA),
which includes a multi-dimensional evaluation (made bynaimbers of the EU, filling a
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set of internationally standardised scales), a clinicabasment and a physical examination
(which may be performed either by the PC or the FD) and a soeiadls and social network
assessment (performed by the SW). Once all the results ofAte€available, the EU mem-
bers analyze them and determine the syndromes, symptondisaases of the patient. The
platform retrieves automatically the FIPs related to thesaditions and the EU members
then use a SDA* graphical editor, which is embedded in the intface, to combine and
personalise the relevant sections of these FIPs in ordeiilbthe specific IIP for that partic-
ular patient. Thus, the medical team does not have to bualdlEhfrom scratch, and can take
into account the international recommendations in therreat of the patient’s conditions.
The IIP usually contains follow-up actions in which the staf the patient is checked and,
if necessary, the IIP may be cancelled or changed. Once Fhis lleady, it is saved in the
Electronic Health Record of the patient.

7.1.3 Agent-based execution of lIPs

The agents of the multi-agent system of K#Care Platformembed all the system logic by
representing the actors involved in the delivery of seridgents act semi-automatically, in
the sense that several actions such as exchange of informatllection of heterogeneous
data concerning a patient (results, current treatment, neeommended step, past history),
or the management of pending actions, are performed by agetitout the intervention of
human users [Isern, Millan, Moreno, Pedone & Varga 2008ern, Millan, Moreno, Pedone
& Varga 200&]. There are other actions, such as the confirmation of thradtion of an EU
or the evaluation of some results received from laboragovidich require the user validation.
Basically theK4Careupper layer (Fig._711) is composed by the following elements

o Actor agentAAS) represent practitioners and patients, and use tha Blastraction
Layer methods in order to access the data they need. The AAseamanent in the
system and monitor all pending and done tasks.

e A web interface, through which human users can access thensys

e One servlet and sever@ateway Agent§GA) that allow exchanging information be-
tween the MAS and the web-based application. GAs are cregtemimically when an
actor logs into the system.

e SDA* Executor AgenSDA-E) that allows to enact a care plan for a patient andmeco
mends the next step to follow according to his current stEte. SDA-E is also created
dynamically by an AA in order to enact a SDA* structure cop@sding to an IIP or
to a management procedure. SDA-E agents have been desimhedble to manage
concurrently several SDA-based structures.

7.1.3.1 Preliminary aspects

The enactment of an IIP is a complex task that requires tleeaotion of agents and humans
(see Fig[CZW). Technically, it is one of the services preuithy the K4Care platform. This
service may be requested by the PC. The person who is rebfmatthe management of the
execution of an IIP is usually the HN. Note that each Home Qarg(modelled by a K4Care
platform) only has one PC and one HN, but it may have many FIb& &nd other kinds of
actors (nurses, specialist physicians, informal carergj\ac.).
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The PC logs into the K4Care platform through the web interfacd requests the execu-
tion of the IIP of a particular Home Care Patient (HCP), Dalhes. This information is
received by the servlet, which forwards it to the GA assecido the PC (the GA is dynam-
ically created when the user logs into the platform, and resalive as long as the working
session is active). The GA transmits the request to his sporeding permanent actor agent
(step 1). As in any other service, the actor who is able togperft (in this case, the HN) is
stored in the APO, and the AA gets this information (step3.ZF8e AA of the PC contacts
with the AA of the HN, who stores the request to begin the etienwof an IIP (step 4).

When the HN logs into the system, a GA is automatically crealéds GA asks to the
AA of the HN which are the pending actions (actions that haerntrequested by other users
while the HN was not logged in the system, or that were penftmg previous sessions),
and sends this information to the web interface through éinelet (step 5).

At some moment the HN will select that pending action (thecakien of the IIP of Mr.
Jones, step 6). The AA of the HN will then dynamically createlA-E agent, which will
receive the identifier of the HCP (step 7).

The SDA-E retrieves the corresponding SDA representatigheolIP from the EHR of
the patient by calling the appropriate method of the DAL [{st@a-7b). At this point the
SDA-E is ready to start sending to the AA of the HN the inforimatontained in each of the
elements of the IIP (i.e. states, decisions and actions).

The AA of the HN will manage the execution of the IIP. It willtalin each of the elements
of the SDA* structure, one by one, through requests to the &Esgent. Thus, the AA of
the HN will receive, after each request, either a state, siecto be taken or an action to be
performed.

7.1.3.2 Agent-based enactment of an IIP

States are descriptions of the expected clinical situaifam patient at a certain point of his
care. In the present version of the system, the AA of the HNsdmet process states in any
way. The idea is that the HN should check whether the expestéde (retrieved from the IIP)
matches with the present clinical condition of the patidhthat is the case, the treatment
is giving the expected outcomes and the HN may proceed wéhekecution of the IIP;
otherwise, the EU should evaluate the difference betweeintended and actual states and
decide whether to continue with the execution of the IIP, tmlify it or even to cancel it and
make a brand new one.

When the SDA-E finds a decision, the logical expression coathin it should be eval-
uated, in order to decide which of the decision branchesldhmei followed. The SDA-E
collects all available data present in the EHR of the patidnut the variables included in
the expressions. If some data are not available, the AA oHtesends the decision to the
graphical interface of the HN, so that he can decide if thalitmm holds or not. Finally, the
last element that the SDA-E agent may send to the AA of the Hivhiaction (step 8). Con-
cretely, the SDA-E sends a task, containing an action iflenéind a type of actor as subject
(e.g.,action S6.WRITESOCIAL_REPORT, subject SW). The execution of a care action (in
the real world) is confirmed by filling (in the platform) a donanil, which is stored in the
EHR of the patient.

2The designed model includes 84 specific care actions that mpgthermed by 10 types of actors [Campana
et al. 2008]. There are 43 documents defined in the K4Care meaielg documents are general enough to be usable
to reflect the performance of different actions).
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The task description contains the subject which is the tf@gent which is expected to
execute the service or the action. When the AA of the HN reedive task, its first mission
is to assign the action to a specific person (which will be espnted by a specific agent
in the system). The agent will be assigned dynamically whentask is to be executed by
selecting the most suitable agent through a negotiatiorggssoé.g.,applying the well-known
Contract Net protocol). The advantage of this solution & the exploit the benefits of the
agent design approach; however, Home Care centres usikalliolhave a tight control of
resources, and would like to know in advance who does whatéuaah.

Once the AA of the HN knows the person assigned to the actisenids a message to the
AA of that person requesting the performance of the actiodi¢ating the action identifier
and the patient to whom it must be applied, step 9a). When #rabp logs into the system,
he will see this request in the list of pending actions (stiep 9Vhen he selects this action,
a message will be sent by his GA to his AA (step 10). Then, thevfilretrieve, using
the appropriate method of the DAL, the document to be filleceftect the performance of
the action (steps 11 and 12). The AA sends the document to ¢ébenterface (through its
associated GA and the servlet), and the user fills it (ste@il3L4). Then the AA stores the
filled document in the EHR of the patient (step 15) and sendsssage to the AA of the HN
to indicate that the action has been performed (step 16¢r Afat, the AA of the HN would
request to the SDA-E the next element (state, decision mrgaif the IIP.
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7.2 Hygia - Agent-based Execution of Care Pathways

The Hygia project proposes the use of intelligent systems in the pgoé acquiring, for-
malizing, adapting, using and assessing knowledge motlatsare equivalent to clinical
guidelines [Alonso et al. 2008]. Those knowledge models begmployed by a distributed
and open computer system to ease the process of decisiongnaKering the possibility of
practising medicine in the context of the new informationisty.

This proje(ﬁ is coordinated by the University Rovira i Virgili, and inclas the partners
listed in Tabld Z.P.

Type Partner Location

Academic Universitat Rovira i Virgili (URV) Tarragona, Spa

Academic Universidad de Santiago de Composteantiago de Compostela,
(USQC) Spain

Academic Universitat Jaume | (UJI) CastelBpain

Health care  Fundagi Privada Cinic per a la Recerca Barcelona, Spain
Biomeédica (HCB)

Table 7.2: Hygia partners

The Hygia project deals with several CGs that detail the stages tollmved to cure an
ailment in a particular range of patients, and in a concretdth care context. Moreover, they
include indications of the expected evolution of the pdtiefact that permits the evaluation
at any moment of the patient, the group of patients, or theiptan levels of adherence. In
addition, the used guidelines are focused in the co-ordinaispects, which are derived from
the patient management by several professionals throdighedit assistance levels.

To achieve this general goal the project proposes the fallgwnore specific, sub objec-
tives:

0O, Todesign, develop and implement a set of tools aiming atinge&$ much automatic as
possible the knowledge acquisition process from textuas @&uments to electronic
CGs that could be interpreted by computers.

O, To propose a methodological framework for making CGs froectbnic protocols
and, eventually, from other additional resources, sucthadata stored in hospital
information systems (s&@s).

O3 To construct and use new inductive algorithms to generatitheare knowledge from
data about the medical activities stored in the hospitarinktion systems and with the
use of ontologies that supply the semantic profile about ¢ineain where the guideline
is located.

0O, To employ CGs for supporting doctors in decision making, hospital managers in
quality assessment by means of a multi-agent system (MA&)ddn interpret that
knowledge within the institutional context where the mediactivity is developed.

3For more information, please visit http://banzai-deim.w&t/mriano/TIN2006-15453/ [last visit 10/06/2008].
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O5 To identify some indicators about the level of adherencbehiealth care professionals
to the CGs, and also ways for monitoring them.

Og To evaluate the adherence between the actions of the heaéilpmfessionals and the
suggestions of the multi-pathology CGs. It is intended &b tiee system in the context
of a program of chronic patients.

7.2.1 Project workflow

The main objective is to develop a set of computer sciencaadetogies and tools to help in
the use and follow-up of clinical guidelines. The workflovelimdes three main subprojects
that complete the most relevant steps in the knowledgeyitde (in this case, medical knowl-
edge): acquisition, representation, use and evaluatian[7E8 shows the basic modules of
the workflow and their intersections.

The workflow begins with the implementation of some toolglf@racquisition of medical
knowledge, using natural language processing, informatitraction, ontological techniques
and knowledge organisation (the USC subproject). Theskmpnary guidelines created
from texts should be tailored accordingly in order to obtaseful guidelines. This stage is
accomplished by two subprojects managed by URV and UJI. $Riéveloping techniques
allowing automatic learning of patient treatment modaispt the experience stored in the
hospital databases [Ria et al. 2008, Real & Rigo 2008]. These particular (patient-based)
models are combined by the UJI generic models (evidencedpas order to create new
CGs including information about treatments and careflowse WRV is also responsible of
designing a multi-agent system that eases the use of thenett€Gs. The HCB project
runs in parallel with the activities of the other three sutjgcts, providing databases and the
medical expertise, proposing work lines and interpretind analysing the obtained results.
It will also test the software developed in this project.

7.2.2 Agent-based execution of clinical guidelines

In order to complement the approach of the knowledge-bagstdras described previously
it is frequent to use computational models based on comratioig, like MAS, in front of
other more archaic models than do not contemplate theldiséd character of a real health
care system (recall the benefits of these kinds of systentsided in Sectiofh 1]3).

The distributed system designed in this subproject has agichunctionalities: 1) the
automated pursuit of welfare patterns, agythe screening of the adhesion of the decisions
of the doctors to the indications of the patterns.

As shown in Fig[’ZBb, the architecture designed in this toje a subset of the archi-
tecture proposed in the#CASE2 system. There are four kind of agents: the doctor agent,
the guideline agent, the ontology agent, and the medicakrdeagent. The functionalities
included in these agents are being changed following the@reequirements.

The guideline agent(GA) stores the set of designed clinical guidelines. Theike w
be available three basic guidelines to treat chronic obswel pulmonary disease (COPD),
heart failure (HF), and diabetes (DIA). Interesting conalions of these diseases, such as
COPD+HF, and COPD+DIA, are also managed .
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The ontology agent(OA) will provide the same function as described in theGh-
SE2 system. A medical ontology will allow to identify all theezhents handled in the CGs.

The medical record agentMRA) stores all patient’s data. The database containsegalu
about the treatment’s attributes followed by all patiemtg.(discrete values such as blood
pressure, and continuous ones such as an electrocardiograhall the results obtained in
clinical tests. These data should be collected when apiatepdepending on the guideline
being followed and the current state of the patient insiéethatment.

The doctor agent(DRA) is the main agent in the system. The DRA interacts wli t
human expert in order to know the action that he wants to parénd the patient on which
it should be performed. With these two items, the DRA comstadgth the OA, the GA and
the MRA in order to collect all past results and identify therent status of the patient in
the whole treatment. The doctor supervises the retrieveédmia-related values, and he can
fill empty attributes and make decisions. All the steps feéld by the doctor are stored by
the agent in order to study how he follows a guideline. Therimfation collected during
the enactmentg(g.,decisions made, tasks recommended, tasks followed, tasksliowed,
etc.) will be used to evaluate the adherence indicators.

Theadherence ager(AA) is connected to the DRA in order to collect all tasks ateo
plished by the expert user. These data are transmitted #&hand they are used to evaluate
an indicator of adherence of the expert with the CG.

At the moment of writing this manuscript, the definition oe#e indicators is not yet
complete. A preliminary analysis contemplates the follayvpossibilities:a) an academic
model that includes an alarm-based system when the patigities are not within the ranges
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defined in the CGb)) an off-line analysis of data related to particular grouppatients; and

c) an on-line model that observes the current patient’s daltaeg, the decisions made by the
practitioner, and analyses the deviation. The on-line aiadl@emic models can be embedded
into the DRA, but the off-line model should be implementedty AA.
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7.3

Conclusions

This chapter has shown two ongoing research projects wherigléas explained in this dis-
sertation are being directly applied4CareandHygia.

K4Carepresents a complex knowledge-driven system that allowl$hoeae actors to exe-
cute individual intervention plans over patients. The mdéas adopted b4 Careinherited
from HECASE2 are the following:

To model the actors of the system as agents with its own ro#sCASE2 distin-
guishes among two different types of agents, patients aactiponers, whereas the
K4Caremodel defines a wider range of actors including social warkehysician in
charge, head nurse, etc.

To make an agent-based coordinated execution of cliniddlegines. In the case of
HECASE2, the CGs are used by doctors to know the required servicgsdlinical
tests to be performed on the patients that have a particidaask).K4Care adopts
patient-oriented CGs coordinated by the head nurse andvewother actors during
the enactment of a CG.

To include an electronic medical record (EMR) as an extesealice. In the case of
HECASE? there is a specialised agent that is able to access the EMR, allows to
obtain the required patient’s data, as well as insert newrdsc On the other hand,
K4Caredefines the EMR as a facility accessed by actors through emiediate in-
terface, providing a transparency similar to the one ECHSE2.

To use a formal language to represent CGECHSE2 adopted initially PR@&rma, but
a facility to use more languages.g.,PRClorma SAGE and SDA*) was later added.
In the case oK4Care the SDA* language has been adopted.

To represent the declarative knowledge through ontologieCASE2 uses two dif-
ferent ontologies, one to represent CGs and another tosepr@rganizational and
medical information about the execution of those C®elCare has two ontologies
(the actor profile ontology and the case profile ontology) ¢mabed also the organiza-
tional and medical knowledge used to tailor and execute CGs.

The other related projedtygia, is quite similar to HHCASE2. The main ideas adopted
by Hygiainherited from HECASEZ2 are the following:

To define an agent-based platform to execute CGs. Hywa execution module is

a subset of the HCASE2 architecture adapted to théygia requirements, by adding
some functionalities such as the adherence indicators&vah during the enactment
of a guideline.

To include the EMR as an external servidéygia and HECASE2 have a specialised
agent that is able to access an EMR, and it allows to look upetipgéired patient’s data,
as well as insert new records.

To use a particular formal language to represent CGs. Adsdite, H-CASE2 adopted
PRCormabut allowing the use of other languages. In the caddyafia, the PRGor-
malanguage has been adopted.
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e To represent the declarative knowledge through ontologle€A SE2 andHygiashare
the same functionality by using an application ontologyejpresent the organizational
workflow information used during the execution of CGs.

Table[Z.3 summarises all topics explained above. Moredhese two projects will be
used to validate the ideas ofe@ASE2 in a real environment. The appropriate execution of
CGs between different actors or the collection of the p&tietata will be thoroughly tested.
In addition, the medical partners of these projects areigiy several CGsd.g., COPD,
hypertension, post-stroke, heart failure), real patseddita for testing them, and finally, they
will verify and use the final implemented prototypes (Hoab&linic in the case ofHygia,
and Amministrazione Comunale di Pollenza in the cad¢4stare).

Topic HECASE2 K4Care Hygia
Actors Practitioners, re{ Set of practitionerg Practitioner
sources, patients (e.g., nurse, social

worker), patients
Electronic med-| Accessed through a Data abstractior) Accessed through a
ical record wrapper agent layer with a collec-| wrapper agent

tion of APIs
Enactment of| Coordinated Coordinated Collecting val-
CGs ues from EMR

step-by-step

Language  to] PRClorma but not| SDA* PRCforma
represent CG | closed to others
Knowledge rep-| Ontologies Ontologies Ontologies
resentation

Table 7.3: Related topics of HCASE2, K4CareandHygia



Chapter 8

Conclusions and future work

Up to this moment, we have described in detail all the isselegad to the design and imple-
mentation of the HCASE2 platform, the methodology, the offered services, the igiom of
patient-oriented services, the representation of theiredjknowledge, and the application
into two research projects. In this final chapter, we proadinal summary of the work
and present the conclusions summarising the main ideassafiisertation, emphasising the
novelty of the work done. Then, we summarise the current imggwork and the working
plan for the next three months (estimated period of the i@visf this document), and in the
last section, we suggest several lines of future researcliffenent open issues presented in
previous chapters and give some ideas on how they can bedackl

8.1 Summary

The main aim of the present work has been to develop a digtdbplatform that allows

to execute clinical guidelines in an efficient way. The maspdrtant and novel point is
the complete integration of different actors, deliveriragignt-oriented services, allowing a
coordination of their daily activities, and representitigtee used knowledge in an effective
way.

Many guideline-based execution engines, which providetfanalities similar to those
of HECASE2 have been developed in the past, but it is not until now #ssarchers are start-
ing to focus their efforts to exploit the benefits of the irssn of CGs in the daily practice.
This inclusion requires to build open and easy-to-depl®fesys to allow a customisation to
diverse medical centres that usually have proprietary acal tlinical management systems.
Although this platform has been designed with a particulappse and provides a concrete
set of services, the novel point-of-view is to representabiéve actors of health care orga-
nizations é.g.,practitioners, nurses, patients) as autonomous entiitbsdifferent goals to
achieve and acting with different roles and permissionds pkrmits to implement flexible
systems and, at the same time, tackle some barriers thaolimastrict the adherence to CGs.

Representing all participants separately allows addimgispfeatures for particular ac-
tors, or groups of them, in a scalable way. The proposed waskshiffered different updates
among in the last years, adding new services and new rethijosbetween partners. These
updates, such as the management of clinical guidelineshendelivery of patient-oriented
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services, have been added through the definition of new sigert conversations between
them, keeping previous services unaltered.

Regarding the design of the MAS, an accurate analysis, esid implementation has
been done, following theNlGENIAS agent-oriented software engineering methodology. This
point is not usually done by developers of MAS and allowedausttucture, document and
improve the quality of the final product.

An especial attention has been paid to the inclusion of pedipreferences. The trans-
formation of traditional health care management models jpatient-centric ones is one of
the current lines of funding of the European Union in eHedlthis work shows the viability
and adequacy of our distributed model to provide this kindgexfvices. This environment
adds new challenges to the user’s profile representatiomeaittenance, derived from the
heterogeneity of the criteria, their number, and the wayotogare and present the informa-
tion to the user. Many rating, ranking and learning methadsaaailable in the literature.
Regarding the first two points, a combination of existingisiean making techniques allows
us to present the information to the user filtered and sortedrding to his interests. To
tackle the user’s profile adaptation, a novel unsupervisgarithm has been designed and
implemented.

In addition, the use of ontologies to represent all the kiedge has proved to be an appro-
priate approach. This work proposes the combination ofiegdn ontologies€.g.,parts of
the medico-organizational ontology) designed to coveti@dar issues, with some domain
ontologies €.g.,clinical guideline ontology) designed for general purgsesed to automate
the enactment of clinical guidelines.

Finally, the evaluation of several ideas of this dissestats currently underway in two
research projects. They provide encouraging results osufiability of our approach for
executing clinical guidelines in two well distinguishedndains.

Taking all of these characteristics into considerationbekeve that our proposal repre-
sents a new and interesting addition over the current sfatiee-art of the agent technology
applied in medical informatics.

8.2 Future work

In this section, we describe several future lines of researd present some preliminary
ideas on how they can be tackled.

e We are currently working in the development of ttlmical guideline ontology(Sec-
tion[6.2). Regarding this issue, several topics such asdhidation of the ontology
using various guideline representation languages, andgtjty the guideline exe-
cution module by adding more specific methods to the API i thee required, are
currently being studied.

e Monitoring the use of a guideline execution engine may bdéulise evaluate the ad-
herence indicators during the enactment of CGs over pati€fltese indicators will
indicate if the CGs are being followed exactly as they arengéeffior some steps are
repeatedly avoided by practitioners. All this informatican be used to refine and
improve the use of CGs in daily practice. This is also one efrtiain tasks to ac-
complish in theHygia project and the ideas and implementation can be reusedlin bot
applications.
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e The retrieval of CGs that have to be applied over a patient beainproved if addi-
tional recommendation processes are considered. As Seahki(2003) propose, the
use of information stored into the EMR of the patient and theodation of stored CGs
can allow to collect the most appropriate CGs according ¢octirrent circumstances
of the patient, using case-based reasoning or other lepnméthods.

e There is the possibility to connect different guideline ragebelonging to different
medical centres creating a network of guideline agentss @roup of agents may be
used to versions new CGs created to cover an area. When a fametiical experts
creates a new CG, it is been intended to cover a network ofaakdentres. The
particular adoption of a CG according to the specific circamses of the medical cen-
tre (e.g.,available practitioners, resources), can be tailored lo egent and propose
changes. This is a difficult task that can be performed usasg-dased reasoning but
it requires to implement complex similarity functions irder to compare all cases.

e The execution of a CG is a complex task that involves seveatalrs during a treat-
ment. An improvement can be the delegation of executiomduai treatment. This
fact is done when a patient is referred from a departmentathen to perform a clin-
ical procedure. In this case, the patient can begin anoteto(perform the referred
procedure and at the end, establish some result or diagnesjuired during the main
treatment. This improvement will require to update the roaldiecord to allow the
execution of different CGs at the same time (with its moisiation) and to update the
current management of CGs in the doctor agent.

e The inclusion of HECASE? into a current clinical management system requires the
adaptation to the current circumstances of the clientideatly, a translation of terms
used in the CG into the particularities of the EMR are reqlie=g.,the age of a patient
can be located into a column name “age” or calculated prelWyaaking into account
the patient’s date of birth, or more complex retrieval atsjo
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Appendix A

Agent-Oriented Software Engineering
Methodologies

One of the most important barriers to large-scale take-upgeit technology is the lack
of mature software development methodologies for ages¢dbaystems. This drawback
hampers the analysis, design and implementation of thisddlistributed applications, and
prevents the reuse of pieces of software from one projectdthar.

The use of a methodology, which consists of a set of proceduoredels, and techniques,
facilitates asystematisoftware development process, improving the quality ofsibiéware
product. These methodologies should provide methods teridesfrom particular agent’s
elements to general organizational behaviours, as web@srmnication issues.

An analysis and classification of existing methodologiésna multi-agent systems de-
velopers to select the most suitable approach for a spepfficcation. This appendix presents
a state-of-the-art and classifies all the studied methgikdan two main groupsOrganiza-
tional ones are intended to describe MAS as open systems at a higiholeabstraction.
Agent-basednes are designed for closed systems and have been moremisebeing
more complete. A thorough, comparison shows the advant@ggshortcomings of each
category and approach.
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A.1 Classification of agent-oriented software engineering
methodologies

All papers considered in this review were searched on SaéfjriScienceDirect and Citeseer
databases. In addition, proceedings of the most relevarfermnces in the domain such as
the Autonomous Agents and Multi-agent Systems or the latenal Workshop on Agent
Oriented Software Engineering were also examined. Onbvagit articles published be-
tween 2000 and 2007 were considered. The keywords that wserkinclude agent-oriented
methodology, aose, organizational methodologies, agetiadology, agents implementa-
tion, and life-cycle agent implementation. The referergitesd in the articles were also ex-
amined.

All collected papers were analysed and filtered. Twelveqmtsjcoming from academic
research were selected: AGR, AUMLXEENDED GAIA, GAIA, INGENIAS, MAS-CoOM-
MONKADS, MASE, MoIiSe/MoISE+, OPERA, PROMETHEUS PAassiand TROPOS

In the next sections these tools are summarised and compatgefirst of all, a classifi-
cation of these methodologies to develop MAS is requiredvattays, there does not exist a
widely accepted classification of those methodologies tastrof the authors agree with two
main families namedgent-orientecandorganizational The whole classification is shown

in Fig.[A.

Methodologies
to develop MAS

/\

Agent-Oriented Organizational
Methodologies Methodologies
Knowledge Extensions of Non rule-based R
. . i ] ule-based
Engineering-based Object-Oriented Methodologies .
Methodologies Methodologies o LEeclioies
MAS-CommonKADS Prometheus AGR Extended Gaia
Gaia MaSE INGENIAS
PASSI Tropos OperA
AUML Moise/Moise+

Figure A.1: Classification of methodologies to develop MAS

The first classifications identified different methodolegi®ended to design agent-oriented
systems [Wooldridge & Ciancarini 2000], which inherite@ tkdeas of previous methodolo-
gies based on object-oriented systems. Then, new ideasagdesl to that domain providing
more flexible and open approaches, adopting the ideas oflkdge engineering and cogni-
tive acquisition of knowledge [Alonso et al. 2004]. Recgndleveral authors have identified
another branch that exploits the idea of agents as colfectibentities that play a social role
[Ferber et al. 2004, Horling & Lesser 2005]. These orgaioral methodologies have been
divided depending on whether they follow predeterminedsuf behaviour or not [Argente
et al. 2006].

In the following, a deep study of all these types of method@s is performed paying
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special attention to their main features.

A.2 Agent-Oriented Methodologies

As it was said previously, agent-oriented methodologieshEmseen as a collection of rules
that allow to describe the process elements and the workuptahd documentation. In
addition, these methodologies should be able to reprelseraiutonomous and proactive be-
haviour of agents.

These methodologies focus on agent-based system developmelistinguishing two
main steps: analysis and design. Some works extend thendstsige to the development
using an agent-oriented programming language.

As shown in Fig[/AlL, these kinds of methodologies have b@edet into two more spe-
cific families: knowledge engineering-oriented and obiénted depending on the design
paradigm used in each approach.

A.2.1 Knowledge Engineering-Based Methodologies

Knowledge engineering methodologies can provide a goois i@sMAS modelling since
they deal with the development of knowledge-based systeitece agents have cognitive
characteristics, these methodologies can provide thenigabs for modelling the agents’
knowledge. The definition of the knowledge of an agent candmsidered as &nowledge
acquisitionprocess, and only this process is addressed in these méifo

Adapting knowledge engineering methodologies for thegtesi agent-based systems
has certain advantages, as such methodologies provideideels for modelling the agents’
knowledge and knowledge acquisition processes. In additiay existing tools, ontology
libraries and problem-solving methods can be reused. Hemveuch methodologies fail
to address the distributed or social aspects of agents,ear ritflective and goal-oriented
attitudes, since a knowledge-based system is conceivectastialised one [Iglesias et al.
2000].

A.2.1.1 MAS-CommonKADS

MAS-CoMMONKADS is an agent-oriented software engineering methodotbgt guides
the process of analysis and design of MAS, which was devdlap&echnical University of
Madrid, Spain [Iglesias & Garijo 1999, Iglesias & Garijo Z)0

MAS-CoMMONKADS extends the GMMONKAD S methodology [Schreiber et al. 2000]
for knowledge-based systems by employing techniques frioject-oriented methodologies
as well as protocol engineering. MASe®MONKADS adapts the models proposed by
ComMMONKADS in order to allow the description of agents (by addingspecific agent
model) and their interactions (by adding a coordination etipd

MAS-CoMMONKADS follows the RUP life-cycle phases. The first one, callxhcep-
tualisation Phasgdeals with extracting the basic system requirements fl@ruser. Then,
in the Analysis Phasea number of models are developed (see[Eigl A.2) [Tran eDabR

e Agent Model specifies the agent characteristics using use casesgpraatements,
Responsibility Driving Design (RDD) and Class RespongipiCollaboration (CRC)
techniques [Wirfs-Brock et al. 1990].
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e Task Model identifies and decomposes the tasks that the agents canardrr In
practice, tasks can be organised in termpartllel decompositiorsequential decom-
position optional taskanditerative task

e Coordination Model describes the agents interactions from use case scendtios
describes the conversations between agents as well agtieesehat each agent offers
to other agents.

o Expertise Modelspecifies different types of knowledge that agents regoieechieve
their goals €.g.domain knowledge, task knowledge, inference knowledgeanilem-
solving methods). That model expresses how an agent malkessaah and uses the
notation inherited from GMMONKADS.

e Organization Model describes the MAS organization in terms of agent aggregati
and inheritance.

e Communication Modelidentifies the human-software agent interactions for libge
ing appropriate interfaces.

The third phase, calleDesign Phasgis based on the previously developed models and
defines a last model:

¢ Design Model specifies infrastructure facilities, agent architectscétware and hard-
ware required for MAS implementation.

The fourth phaseDevelopment and testingodes all previous models into a program-
ming language. The authors propose JADE as agent-orierdgdgmming framework [Bellifemine
et al. 2007].

Finally, theOperationstage allows developers to run and maintain the system.

ANALYSIS

] 2
] v
i {g DEVELOPMENT AND
s DESIGN TESTING OPERATION

Organization Expertise Task Model

Model Model +tasks to
+structural +knowledge carry out ’A& l’m
. A translated
relationships realisd i t A/ ranf"a tex prototype
reasons performs R E— E—
belongs to
Design Model Agent-oriented Running and
} | +refine agent programming maintaining
interacts with interacts with 3y architecture language the system
ther agents humans
RAEREL —
<
Coordination Agent Model Communication

Model +characteristics Model
+dynamic of each agent +relations human-
relationships software agents

Figure A.2: Life-cycle and models of MAS-GMMONKADS (adapted from [Iglesias &
Garijo 2005])

A.2.2 Object-Oriented Methodologies

Due to the similarity between the object and agent paradigmsie researchers have pro-
posed the extension of object-oriented methodologiesda#sign of agent-based systems.
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Good examples of such methodologies arORETHEUSOr GAIA. Agents are handled as
complexobjects with remote calls mechanisms, but also with pre@égtnd autonomy. Some
authors have argued that organizational patterns areuliffccdesign with these approaches
[Alonso et al. 2004, Odell 2002].

A.2.2.1 Prometheus

PROMETHEUSIs an start-to-end methodology (analysis, design and im@ieation) devel-
oped at Royal Melbourne Institute of Technology (RMIT Umsigy), Australia [Padgham &
Winikoff 2002, Padgham & Winikoff 2004, Padgham & Winikof©@5].

Basically, it consists of three phases (see[Eig] A.3):

a) The system specificatioientifies the basidunctionalities using percepts(inputs),
actions(outputs) anactase scenariosf the target MAS.

The models defined in that phase could be a few paragraphssofipigons and are

intended to describe roughly the system. This is an itezadivd non-linear process
that is not necessary to be achieved in any specific sequauidéjs desirable to begin

from the definition of the goals, then the definition of theecasenarios, followed by

the design of the functionalities, and finally, a descripid the interface of the system
with the environment. A functionality encompasses a nurobeglated goals, percepts
that are relevant to it, actions that it performs, and dag&ittuses.

b) The architectural designis focused on identifying agents, events, interactions and
shared data objects.

This phase identifies the agent types by grouping agentinaities through aou-
pling diagramand anacquaintance agerttiagram. The resulting agents are described
usingagent descriptorsFrom the case scenarios, the interactions between agents a
described in thénteraction diagramsnd theinteraction protocols

¢) Thedetailed desigmiescribes the internal details of each agent. The goal ®kthge
is to describe internal events, plans and detailed datatates, in order to begin the
translation into a programming language.
Theagent overvievand thecapability descriptorgliagrams show the capabilities fea-
tures. From thénteraction diagramstheprocess specificatiorsse made through a set
of protocols.
At the bottom of the life-cycle there are the most detaileabdams. From thagent
overviewand thecapability descriptorsthe plans within a capability are captured in a
capability overview diagramFinally, data, eventandplan descriptordor each capa-
bility are described.

Each of those phases includes models that are intended kairexipe dynamicsof the
system, graphical models to define the structure of the syatad its (basic) components,
and textual models to provide a detailed description ofralhiidual entities.

In addition, the authors of this methodology implementedsigh tool called Prometheus
Design Tool (PD'IE [Padgham & Winikoff 2004, Thangarajah et al. 2005]. That &dtows

1prometheus Design Tool (PDT) is freely available at httmtncs.rmit.edu.au/agents/pdt/ [Last visit:
12/03/2008]
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Specification
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Figure A.3: Development life-cycle proposed irRBMETHEUS[Padgham & Winikoff 2005]

developers to reuse and share different models and, at thebtain a core of prototypical
agents coded using theckd agent-oriented language.

A222 GAIA

GAIA was one of the first methodologies created to assist ageetapmrs in the analysis
and design phases [Wooldridge & Ciancarini 2000, Zamboeedll. 2001, Zambonelli et al.
2000]. It was an effort from the University of Liverpool (UKYniversity of Southampton
(UK), and Universia di Modena e Reggio Emilia (ltaly).

The authors suggested a general framework to analysebdi®td problems based on the
idea of interacting roles between actors (Eig.JA.4). Suanmlex systems are implemented
using a top-down agent identification process. First, tdeyntify agents from roles or actors
(high-level analysis procedure) and their componentswkedge, behaviours, etc.). After
that, they identify interactions with other agents (lowekdesign).

GAIA supports two phases of the development process[(Fij. A.4):

e Analysis phasedentifies the system’s organisation (roles) and its dased protocols.
Two models are created:

— Roles Model identifies what the actors should perform. Each role is @efin
by four attributes: responsibilities (functionality ofetlmoles expressed through
liveness (execution trajectory) and safety (invarianis), permissions to inter-
act with resources, activities (do not require interactioth other agents) and
protocols (actions that require interaction with otherragp

— Interactions Model explains how the actors should interact in order to achieve
their goals.

2Jack is an environment for building, running and integrating conuiagrade multi-agent systems us-
ing a component-based approachacH is a trademark of Agent Oriented Software Group (http://wagent-
software.com) [Last visit: 12/03/2008].
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e Design phaseaggregates roles into several agent types, documentssédinces of
those agent types, identifies the services and, finallytiieshall acquaintance rela-
tionships.

— Agent Model is defined using a simple agent type tree in which leaf nodes ¢
respond to roles (as defined in ttides model, and other nodes correspond to
agent types.

— Services Modelis the most important document, that allows to identify see-
vices (functionality) associated with each agent role, spetify their main prop-
erties. Every activity (procedure that involves only oneragin contrast with
protocols that involve more than one agent) will corresptand service, but not
every service will correspond to an activity. The model tifegs inputs, outputs,
pre-conditions and post-conditions of each service.

— Acquaintance Modeldefines the communication links between agent types. It
does not define which messages are sent or when messagestateiseised to
identify any potential communication bottleneck.

As a result of applying that methodology, one has a set of tsqdecuments) in both
phases (analysis and design) that allows a programmer to thegimplementation.

%. " . %
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Figure A.4: Models defined in @iA (adapted from Bernon et al. (2005))

GAIA 2IADE [Moraitis et al. 2002, Mordis & Spanoudakis 2004] constitutes a set of
recommendations or patterns to generate code for agentsnrapted in ADE[Bellifemine
et al. 2007]. That set of rules intends to help agent prograrsito ease the code generation.
From theagent modethe programmers have all agent types to be implementedsérveces
modelshows all functions implemented in the system. Hoguaintance modedllows to
identify the interactions between agents. Then, the mdtuli documents to interpret are
theinteractionsand theroles model The authors propose to implement each liveness rule,
protocol and activity with someabe behaviours (cyclic or one-shot).
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A.2.2.3 Process for Agent Societies Specification and Implementation (PASSI)

Process for Agent Societies Specification and ImplemeaméErss|) is a step-by-step requirement-
to-code iterative methodology, which was developed atutstidi Calcolo e Reti ad Alte
Prestazioni of Consiglio Nazionale delle Ricerche (ICARR), Palermo (ltaly) [Chella
et al. 2006, Cossentino et al. 2005, Cossentino 2005].

Passiwas designed to develop multi-agent societies integrat@gign models and con-
cepts from both object-oriented software engineering adMising an agent-oriented ex-
tension of the UML notation. One of the main characterisbicBAsSI is that it proposes to
use several standards such as FIPA Architecture [FIPAQQ@O2nodel the MAS, supported
by UML Modelling Language [OMG 2007], and represented us{ivil- [W3C 2007].

Initial
Requirements Next Iteration

D nR System Agent Code Model
omain Req. Requirements Implementation
Description Model Model Code
Reuse
Agent Ag. Structure
Identification Code
Production
Role Task Ag. Behaviour|
Identification Specification Description -
Society
l T Test
Ontology Role Protocol Deployment
Description Description Description Configuration

Agent Society Model Deployment Model

Figure A.5: Phases of the life-cycle proposed ind31 (from [Cossentino 2005])

PAassi proposes an iterative sequence of five phases in its develuplife-cycle (see

Fig.[A5):

a) System Requirements Modal model of the system requirements in terms of agency
and purpose. Itis composed of four steps:

— Domain Requirements Descriptioa functional description of the system using
conventional use case diagrams.

— Agent Identificationthe phase of attribution of responsibilities to agentpree
sented as stereotyped UML packages.

— Role Identification a series of sequence diagrams exploring the responigifilit
of each agent through role-specific scenarios.

— Task Specificatianspecification of the capabilities of each agent with attivi
diagrams.

b) Agent Society Modelh model of the social interactions and dependencies anteng t
agents involved in the solution. Developing this model lags three steps:

— Ontology Descriptionuse of class diagrams and constraints (specified using the
Object Constraint Language notation, [IBM 1997]) to ddserihe knowledge
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ascribed to individual agents and their communicationss ttepicted in terms
of concepts (taxonomy of basic terms), actions (affect thecepts’ status) and
predicates (assertions about concepts); it follows th& Bfi&cifications.

— Role Descriptionclass diagrams are used to show the roles played by ageaits, t
tasks involved, communication capabilities, and intezrdglependencies.

— Protocol Description use of sequence diagrams to specify the grammar of each
pragmatic communication protocol in terms of speech-adbpmatives.

¢) Agent Implementation Moded classical model of the solution architecture in terms of
classes and methods. The most important difference witbdahenon object-oriented
approach is that there are two different levels of abswactihe social (multi-agent)
level and the single-agent level. This stage is composeedfailowing steps:

— Agent Structure Definitianconventional class diagrams describe the structure of
solution agent classes.

— Agent Behaviour Descriptioractivity diagrams or state charts describe the be-
haviour of individual agents.

d) Code Modela model of the solution at the code level requiring the feitg steps to
produce it:

— Generation of codéom the model using:

x PASSI TooLKIT (PTK): this plug—iﬁ allows to export the multi-agent sys-
tem model to ASENTFACTORYH or generate the code for just the skeletons
of the designed agents, behaviours, and other classedéttin the project.

x AGENTFACTORY: it can create complex multi-agent systems by using pat-
terns from a large repository and can also provide the dekignmentation
of the composed agents.

— Manual completion of the source codan be required in this stage.

e) Deployment Modela model of the distribution of the parts of the system achass-
ware processing units and their migration between proegasiits. It includes a final
step:

— Deployment Configuratiordeployment diagrams describe the allocation of agents
to the available processing units and any constraints onatibgy and mobility.

A.2.24 Agent Unified Modelling Language (AUML)

Agent Unified Modelling Language (AUML) is a formalism usesl standard by FIPA to
represent agent communication interactions and protpabish was created by James Odell
Associates (US) and Siemens (Germany) [Bauer et al. 200¢etH Odell 2004, Huget
et al. 2004, Odell et al. 2000].

3PASSI Toolkit is freely available at http://sourceforget/projects/ptk. [Last visit: 21/11/2007]
4AGENTFACTORY is a framework that supports a structured approach to thelatewent and deployment of
agent-oriented applications. It was developed by reseas¢tom the School of Computer Science and Informatics at

University College Dublin. More information can be found &ph//www.agentfactory.com. [Last visit 21/11/2007]
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AUML is based on the object-oriented modelling represémtan UML (a very recent
release updates the diagrams to UML 2.0) [OMG 2007]. The meadh of AUML is to offer
to developers aotationthat can be used to analyse, design, and implement MAS. Hnere
several diagrams offered by UML (uses cases, packagestshjellaboration, components,
deployment); AUML extends the functionality to represeA$ithrough two new diagrams:
sequence diagranendagent class diagrams

a) Sequence diagrama MAS are diagrams which express the exchange of messages
through protocols. Sequence diagrams have two dimenstbasvertical dimension
represents time, and the horizontal dimension represeéffésetht instances or roles
(see Fig/Ab) [Bauer et al. 2001, Odell et al. 2001]. Messagsequence diagrams are
ordered according to a time axis. It is the standdgdactoused by FIPA to represent
all FIPA Interaction specifications [FIPA 20€2

b) Agent class diagramsA class diagram in UML shows a set of classes, interfaces,
collaborations and their relationships, and it is the mostimon diagram found when
modelling object-oriented systems. AUML uses the sameasyhut with different
purposes because agents are not objects and the repriesesitatuld allow to express
knowledge, plans or protocols used in the agent-basedmnsyi@auer 2001, Huget
2004].

The agent class diagram includes the name of the agent, apdiescof its internal
attributes, a detailed description of all tasks implemefatéowed in each agent, a list
of the offered methods, descriptions of the capabilitiesyises and supported proto-
cols, information about the group where an agent is located,an agent finite state
automata to describe the internal behaviour.

The main goal of AUML is to represent agent systems in termstefraction. That
interaction is explained through protocols and behaviogiag UML-based diagrams. An
evolution of AUML based on UML 2.0 offers more possibilitiekexpressiveness with new
diagrams. One of the main advantages is that AUML is basedwellsknown modelling
language and it is easy to learn but, unfortunately, it wadyg applied to describe FIPA
interaction protocols and there are no tools to supportitheésign of a MAS [FIPA 2004.

A.3 Organizational Methodologies

A multi-agent system has two properties which seem corttagi: a global purpose and an
autonomous behaviour of its individual components. Whike dlatonomy of the agents is
essential for the MAS, it may cause the loss of the global miee. The organization of a
MAS is used to manage these intra- and inter- agent propertie

Sichman et al. (2005) introduced the basic principles obtiganizations in agents:

e Agents interactions may eventually create dynamic orgdiozs Whenever the same
interaction patterns are repeated several times, inwlthe same agents, these in-
teractions may be captured by pre-established structthras,avoiding the inherent
complexity of bottom-up emergent organization formation.

e Agents organizations limit agents interactions, aimingptimize the achievement of
global goals As a consequence, collective behaviour will be more efiicisince the
organization formation is carried on a priori.
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Inform-start-of-auction : Inform,
cfp-1: cfp,
not-understood* : not-understood,
propose* : propose, N
accept-proposal* : accept-proposal,
reject-proposal* : reject-proposal,
cfp-2 : cfp,
request* : request, inform* : inform
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Figure A.6: Example of Agent Interaction Protocol template in AUML: Hef Auction
protocol [Bauer et al. 2001, FIPA 206R

Consequently, these dimensions of MAS create a virtuowa$eciinteractions build dy-
namic organizations, and pre-defined static organizafianisagents’ interactions in order
to achieve more efficiently the MAS global goals.

A.3.1 Classification

There are two types of organizational methodologies, déipgron the concept of organiza-
tion:

1) methodologies which only consider an organizationalcstme and propose common
goals for the set of agents, and

1) methodologies which, moreover, explicitly presemies of behavioumamong agents,
callednorms A language for norms of roleis defined as:
¢ = Opp| Prp| Frp

whereO,.¢, P, andF,.p indicate the obligation, permission and prohibition fooker
r to see to it thatp holds, respectively [Dignum 2004].
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In other wordsnormsdefine therights andobligationsof the agents related to the roles
that they play and their environment or area of activity. ®mse extent, organizational rules
can be considered as the liveness and safety propertie® afr¢fanization. Therefore, it
is essential to considerormsto describe the rules of behaviour of the agents within the
organization [Dastani et al. 2002], although some mettagiet do not allow these features.

A.3.2 Rule-Based Methodologies

These methodologies define a general framework mattmsthat govern the agents’ actions
and their conversations. Examples of such methodologeEBarENDED GAIA, INGENIAS,
OPERA, and Moisk, which will be analysed in the following sections.

A.3.2.1 Extended GAIA

The GalA methodology explained in Sectibn A.Z.P.2 was revisite@ehyears later by the
same authors in order to represent a MAS as an orgasizeiétyof individuals [Cernuzzi
et al. 2004, Zambonelli et al. 2003, Zambonelli et al. 2005].

Agents play sociatoles (or responsibilities) and interact with others accordimgroto-
colsdetermined by the roles of the involved agents. With thateggh, the overall system
behaviour is understood in terms of both micro and macrddevehe former explains how
agents act according to their roles, and the latter explai@gpattern of behaviour of those
agents. These constraints are labetieghnization rulesandorganization structuresespec-
tively.

The analysis phase documents all the functional charatiterithat the system should
offer, together with the characteristics of the operati@aironment in which the MAS
is situated. The leitmotiv of this phase is the determimatié organizations as groups of
individuals that exhibit a common behaviour, or that intédaosely with other portions of
the system, or that require competencies that are not néedgker parts of the system.

A new model, nameenvironmental modeldocuments explicitly the entities and re-
sources that a MAS can exploit by defining a set of allowedast{see Fid._Al7).

Two preliminary documents are also outputs of this phasge and interaction mod-
els. Thepreliminary role models intended to identify some characteristics of the system
that are likely to remain the same independently of the regusrganizational structure, and
the preliminary interaction modeis intended to distinguish the dependencies and relation-
ships between roles, namptbtocols(actions that require to exchange messages with other
agents).

The design stage takes the models and preliminary modets thie previous phase in
order to define a reliable architecture of agents and cometunfinished models.

First of all, the agent designer should identify the struetaf the organization to be
implemented. @iA is independent from the final selected implementation anthfe reason
it gives some general rules to define that organization. dkldehis issue it could be useful
to adopt one predefined organizational paradigmy.(federations, hierarchies, holarchies)
according to the system requirements [Horling & Lesser 200% in the first version of
GAIA, theRoles modeidentifies what the actors should perform, andltiteractions model
explains how the actors should interact in order to achiege yoalsj.e.,it is an operational
description of the MAS organization.
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When these models are defined, only agent and services medsrto be defined. The
Agent modetlefines for each agent which roles should implement andjsfppssible, the
number of instances of each kind of agent that the MAS shaipgart. Finally, theServices
modeldocuments the services (derived from the list of protoaalsponsibilities, activities,
and roles) that may be performed by an agent. The agent @esagntifies inputs, outputs,
pre-conditions, and post-conditions but does not presénitplementation details.

.

Requirements

Identify the sub-organizations |
+exhibition of a specific behaviour, or -

+actors with loose interaction, or \ Environmental Model
+common competencies +abstract computational
resources 1 i
%; k. / Role Model Agent Model
Define the
Organization
Structure

Interaction Model Services Model

| /

Preliminary Interaction Model
+inter-role interaction

Preliminary Role Model
+organization’s roles
and protocols
+permissions and responsabilities

oS —— =Ll

=
Organization Rules
+safety and liveness rules

Analysis Design

Figure A.7: Step-by-step ETENDED GAIA life-cycle (adapted from [Zambonelli et al.
2005))
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A3.22 INGENIAS

INGENIAS provides a notation to guide the development process of a f&8 analysis to
implementation. NGENIAS was developed at Universidad Complutense of Madrid (Spain)
[Gbmez-Sanz 2003, Paw et al. 2005, Pan et al. 2006].

INGENIAS is an improvement of MESSAGE/UML (Methodology for EnginiegrSys-
tems of Software Agents [Caire et al. 2001]). The relatigmshmong models and the iden-
tification of activities have been refined to generate MABjations, and it incorporates
new support tools and development examples.

ANALYSIS

+ Use cases

+ Preliminary organization model (tasks and workflow)
+ Environment models to capture the requisites

+ Capturing the agents behaviours

IMPLEMENTATION

+ Translate the specifications
into a prototype using a CASE
Tool (IDK) DESIGN

+ Create specific workflows according to
the organization model

+ Describe tasks® execution in interaction
models

+ Create the agent models describing
mental states

+ Refine organization and agent models

Figure A.8: Life-cycle defined in NGENIAS (adapted from Pan et al. (2005))

INGENIAS proposes different models in the phases of analysis andriésge Fig AB).

As regards social norms, they are not explicitly modelldthoaigh they are implicit in
the organizational viewpoint. Organizational dynamios aot considerede., how agents
can join or leave the system, how they can form groups dyrelipievhat their life-cycle is,
etc. [Argente et al. 2006].

The authors have developed an agent-oriented softwaredtietl Ingenias Development
Kit (IDK). It allows to editconsistentmodels (according toNGENIAS specification) and
generate code with documentation for different platforonshsas ADE, Robocode, Servlets
or Grasia! Agents.

A deeply study of this methodology is done in Sectidn 4 and glemented with the
AppendiXB, due to it has been used to design the work presémthis dissertation (HCA-
SE2).

A.3.2.3 Organizations per Agents (OperA)

Organizations per Agents @&RA) is the result of a PhD Thesis made at Utrecht University
(The Netherlands) [Dignum 2004, Dignum & Dignum 2005, Dignet al. 2002, Dignum

SIngenias Development Kit (IDK) is freely available at htfimgenias.sourceforge.net with some examples. Its
last version is 2.6 [last visit 11/11/2007]
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et al. 2004].

OPERA is a framework that describes a MAS as an organizationatttre regulated by
social contracts (that describe the roles in the society)isteraction contracts (that describe
the interactions between agents).

The three components of arP@RA model are (see Fif. Al9):

a) Organizational modellt describes the behaviour of the organization. The orgitn
goals are distributed among several roles. It includes $tuctures:

— Social structure It specifies the objectives of the society, its roles andtwiral
of model governs coordination.

— Interaction structure It describes scene scripts (a set of coordinated tasks in-
cluded in roles) and a partial ordering between them, whiehraeractions be-
tween roles.

— Normative structurelt specifies the society norms and regulations, expressed i
terms of roles and interaction norms.

— Communicative structurelt specifies the ontologies that describe the domain
concepts and communication acts.

b) Social modelThis model details how the enactment of roles by agents éemaocial
contracts establish an agreement between the agent andgtrgzation model and
define the way in which the agent will fulfil its roles. A soc@intract defines a role-
enactment agent (REA).

¢) Interaction modelAccording to the interaction scripts defined in the intéacstruc-
ture, different scenes are created dynamically by REAs. fE&yotiate specific inter-
action agreements with each other, which are arrangedereiction contracts.

Depending on the coordination model, the design of the ag@riety will be different.
Therefore, it is recommended to identify as a preliminagpsn the development of the
agent society which it will be. ©eRA authors consider that their methodology supports
open society systems because it fulfils the following resaents:

¢ Internal autonomy requiremeniThe interaction and structure of the society must be
represented independently from the internal design ofgiating entities.

e Collaboration autonomy requiremenihe activity and interaction in the society are
specified without completely arranging in advance the augon structures. As a con-
sequence, €eRA provides flexibility and personalization of the organieaal design.

Its critical point is that there is not any implementationtbé OPERA model which
demonstrates its practical possibilities and proves it&eptual choices.

A.3.24 Model of Organization for Multi-Agent Systems (Moise)

Model of Organization for multl-agent SystEms (W&E) constitutes a family of method-
ologies created amorfgcole Nationale Sigrieure des Mines (France) and Universidade de
Sdo Paulo (Brazil) [Hannoun et al. 2000{ibher et al. 2006, tbner et al. 2002, Hiuibner
et al. 2005, Hibner et al. 2007].

Molsk is a methodology structured along three levels [Hannouh 2080]:
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a)

b)
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Figure A.9: OPERA Architecture [Dignum 2004]

Individual level It defines the tasks that each agent is responsible of. Tedkieroles
which constrain the action possibilities of each agent aling to their missions (parts
of a plan decomposed in this agent). An agent, playing a goerin the organization,
must obey the permitted behaviours specified by the mis&ioitding the role.

Collective level It defines the aggregation of roles in large structugesypg, which
constrain the agents they can cooperate with. It is defined &8t of roles, a set of
missions and a set of links. There are two kinds of groups:

— Internal, that link only related roles of the group (sources and tajge
— External in any other case. This aggregation depends on the polatyish
adopted by the designer of the application.

Social level It defines the interconnections between roles that cdndtra agents’ be-
haviour. There exist constraints related to other agents,&uthority, communication
channels), and related to a common task(commitments).

MoISsE covers the organizational aspects from two points of viewiker et al. 200):
i) functioningthat describes global plans, policies to allocate taskgénis, the coordination
to execute a plan, and the quality of a plae.(time consumption, resources usage) atd,
structurethat explains the roles, the relations among therg.(communication, authority),
roles obligations and permissions, group of roles, etc. [&i@id shows how an organization
could explain or constrain the agents’ behaviour in caseomsider an organization as having
both structural and functional dimensions.

If only the functional dimension is specified, the orgarimathas nothing to“tell” to
the agents when no plan can be performed. Otherwise, if tielyotganizational structure
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global
purpose

organizational
structure

organizational
functioning

agents” behaviour space

Figure A.10: The organizational effects on a MAB:(all behaviours which draw the MAS'’s
global purpose<: all possible behaviours in the current environm&ntrganizational struc-
ture (roles, groups and linkgy;functional dimension) [ldbner et al. 2008

is specified, the agents have to reason for a global plan ¢éwveeythey want to act together.
Thus, in the context of some application domains, it is teadb think that if the organization
model specifies both dimensions while maintaining a swetadlependence among them,
then the MAS that follows such a model can be more effectiveading the group behaviour
to its purpose. Another advantage of having both specifinatis that the agents can reason
about the others and their organization regarding thesedimensions in order to better
interact with them (in the case, for example, of social rea®y.

Two diagrams characterise thedvsEmodel: a) theorganizational structuréOS), which
describes a web of roles (nodes), links (arcs) and grouppermtently of the agents being
in the system, and)) the organizational entitf OE), which shows a set of agents functioning
under an organizational structure; it is an instantiatibarnOS.

The main shortcoming of MISE, which motivated its extension, is the lack of the concept
of an explicit global plan in the model and the strong depandeamong the structure and
the functioning [Hibner et al. 2004. The main objective of MISE+ was to create an
organization-centred model including these three aspelétsner et al. 2006, tbner et al.
2007]:

e Structural level It defines the agents’ relations through the notions ofsraled links.
In this proposal, the original MiSe model is enriched with concepts such as role
inheritance, recursive groups, role compatibility, anieé ardinality.

e Functional level It describes how a MAS achieves its global goals,, how these
goals are decomposed (by plans) and distributed to the agbyptmissions). The
original MoISE's plans are local to the agents. TheoME+ contributions here are
the inclusion of the concept of global plan, called Socidi&3ne, and the definition of
preferences between missions.

e Deontic level It describes the roles’ permissions and obligations fasions €.g.,norms,
laws).

Other variations of MbISE+ have emerged in the last years:
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e SoftwareMolIse+ (S—Molse+) [Hiubner et al. 2005]. It tries to fill the gap between
the organisational constraints and the agents autonon’rsl.sﬁftwar ensures that all
agents will follow the organisation norms without requiyitihat they are developed in
a specific language or architecture.

e JasonMoIset (J—Molise+) [Bordini et al. 2007]. It helps to program agents with
AGENTSPEAK using the open-source interprete\lsd)lﬂ.

A.3.3 Non-Rule-Based Organizational Methodologies

In the following sections we analyse some organizationghoaologies that are not based
on rules. Examples of such methodologies are AGRS# and ROPOS

A.3.3.1 Agent-Group-Role (AGR)

Agent-Group-Role (AGR) is the evolution of the AALAADIN metl[Ferber & Gutknecht
1998], which was developed at Univessilontpellier Il (France) [Rez-Barranco et al. 2007,
Ferber et al. 2004, Ferber et al. 2005, Gutknecht et al. 2001]

The AGR model is based on three main concepts:

e Agent An agent is an active, communicating entity playing rolégiw groups. An
agent may hold multiple roles, and may be member of seveoaipg: No constraints
are placed upon the architecture of an agent or about itsaingapabilities.

e Group. A group is a set of agents sharing some common charaatedsgroup is used
as a context for a pattern of activities, and creates pamstin the organizations. Two
agents may communicate if and only if they belong to the saimepg but an agent may
belong to several groups. This feature allows the definafmrganizational structures.

e Role The role is the abstract representation of a functionaitiposof an agent in a
group. An agent must play at least a role in a group, althougiay play several ones.
Roles are local to groups, and a role must be requested byean. a§ role may be
played by several agents.

AGR proposes three stages in its methodology:

a) ldentify the maingroupsof the application (a set of similar agents or a set of agents
that perform the same function).

b) Build the overallorganizational structureTwo kinds of diagrams are used:

e A CheeseBoard Diagramives a first sketch of the organizational patterns (see
Fig.[A711). Agroupis represented as an ovalgentsare represented as skittles
that stand on the board (and sometimes go through the bohet they belong
to several groups) andrale is represented as an hexagon. Lines link hexagons
with agents.

6S-MolsEt+is freely available at http://moise.sourceforge.nett [lasit: 12/03/2008].
7J-Molsk+ is freely available at http://jason.sourceforge.nett[lasit: 12/03/2008].
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Figure A.11: AGRCheeseBoard notation

e TheOrganizational Structure Diagramepresents the static aspects of agents, as
well as hierarchies and divisions.

¢) Build theorganizational dynamicsf group creation and adhesion withiganizational
Sequence Diagramsghich get into the definition of roles in a functional way. Fle
diagrams are a variant of sequence diagrams oriented toipag@ns.

A.3.3.2 Multi-agent systems Software Engineering (MaSE)

Multi-agent systems Software Engineering ABIE) is an start-to-end methodology, which
was developed at the Air Force Institute of Technology (Ufa¢Loach 2001, DelLoach
2004, DelLoach et al. 2001, Wood & DeLoach 2000].

The primary focus of M SE is to guide a designer through the software life-cyclmfeo
documented specification to an implemented agent systens B/is independent of a partic-
ular multi-agent system architecture, agent architechn@gramming language, or message-
passing system.

MASE is an iterative methodology across all phases with tleaitihat successive models
add detail to the previous ones (see [Fig.A.12). Based on Rd&bpson et al. 1999], its
development process phases are:

a) Analysis produces a set of roles whose tasks have to cover the isytiaém require-
ments. It includes these three phases:

— Capturing goalsidentifies the set of system goals and structures thenGoal
Hierarchy Diagramby importance.

— Applying Use Casescaptures use cases from the initial system requirements
and restructures them asSequence DiagramAt least one sequence diagram
is created from each use case. If there are several poss#aharsos, multiple
diagrams are created.

— Refining Rolestransforms the structured goals of tBeal Hierarchy Diagram
into roles, which define agent’s classes and capture systata during the design
phase. The general case transformation is one-to-one;geatimaps to a role.
Role definitions are captured in a traditiofdle Model



176 APPENDIX A. AGENT-ORIENTED SOFTWARE ENGINEERING METHODOLOGIES

Initial System
Context

Capturing
Goals

Goal

- Hierarchy
A B
Z
3 Use
s Cases
< l Applying
Use Cases
Sequence
Diagrams
s e
pd N v
Concurrent Refining
Tasks Roles Roles
(R
v
Agent Creating
Classes c*l‘ge”'
— 7 lasses
K"

q Constructing
Conversations Conversations
Agent Assembling
Architecture|  49°n
lasses
r'd
Deployment System
Diagrams Design

Figure A.12: Life-cycle defined in MASE [Wood & DelLoach 2000]

DESIGN

b) Design defines the overall system organization by transformirgrtiles and tasks
into agent types and conversations, following these steps:

— Creating Agent Classe&dentifies agent classes from component roles. The prod-
uct of this phase is aAgent Class Diagramvhich depicts agent classes and the
conversations between them. Mapping goals to roles is giyene-to-one be-
tween roles and agent classes, but it is not compulsory.

— Constructing Conversationslefines a coordination protocol between two agents.
A conversation consists of tw@ommunication Class Diagramene each for the
initiator and the responder, and it must support and be stargiwith all sequence
diagrams derived earlier.

— Assembling Agent Classeageates the set of agent classes.

— System Desigrtakes the agent classes and instantiates them as actués.atje
uses aDeployment Diagranto show the numbers, types and locations of agents
within a system.

A final element to consider is the automatic code generatibme authors developed
a CASE tool calledaGEnTToolf that supports the entire life-cycle and also verifies the
correctness of the agent protocols. Furthermore, it eageSEB/deployment and learning.

8AGENTTOOL is freely available at http://macr.cis.ksu.edu/projemshtTool/agentool.htm [Last visit
12/03/2008].
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A.3.3.3 TROPOS

TROPOSIs an incremental methodology that allows to design and émgint multi-agent
systems [Bresciani et al. 2004, Giorgini et al. 2004, Gioirgt al. 2005]. It was a collabora-
tive project among research groups at Universiiegli Studi de Trento (ltaly), Centro per la
Ricerca Scientifica e Tecnologica (ITC-IRST) (Italy), andikérsity of Toronto (Canada).

TROPOSIs based on two key ideas. First, the notion of agent and lalle@ mentalistic
notions (for instance goals and plans) are used in all phafsesftware development, from
early analysis down to the actual implementation. Secord,Plscovers also the very early
phase of requirements analysis, thus allowing for a deem#gnstanding of the environment
where the software must operate, and of the kind of intevastthat should occur between
software and human agents (foundedetief desire andintention(BDI) agent architectures
[Georgeff et al. 1999]).

It adopts a goal-based approach from ithenodel [Bresciani et al. 2004], which offers
actors, goals and actor dependencies as primitive concapdsfor its modelling activities
(actor, goal, plans and capabilities), UML [OMG 2007] and MU (see Sectiol A.2.214)
diagrams are used.

The four main development phases of theoPosmethodology are (see Fig. Al13):

a) Requirements analysi#t is split in two main phases which share the same conckptua
and methodological approach:

— Early Requirementsthe requirements engineer identifies the domain stakehold
ers and models them as social actors, who depend on one afatheals to be
achieved, plans to be performed, and resources to be fexhish

— Late Requirementsthe conceptual model is extended including a new actor,
which represents the system, and a number of dependenciestiver actors of
the environment. These dependencies define all the furattol non-functional
requirements of the system-to-be.

b) Thearchitectural desigmefines the system’s global architecture in terms of sukesys
(actors), interconnected through data and control flowsdddencies). It provides also
a mapping of the system actors to a set of software agents,cbacacterized by spe-
cific capabilities. In Kolp et al. (2006), a classification@ifganizational Styless pro-
posed in Roposaccording to two disciplines:) Organization Theoryhat describes
the structure and design of an organization such as stetoiels, pyramid style, chain
of values, matrix, bidding style; anid) Strategic Alliancesvhich describe collabora-
tions of independent organizational stakeholders who la@veed to pursue a set of
agreed-upon business goals. Some styles are: joint veaiumés length, or hierarchi-
cal contracting.

These authors also recommend to incorporate into the sigséeaiitecture some pat-
terns at a micro level like broker, mediator, wrapper or essiga
¢) Thedetailed desigraims at specifying agent capabilities and interactions.

d) Theimplementatiorstage establishes a mapping between the implementatidorpia
constructs and the detailed design notions. It providestaildd implementation of
organizational models intdk (see Sectiod_A.2.2.1).
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Dignum et al. (2004) noted the main shortcomings @oPOs a) it is not formal (al-
though there is some ongoing work on providing a formal seiosifior TROPO9, andb)
it is too organizational-centredh the sense that it does not consider that agents can have
their own goals and plans, and not just those coming from thanization. Furthermore,
TROPOShas no concept representing the normative aspects of anizatjan.

In Mallya & Singh (2005), theTheory of Commitment Protocolgas applied to Ro-
pPosto improve the detection of interactions and dependenniegily phases.

revisions

Requirements v
ReqLIIEi?er%ents Architectural Detailed Implementation
i > Design > Design >
Late

Requirements

Figure A.13: Life-cycle defined in ROPOS

A.4 Comparative evaluation

From the exhaustive analysis of several approaches madeviops sections, some general
features which are essential in practice can be extracteth &s organizational aspects or
internal agent’s behaviour. Some basic features of anwaoétengineering methodology are
compared in this section, from which basic concepts of raggnt systems are covered to the
provided documentation. The evaluation framework is id&zhto give a general overview of
all tools. Before presenting the framework, an analysisrefipus surveys will be sketched.

A.4.1 Previous works in the field

Several researchers have tried to analyse and compareediff@ROSE approaches [Alonso
et al. 2004, Cuesta et al. 2004, Iglesias et al. 2000, Sturmh&h8ry 2004, Tran et al.
2003, Wooldridge & Ciancarini 2000]. Basically, each preglodefines a framework with
several properties that are studied and evaluated for aiscaThere is not any proposal
that covers both organizational and traditional appros@mrel we propose in this appendix
another framework and an exhaustive comparison of heteeages approaches.

The first comparative studies were based in object-oridategliages [Frank 1998, Wood
& DelLoach 2000]. Unfortunately, these comparatives lackanalysis of specific agent-
oriented parameters.

[Cernuzzi & Rossi 2002] proposed a qualitative analysi®fedd by a quantitative rat-
ing. They constructed attributes Treewhich organizes the considered criteria in weighted
branches. After rating the leafs, the value of the root cacabaulated and compared to other
methodologies. The authors identified three kinds of dateinternal attributes character-
ize the internal structures of the agenitsteractionattributes describe how the interactions
inside the system can be modelled. Finally, BFrecess Requiremenjisdge the design and
development process proposed by the methodologies. [@l& DelLoach 2001] propose
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a quantitative evaluation based on two main sets of criter@nagemer{evaluates usage and
applicability features) antechnical(e.g.,scalability, level of integration in legacy systems,
robustness).

Recently, [Lin et al. 2007] proposed an evaluation framéwdivided into four main
categories. The first group of criteria analyses the gefessiires, concepts and their general
properties in a MAS. Then, the internal agent’s behaviownialysed in terms of the main
general concepts, their relations and their complexityteAfhat, a software engineering-
based set of parameters allows to compare the level of ogeerhall tools, such as life-
cycle completeness and system domain definition. The lastpgdeals with the practical
deployment of the methodology in any application. This fearark is an update of a previous
work done by [Sturm & Shehory 20@and [Shehory & Sturm 2001].

Two similar works made by [Sabas et al. 2002] and [Tran et@032 defined two other
evaluation frameworks, named Multidimensional framewafriCriteria for the Comparison
of MAS methodologies (MUCCMAS) and Feature Analysis, resipely. These frameworks
were inspired in the OO area but were customised to the MASaitooovering different met-
rics to analyse general concepts of MAS systems; howewere tls a lack of organizational
issues and open systems coverage. Another contributidrigriiéld was made by [Cuesta
et al. 2004], which propose an exhaustive framework basefivermain groups covering
several software engineering areas as well as agent-edi¢opics. One of the most impor-
tant advantages of this framework is that the items are ateduwith some of allowed values
in an objective fashion. In addition, the evaluation was enby collecting several opinions
received from researchers through a web form.

One of the most used frameworks was designed by [Dam & Wihik@d4]. It defines
four evaluation criteria: concepts or properties used leyniethodology, modeling, process
and pragmatics. Using this framework, the authors compiireg methodologies: RoP0OS
MASE and ROMETHEUS Furthermore, a revision of this framework done by [Sudeika
et al. 2004] added new terms to the main four groups of caitddnfortunately, this frame-
work does not provide criteria about openness and topdayipported by the approaches.

In general, each framework evaluates a collection of metlogies with similar features
and referring to similar meta-models.

A.4.2 Description of the evaluation criteria

The proposed framework’s evaluation criteria are claskifigo five main groups:

a) Concepts and propertiesvhich refer to the agent-oriented concepts and properties
which any methodology should implement [Wooldridge & Ciarigi 2000].

— Autonomy that expresses the ability of any agent to solve a probleaniau-
tonomous way.

— Communicationthat describes the communication model used, such as geessa
based or blackboard-based.

— Cooperation issueghat explaindhiowa common goal is managed by agents.

— Adaptability, that describes whether it is possible to express the iatagent’s
behaviour by reacting/changing to environment eventsamriting requests from
other agents.
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— Proactivity, that describes whether it is possible to express that agantinitiate
actions following a goal.

b) Modelling language criteriawhich deal with the expressiveness and formalisation lev-
els of the defined notation.

— Formalisation/preciseness of modeatslicates if the models are clearly defined.

— Expressivenesthat allows to represent the data and the flow of data inside a
system.

— Abstractionto create different levels of detail of models.
¢) Model-related criteriawhich evaluate the capabilities of the methodologies’ nfede

— Coverage of the life-cycleThe set of phases of the life-cycle covered by the
methodology.

— Complexitymeasures the effort level needed to learn and use it.

— Temporal continuityhat expresses the changes of the agents across time.

— Human computer-interactionMulti-agent systems may require to exchange in-
formation with (human) users. That interaction should b&gleed appropriately
and represented (typically) as use cases.

d) Organizational criteriawhich evaluate social relationships among the agent corirmun
ties.

— Open systemexpresses if the methodology allows to represent the icap
tion/removal of new agents/resources dynamically.

— Topology Agent communities relationships can be expressed witérdift paradigms
such as hierarchies, holarchies, federations, coalifidnging & Lesser 2005].
Methodologies can be constrained to some of those or be émdigmt.

— Social normsspecify high-level communication patterns among agents@ips
of agents.

e) Supporting feature criteriéry to give some considerations about support tools.

— Software and methodological suppadescribes if any CASE tool exists.@.,li-
braries of agents, agent components, architectures amitadisupport).

— Availability of exampless a useful help while learning or implementing any
methodology.

— Usage in projectss an important factor that represents the maturity of a oakth
ology.

A.4.3 Methodologies comparison

Tableg’/A.1 and_AJ2 show the results obtained after the etiatuaf the previously described
methodologies in the defined framework. The evaluation wadenoy three researchers. The
evaluations were aggregated using a linguistic orderedhted aggregator (LOWA) with
five linguistic terms Yery high high, medium low andvery low) [Isern et al. 2006]. The
aggregation has an internal membership function that allmngive priority to low or high
values. In that case, thmostpolicy was selected, which gives priority to high values.



Table A.1: Summary of studied methodologies with basic details

MAS-
Com- PROME- | G a1a PASSI AUML AGR MASE TROPOS TE;;DED INGENIAS| OperA | MOISE
MON- THEUS GAIA IMoise+
KADS
Concepts and properties
Autonomy + ++ + ++ - + + + + ++ + ++
Communication + ++ ++ ++ ++ + + + ++ ++ + ++
Cooperation + + + + - + + ~ + ++ — +
Adaptability + n.a. — — — i — ~ — ¥ — ~
Proactivity + ++ ++ — —— + —— — ++ ++ — ~
Modelling language
Formalisation - ++ ++ 2 + — — + ++ T ~ ¥
Expressiveness| — ~ + ~ + — — T ~ ¥ ~ ¥
Abstraction - + + + + - - - + + + +

Notation: ++: Very high or totally agrees: High or agreez: Medium or don’t specified explicitly
by the authors;-: Low or disagree;——: Very low or totally disagrees.a.: Not available
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Table A.2: Summary of studied methodologies with basic deta&its{inuation

MAS-
Com- PROME- | G aia PAsSI AUML AGR MASE TROPOS TE:r:JDED Incenias| Opera | MOISE
MON- THEUS GAIA IMoIsSE+
KADS
Model-related
Coverage A/DJ/I | A/DJI A/D A/D/I A/D A/D A/D/I | A/D/I A/D A/DJI A/D A/D
Complexity = ++ — n.a. — — — —— n.a. ++ ~ +
Temporal n.a. ~ — - ++ — — — ~ I _ T+
Human-com- ++ — — —— —— —— - - - — —— ——
puter
Organizational criteria
Open systems |+ — —— - — - + + + ++ — ¥
Topology + - + - — - - + — - + +
Social norms ~ — — — R + + + + + I ¥
Supporting features
Software + ++ —— ++ - - ++ ++ - ++ —— -
Examples + + + + ~ — + ++ + I _— —
Projects + ++ + + - ~ + ++ + It — —

Notation: ++-: Very high or totally agree;-: High or agreex: Medium or don’t specified

explicitly by the authors:-: Low or disagree;——: Very low or totally disagree;.a.: Not available;
A/D/I. Analysis/Design/Implementation
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Concepts and properties  With regard to the first group of criteria, the overall levesapport
for autonomy of all the methodologies is good. Communicatssues are well covered by
all approaches. Concerning cooperation conceptseNIAS supports very well these issues
whereas AUML and ®ERA provide weaker support. Adaptability, which is a diffictda-
ture to evaluate, is the worst covered property, and only M&@MONKADS, AGR and
INGENIAS pass this evaluation. Finally, proactivity is very well popted by ROMETHEUS
GAIA, EXTENDED GAIA, and INGENIAS.

Modelling language There exists a disparity of notations in the internal agérgbhaviours.
With regard to the formalisation, some of the tools definardjethe sequence of stages with
well documented models, such asMETHEUS GAIA, EXTENDED GAIA, and NGENIAS,
whereas MAS-©MMONKADS, AGR and MASE do not provide enough information. The
expressiveness of data structures are not very well sugghort general. Most of the ap-
proaches hide details of how data are included or mappedeirsyetem and how agents
exploit them. Finally, the evaluation of the level of absti@an, which measures the degree of
abstraction in the whole methodology, in non ruled-bas¢nt@arhes and MAS-G@UMON-
KADS can not be well rated because papers hide these details.

Model-related criteria From the software-engineering point of view, all methodas cover
the analysis and design phases of the RUP life-cycle. Memr®ome of these method-
ologies cover the implementation using an agent-orientegramming language, such as
MAS-CoMMONKADS, PROMETHEUS Passl, MASE, TRorPoSand INGENIAS. The eval-
uation of the difficulty to learn and use these methodologiean arduous task. After the
evaluation, all methodologies were tested and, in somesc&%€SE tools were downloaded.
For instance, MISE and INGENIAS are very difficult to learn, whereasA®, AUML, or
TRoOPOSare easier. Temporal issues are not covered widely by tHgssmaemethodologies.
Only AUML, INGENIAS and MoIsSE add time constraints and changegy(,deadlines, roles
changing across time). Finally, the human-agent intesads only covered (explicitly) in
MAS-CoMMONKADS, which defines an specific model to design the interfaues the
conversations between them.

Organizational criteria Designing a MAS as an open system where agents can join arel lea
dynamically can be a good featureddeNIAS covers perfectly this issue, anddvsE, Ex-
TENDED GAIA, TROPOS MASE, RAssiand MAS-GMMONKADS allow to specify a cer-
tain degree of dynamics in their models. The definition of golieit topology in a MAS is
not a feature widely coveredNGENIAS, OPERA, MOISE, TROPOS GAIA and MAS-CQOM-
MONKADS allow to design the required agent society model. Byn#ie inclusion of social
norms, which provides flexibility to the conversations, iarmaged by the organizational-
based methodologies.

Supporting features The methodologies that include the implementation stage gome
support to the developers.f.,INGENIAS, TROPOS MASE, RAsSI, PROMETHEUS whereas
the others only offer information in published papers (ligweithout all details of implemen-
tation). Generally, methodologies give some examples éavshe main features as well as
to explain the design phases. AGR0ME and CPERA presented the difficulty of look-
ing for implemented examples. A good measure of the matafigymethodology is its use
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in projects. Some of the approaches have been tested irciggdAS-COMMONKADS,
PROMETHEUS GAIA, Passl, MASE, TROPOS EXTENDED GAIA and INGENIAS).

A5 Conclusions

Throughout this chapter we have described and classifieddisérelevant approaches related
to agent-oriented software engineering. In our opiniois ik a broad research area with
a lot different methodologies, meta-models and ways togteai MAS, which should be
analysed deeply in order to both understand and compargisting approaches. We now
outline some conclusions on four main topichksparity of modelsCASE toolsevaluation
frameworksandshortcomings

Disparity of models There exists a large variety of notations and criteria aitiernal
roles of actors in all methodologies. In that sense, Bernah €2005), after analysing some
methodologies, intended to propose a unified meta-modedradapts and internal relations
attending to the features extracted in the analysed toolsortlinately, this proposal has
not been adopted in a full fledged methodology, but it is a goiibn to be considered.
Previously, other efforts tackled by the FIPA MethodologsK Grou and the AgentLink
Il AOSE Technical Forum Grouﬁ also analysed the problem and tried to defirsteandard
meta-model, but their results have had a limited impact énrsearch community. All the
methodologies cover the analysis and design phases, geatset of models using some
kind of (more or less structured) notation. The subset of¢happroaches that includes
implementation are language-dependent, because the srasdelesigned taking into account
the final agent-oriented language. For instanc&sENIAS is designed to work withADE,
and RROMETHEUSIs designed to work together witliadk, but not in any other way. The
adoption of a common meta-model for all partners (methaglotievelopers) should allow to
export the designed models in different programming laggedwith, of course, differences
in the implementation according to the features offeredaichecase), but with a degree of
compatibility between them, which now does not exist. Fag tkason, it is an immature
research area with too many methodologies that difficulidigption and its usage.

CASE tools An agent designer uses a methodology to structure andrdedigarts
and resources of a project. The use of any CASE tool to assisigithe development is
very interesting to ease and share the results, as well @aito the used approach. In our
view, this is one of the most important features to take irdooant in order to select one
methodology. For instance, even thoughi& and EXTENDED GAIA are two of the most
cited methodologies, they are not useful in a daily basiabse, at the end of the design
phase, the agent designer has a lot of documents that ardiffenylt to validate and translate
to an agent-oriented programming language. In contraghadelogies such asNIGENIAS,
MASE and ROMETHEUSprovide graphical aids that allow an agent developer to wasily
with them in a real application.

Evaluation frameworksThe main objective of the proposed evaluation framewotk is
give an overall view of the main features provided in all sagéhis comparative study should
facilitate an agent designer to select the most appropajgpeoach according to his require-
ments. The results of the evaluation show that the adopticmmethodology from start

9More information at http://www.fipa.org/activities/mettmdgy.html [Last visit: 12/03/2008].
10More information at http://www.agentlink.org/ [Last visit2/03/2008].
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(requirements analysis) to the end (implementation) iy a@éficult and the available tools
should be improved. Fortunately, this is an ongoing work &ordnstance, NGENIAS devel-
opers plan to finish a new release next year.

ShortcomingsThe design of a MAS is a complex task due to the fact that manyer-
sations, protocols, roles, and organizational issuesldhmiconsidered. The latter are not
usually being covered by most of the evaluated methodado@pecifically, human-computer
interactions are only explicitly modelled in MASa@®MONKADS.

Unfortunately, other agent-related issues such as mphititl security are not covered
in the analysed methodologies yet. The former allows thegdes mobile agents requiring
autonomous entities, which additionally move between atters, using different resources
(with permissions) and processing methods. The lattershtelpdd safety issues in the data
management of a MAS.
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Appendix B

Ingenias notation symbol

The INGENIAS Development Kit (IDK) allows an agent developer to implein@MAS fol-
lowing the stages (analysis, development and implememiadiefined in theNGENIAS De-
velopment Proce@s{Gémez-Sanz & Pan 2006, Pabn & Gomez-Sanz 2003].

This methodology relies on the widespread Unified Procedgtaused release allows
to generate code automatically and other useful processels,as specification verification.

Using diagrams similar to those of UML, a developer specfiiégrent aspects of the
system. The main models to design are: agent models, env@oinmodels, organization
models, interaction models, and task and goal models (seeCilaptef4). The particular
notation defined iNnNGENIAS can be difficult to read and learn. This appendix summarises
the main terms and symbols used in the IDK tool.

1For a detailed review ofNGENIAS, readers can check http://ingenias.sourceforge.nst/\lsit 14/03/2008]
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B.1  Graphic symbols

The following list summarises the main graphic symbols asds$sociated meaning:

O Agent.Represents an agent of the multi-agent system.

Application.An application is a wrapper of a computational system
entity. It is an interface with a concrete behaviour.

Belief. A believe is a set of asserts that are not certainties, just
@ expectations.

Collaboration diagram in Grasia!This description allows to talk

about the technology used to transfer information from grenaito
6'9 another, refer to the mental conditions that must meet fitiatior and

the collaborators at each step, what tasks will be executeédvaen,
and what is the execution order of the different communice#cts.

Collaboration diagram in UMLDescribes how the interaction among
«>» agents takes place. Each interaction declaration inclieinvolved
l, actors, goals pursued by the interaction, and a descripfitre
protocol that follows the interaction. Grasia! and UML sifieations
can include the whole specification of an interaction.

Concrete agentRepresents an instance of an agent or a set of agents in
N runtime. Its main goal is to express a running instance ofgamt,
|£_)—| without an special concern on the type of agent.

Environment applicationlt represents an application that already
exists in the environment that surrounds the MAS. An Appiarais a
E wrapper of an element that it is neither agent nor a resotYme can
configure methods in the application and relate this apjpicavith
agents. Applications define agents perception. They quoreksto
other systems that are already implemented and with whicageats
have to interact.
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S

General Eventlt is an event produced by an application.

Fact. Describes an information that the agent accepts as reli@hle
general entity contains this information in the descripfield.

Goal. According to the BDI model, a goal is a desired state that an
agent wants to reach. In planning, a goal is represented lorld w
state. Here a goal is an entity by itself, however it can bateel with a
representation of the world state using satisfactionimiahips with
tasks. These relationships contains references to déeogmf mental
states of agents, so they refer to the image of the world thextta
have.

Group. A group contains other groups, roles, agents, applicatiams
resources. It represents the structure of an organizaBoosups, and
organizations as well, are useful when the developer feseadiigh
number of agents that may be working together.

Ingenias Use Case\ use case is configured with information about
preconditions and postconditions, as well as informatiiine
different interactions that may appear.

189

Interaction.Represents an interaction between two or more agents or

roles. There can be only one initiator and at least one cmlébr. An
interaction also details the goal that it pursues.

Interaction unit.It consists on invoking methods on objects allocated

on other machines as if they were in the same local one. Ihassu
that there exists an interface for the remote object.

Organization.An organization is a set of agents, roles and resources

that get together to achieve one or several goals. Insidegamization
there are not other organizations, just groups. An orgéizés
similar to an enterprise. Internally it is composed by dapants that
may be restructured without affecting its external image.
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ResourceDescribes a resource according to TAEMS notation
[Decker 1996]. Unlike TAEMS, there is no distinction betwee
consumable and non-consumable resources.

<

Role.Arole is a self-contained group of functionalities. When an
agent plays a role we want to express that it has to execlk tas
associated to a role.

¢

Task.Tasks are the encapsulation of actions or non-distribetabl

O algorithms. Tasks can use Applications and resources sTpsherate
changes in the mental state of the agents that execute thHesng€s
consist of: (a) modifying, creating or destroying mentaités; or (b)
changes in the perception of the world by acting over apiitina
(applications act over the world producing events, thapareeived by
the agent). Though tasks can be also assigned to roles, edhéhey
will belong to an agent.

,Ci Workflow.A workflow is an abstraction of a process that has been
—- automatised using activities. It identifies its resporesagents.

B.2 Relationships codification

All the relationships present in the diagrams follow a caadifion to ease its comprehension.

Workflow —  WF+identifier
Agent —  A+identifier
Interaction — | +identifier
Interaction unit —  IU+identifier
Goal task —  GT+identifier
AGent Operation —  AGO+identifier
Organization —  O+identifier
Environment —  E+identifier



Glossary

Agent-Oriented Software Engineering (AOSE) Software engineering methodology designed
to analyse and design distributed multi-agent systems.

Aggregation operator An aggregation operator composes a single object of a getegnen
n-tuples of objects belonging to the same set. An aggreyaperator should satisfy
these properties: identity when unary, boundary conditiand a non-decreasing
behaviour.

Clinical guideline (CG) Clinical guidelines are a set of directions or principleassist the
health care practitioner with patient care decisions abpptopriate diagnostic, ther-
apeutic, or other clinical procedures for specific cliniciatumstance.

Clinical Management System (CMS) SeeElectronic Health Record
Clinical practice guideline (Seeclinical guideling

Electronic Health Record (EHR) There is no universally accepted definition of an EHR.

As more functionality is added the definition will need to weddened. Importantly,
EHRs are also known as clinical management system, eléctnoedical records
(EMRs), computerised medical records (CMRSs), electroligoal information sys-
tems, and computerised patient records (CPR). Through@mudissertation we will
use EHR as a larger system that includes the EMR and PHR aarthices with mul-
tiple other electronic systems locally, regionally or patlly (See als&EMR and
PHR) [Hoyt et al. 2007].

Electronic Medical Record (EMR) EMR is the electronic patient record located in an of-
fice or hospital (see aldBlectronic Health Record

FIPA The Foundation of Intelligent Physical Agents (FIPA) is nitv eleventh Standards
Committee of the IEEE Computer Society, which promotes aigased technology
and the interoperability of its standards with other tedbgies. FIPA Specifica-
tions are grouped in different categories such as agent congation, agent trans-
port, agent management, abstract architecture, and apptis and can be found at
www. f i pa. org.

JADE Java Agent DEvelopment Framework (JADE) is an open sourftea® framework
fully implemented in Java language that simplifies the imm@atation of multi-agent
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systems. It complies with the FIPA-IEEE specifications amdugh a set of graph-
ical tools that supports the debugging and deployment ghadee latest version of
JADE is JADE 3.5 released on 25th June 2007.

Multi criteria decision analysis (MCDA) MCDA is a set of systematic procedures for analysing
complex decision problems (see MCDM). MCDA techniques aanged to identify
a single most preferred option, to rank options, to list atkch number of options
for subsequent detailed evaluation, or to distinguish ptedde from unacceptable
possibilities.

Multi criteria decision making (MCDM) MCDM is a discipline aimed at supporting deci-
sion makers who are faced with making numerous and confiiealuations.

Patient Health Record (PHR) PHR is a collection of health information by and for the pa-
tient that can be part of the EMR (see aBlectronic Health Record

RUP IBM Rational Unified Process (RUP) is a comprehensive p®odeamework that
provides industry-tested practices for software and systéelivery and implemen-
tation and effective project management. The life-cycetstwith a planning of the
requirements, the analysis and design detail the perfaenahthe system (archi-
tecture and identify all functions and procedures to ex@cuthen, implementation
translates the design documents into a system. Finallthalfunctions and proce-
dures are testing to guarantee its correctness.
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