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ABSTRACT 

A Web forum is an online community that brings people in different 

geographical locations together. Members of the forum exchange ideas and expertise. 

As a result, a huge amount of contents on different topics are generated on a daily 

basis. The huge human generated contents of web forum can be mined as question-

answer pairs (Q&A). One of the major challenges in mining Q&A from web forum is 

to establish a good relationship between the question and the candidate answers. This 

problem is compounded by the noisy nature of web forum's human generated 

contents. Unfortunately, the existing methods that are used to mine knowledge from 

web forums ignore the effect of noise on the mining tools, making the lexical 

contents less effective. This study proposes lexicon based models that can 

automatically mine question-answer pairs with higher accuracy scores from web 

forum. The first phase of the research produces question mining model. It was 

implemented using features generated from unigram, bigram, forum metadata and 

simple rules. These features were screened using both chi-square and wrapper 

techniques. Wrapper generated features were used by Multinomial Naïve Bayes to 

finally build the model. The second phase produced a normalized lexical model for 

answer mining. It was implemented using 13 lexical features that cut across four 

quality dimensions. The performance of the features was enhanced by noise 

normalization, a process that fixed orthographic, phonetic and acronyms noises. The 

third phase of the research produced a hybridized model of lexical and non-lexical 

features. The average performances of the question mining model, normalized lexical 

model and hybridized model for answer mining were 90.3%, 97.5%, and 99.5% 

respectively on three data sets used. They outperformed all previous works in the 

domain. The first major contribution of the study is the development of an improved 

question mining model that is characterized by higher accuracy, better specificity, 

less complex and ability to generate good accuracy across different forum genres. 

The second contribution is the development of normalized lexical based model that 

has capability to establish good relationship between a question and its 

corresponding answer. The third contribution is the development of a hybridized 

model that integrates lexical features that guarantee relevance with non-lexical that 

guarantee quality to mine web forum answers. The fourth contribution is a novel 

integration of question and answer mining models to automatically generate 

question-answer pairs from web forum. 
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ABSTRAK 

Forum web adalah komuniti dalam talian yang menyatukan orang ramai yang 

berada pada kedudukan geografi berbeza. Ahli-ahli forum bertukar idea dan 

kepakaran. Kesannya, sejumlah besar kandungan mengenai topik yang berbeza 

dihasilkan setiap hari. Kandungan besar dalam forum web yang didapati daripada 

manusia boleh dilombong sebagai pasangan soalan dan jawapan (Q&A). Salah satu 

cabaran utama dalam memperolehi Q&A dari forum web adalah untuk mewujudkan 

perkaitan yang tepat antara soalan dan calon jawapan. Masalah ini dipersulitkan lagi 

oleh faktor hingar di dalam kandungan forum web. Malangnya, kaedah sedia ada 

yang digunakan untuk mengumpul pengetahuan dari forum web mengabaikan kesan 

hingar pada alat perlombongan dan ini telah menjadikan kandungan leksikal kurang 

berkesan. Kajian ini mencadangkan model-model yang boleh melombong secara 

automatik rangkaian soalan dan jawapan dengan ketepatan yang lebih tinggi daripada 

forum web. Fasa pertama kajian menghasilkan model perlombongan soalan. Ia telah 

dilaksanakan menggunakan ciri-ciri yang dijana daripada unigram, bigram, metadata 

forum dan peraturan yang mudah. Ciri-ciri ini telah disaring menggunakan teknik 

khikuasa dua dan pembalut. Pembalut menjana ciri-ciri yang digunakan oleh teknik 

Naive Bayes Multinomial untuk membina model. Fasa kedua menghasilkan model 

leksikal ternormal untuk perlombongan jawapan. Ia telah dilaksanakan dengan 

menggunakan tiga belas ciri leksikal yang merentasi empat dimensi berkualiti. 

Prestasi ciri-ciri dipertingkatkan dengan pernormalan hingar, satu proses yang 

membetulkan hingar ortografik, fonetik dan akronim. Fasa ketiga kajian 

menghasilkan model ciri hibrid leksikal dan bukan leksikal. Prestasi purata model 

pengumpulan soalan, model leksikal ternormal dan model hibrid untuk pengumpulan 

jawapan adalah masing-masing 90.3%, 97.5% dan 99.5% pada tiga set data yang 

digunakan. Kesemua teknik ini mengatasi teknik sebelumnya yang digunakan dalam 

domain ini. Sumbangan utama  kajian ini adalah pembangunan model pengumpulan 

soalan yang lebih baik yang mempunyai ciri-ciri ketepatan yang tinggi, lebih 

spesifik, kurang kompleks dan berkeupayaan untuk menghasilkan ketepatan yang 

tinggi merentasi genre forum yang berbeza. Sumbangan kedua adalah pembangunan  

model leksikal ternormal yang berkeupayaan untuk mewujudkan perkaitan yang baik 

antara soalan dan jawapan. Sumbangan ketiga adalah pembangunan model hibrid 

yang mengintegrasikan ciri leksikal yang menjamin kerelevanan dengan ciri bukan 

leksikal yang boleh menjamin kualiti perlombongan jawapan daripada forum web. 

Sumbangan keempat adalah integrasi baru model pengumpulan soalan dan jawapan 

untuk secara automatik menjana rangkaian soalan dan jawapan daripada forum web.
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

The Internet, in particular the World Wide Web has become a huge repository 

of knowledge. Its paradigm has changed from static to a much more dynamic web. 

The static web, popularly known as web 1.0 is a web of information sharing and 

read-only hence limited content. The web nowadays connects people, encourages 

participation and social interaction. This dynamism gets the web loaded on daily 

basis with a lot of information. Almost everyone now creates contents on the web. 

The current search engines are based on keywords and they are capable of returning 

web links of needed pages. They fail in rendering a user interface that has queries 

expressed in natural language sentences. It is also not possible for them to return 

precise answers. 

Automated question answering (QA) systems that accept free natural 

language formulated questions and give in return the exact answer or a small passage 

that contains the needed information is becoming a necessity (Fan et al., 2008). A 

type of QA system is frequently asked questions (FAQ). FAQ is a web page (or 

group of web pages) that provides questions frequently asked by users. These 

questions are usually about services or different functions of the website. The 

answers are typically provided with the questions. An FAQ article or list is simply a 

compilation of Frequently Asked Questions and their answers. 
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FAQ tags are becoming more popular on websites for many reasons. The 

main reason is that, they assist in providing support, most commonly, customer 

support; this in a way reduces repetition of solutions to common problems. Well-

designed FAQ pages can assist large organizations in controlling the number of 

supporting staff that may have to be recruited. FAQ web pages try to assist users in 

finding answers with less effort. A perfect FAQ page will make people use websites 

without contacting customer service or help desk. The main constituents of FAQ 

database are the questions and answers it uses. The focus of this research therefore is 

to mine automatically question-answer pairs that can be used to populate FAQ 

database from web forum.  

1.2 Problem Background  

FAQ’s are used to supplement other forms of users’ supporting documents 

such as system’s documentation, reference manuals and so on. These other 

documents are comprehensive and well-structured but they cannot provide 

independent bits of knowledge that will be needed to solve practical problems. Web 

forums can give such bits of knowledge but lack coherency, homogeneity and other 

human content generated problems which make them difficult to explore (Henβ et 

al., 2012). A high percentage of human generated contents on the web can actually 

be found in social media websites such as Twitter, web forum, Facebook, and 

community-based question answering. The consideration of web forum in this 

research lies in the fact that it has a traditional history. Almost every website has a 

web forum. The generated content of web forum is much larger than others. There is 

less segregation in web forum participation compared to other social media. Any 

member can contribute anything, the restriction is less. 

Recently, there appears a new question answering system Community-based 

Question Answering System (CQA), which is also, referred to as cooperative 

question answering system, Q&A community, and so on, for example, Baidu zhidao, 

Yahoo! Answers, Sinaiask, and Stack overflow. In the CQA, users ask question and 

wait for the answers, and other users who know the answer will give directly his 
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answer to the question. So, in the CQA, people get answers more quickly, effectively 

and accurately and they do not need to browse lots of web pages before they find the 

needed answer as it is usually the case in the traditional search engine. And for this 

reason, CQA develops rapidly, and play important roles in many fields. 

Nowadays, CQA is a research focus in the natural language processing (Yan, 

2013).  The quick response people get from CQA may not at times be fast enough to 

meet up with spontaneous decision. Hence, there is need for a fast answer retrieval 

system, a system that will take user’s question in its natural form and returns an 

answer immediately. A Frequently Asked Question (FAQ) system can serve this 

purpose. In order for FAQ system to meet up with this demand, its question and 

answer database needs to be populated with natural questions and answers needed by 

the users of the domain is meant to serve. The current practise mostly is for FAQ 

manager to populate FAQ database using anticipated questions and answers that 

users might ask. This practise may make the FAQ database to be populated with 

Q&A’s that are not FAQ. A natural way of doing this is to use the domain’s web 

forum. 

Web forums are at times referred to as discussion boards or online forums. 

They are popular web systems commonly used in different areas such as customer 

support, community development (Cong et al., 2008), online education and 

interactive reporting (Hong and Davison, 2009), review comments collection for 

business intelligence and discovery of expertise networks in online communities 

(Wang et al., 2009), drug review analysis (Goeuriot et al., 2011) etc. Users of the 

board exchange ideas while discussing issues and form virtual communities within 

the discussion board. Multiparty discussions within the forum bring about generation 

of a large amount of contents on a daily basis on a variety of topics. A web forum 

contains huge amount of user generated content in form of question-answer pairs 

(Tawfik Albaham and Salim, 2012). As a result, interest in knowledge discovery and 

information extraction from web forum has increased in the research community 

(Hong and Davison, 2009). The large amount of response and the variations of 

response context lead to the problems of efficient knowledge accumulation and 



4 
 

retrieval (Hu et al., 2010). To this end, the myriad of useful information contained in 

forums can be mined into FAQ.  

Several mining techniques have been researched for automatic generation of 

question-answer pairs from web forum. Mining of web forum questions have been 

tackled using approaches that ranges from simple rules to complex techniques. The 

simple rules are the question marks, the 5W1H question words (who, what, where, 

when, why or how) and modal words (can, will, would etc.). The simple rule 

approaches are popular methods but have been found to be inadequate for mining 

web forum questions (Sun et al., 2010; Cong et al., 2008). In a forum, many 

questions do not end with question mark and most of the statements that contain 

question words are not questions e.g. “Everybody knows how he behaves”. It is also 

difficult for simple rule to detect imperative questions such as “I wonder if anybody 

could direct me to her office” 

The inadequacies of simple rules called for the implementation of some 

complex techniques such as sequential pattern mining (SPM) (Cong et al., 2008; 

Hong and Davison, 2009), n-grams (Sun et al., 2010; Hong and Davison, 2009), and 

regular expressions (Atkinson et al., 2013). All these approaches could enhance the 

performance of the simple rules but have their own shortcomings. The SPM requires 

POS tagger. Accuracy of the method depends on POS tagging. The casual language 

of forum may affect tagging. Also, the computational effort of the approach may be 

impractical for large dataset. Higher n-grams are complex to generate and manage. 

For question mining, differences between question and non-question n-gram must be 

well established (Sun et al., 2010).  (Kwong and Yorke-Smith, 2009) used regular 

expression to achieve F1 Score of 96% in E-mail domain for interrogative questions. 

This approach can be built around question words to mine interrogative questions 

e.g. How [to|do|did|can|could|should|would]. It cannot handle the complex questions 

that dominate web forum questions.  

The problem of question mining from web forum can be attributed to the fact 

that while it is ease to establish features for questions like question mark, question 

words etc. we do not have similar features for detecting non-question. It then implies 
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that more effective feature exploration techniques are still required. One of the 

objectives of this research is to implement bag-of-words and bag-of-bigrams model 

to generate a lot features for both questions and non-questions. Then, screen these 

features using dimensionality reduction technique to enhance performance. 

The previous work on answer mining from web forum can be classified into 

supervised, semi-supervised and unsupervised. The supervised methods form the 

bulk of the methods used so far. In this method, different learning techniques such as 

Naïve Bayes (Qu and Liu, 2011), Conditional Random Fields (Ding et al., 2008; Kim 

et al., 2010) and Support Vector Machine (SVM) (Kim et al., 2010; Hong and 

Davison, 2009; Catherine et al., 2013; Catherine et al., 2012) have been the most 

popular. The supervised approach has problem of human annotation (labels) of the 

training and testing samples. The annotations are expensive and time consuming. The 

semi-supervised (Catherine et al., 2013) and unsupervised (Deepak and 

Visweswariah, 2014) approaches have just started to come up. These approaches are 

good for utilizing limited and no answer labels respectively but their accuracy are 

still too low.  

All these approaches require the use of answer detection features. These 

features can be broadly classified into lexical (textual) and non-lexical (non-textual) 

features. The features utilize forum post textual content and forum metadata to 

extract good answers from forums. Textual features are usually used to measure 

degree of relevance between a document and a query while non-textual features can 

be employed to estimate the quality of the document (Jeon et al., 2006). Several 

authors have combined the two to mine good answers from forums as either of the 

two approaches has been found less effective. A major issue here that is still calling 

for exploration is the mixture of these textual and non-textual features that will give 

best performance in terms of precision, recall and F-measures. 

In view of the above background, this thesis aimed at developing models 

using simple but effective approaches to improve the precision, recall, F-score and 

accuracy of questions and answers detection from web forum by exploiting salient 

lexicon features. 
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1.3 Motivation 

A preliminary investigation carried out by (Iwai et al., 2010) revealed that 

about 30 to 40 per cent of inquiries sent to help desk operator can be answered using 

FAQ. Therefore, more than 30 per cent of inquiries can be solved by providing FAQ 

pages. FAQ development is an important responsibility of help desk. Companies 

build up and post FAQ on their web sites to reduce the number of inquiries from 

users. Users can browse the FAQ pages and clear up their unfamiliar matters before 

they send emails to help desk. Help desks also analyses inquiry records, constructs 

question and answer sets, and adds them to their FAQ pages. The task of analysing 

great deal of inquiries, however, needs a lot of time, hence, the need for automatic 

FAQ (Iwai et al., 2010). In order to automate FAQ, there has to be a very good 

source of generating automatically question-answer pairs that will be used to 

populate the FAQ, hence, the motivation for this research.  

  Discussion board is mostly being used by people as a problem-solving 

platform. Web forum members post questions relating to some specific problem, and 

expect others to provide potential answers. This scenario is depicted in Figure 1.1.   

 

 

 

 

 

 

 

Figure 1.1 Network of Interactions in Forum Connecting Users, Questions and   

Answers ((Bian et al., 2009) 

A number of commercial organizations such as Microsoft, Dell and IBM 

directly use online forums as problem-solving domain for answering questions and 

discussing needs raised by customers. (Cong et al., 2008) found that 90% of 40 

discussion boards they studied contain question-answering knowledge. By using 



7 
 

speech acts investigation on several sampled forums, (Kim et al., 2006a; Kim et al., 

2006b) discovered that question answering content is usually the largest type of 

content on forums. Therefore, mining such content for the benefit of mankind 

becomes imperative. 

The collaborative activities within the forum offer a lot of benefits.  In 

technical forums such as hardware or software forum, a lot of issues such as 

installing software or hardware, troubleshooting codes, fixing bugs, implementing 

tools, etc. are being discussed on a daily basis. For non-technical forum like travel, 

members share their travel experience with others. Good opinions are generated by 

members for the benefit of other members. It will be highly desirable to mine human 

knowledge being generated in the forum. Human knowledge mined from forum can 

be used for numerous applications such as improving question-answer retrieval like 

frequently asked questions (FAQ); evaluating positive and negative reviews of 

products’ features (Lakkaraju and Ajmera, 2011); or identifying severe technical 

issues that remain unresolved for a long time (Catherine et al., 2012) etc. These 

reasons have made mining forum discussions a hot issue in the research community. 

Technically, mining question-answer pairs from web forum is an information 

retrieval (IR) problem. The major issue with this problem is how to establish good 

relationship between the question posts and reply posts. This appears to be a trivial 

issue that could be solved using IR techniques. But, it has been found that most of 

the IR techniques that have proved highly successful prove indifferent in forum posts 

retrieval. Some good examples are the cosine similarity and KL divergence 

(Catherine et al., 2012; Raghavan et al., 2010; Wang et al., 2010). In view of this, 

researchers have started using non-textual features (Catherine et al., 2012) to detect 

answers in web forum. But, both textual and non-textual features need to be 

combined to detect answers because an answer should be similar to its corresponding 

question, and the most intuitive way to achieve this is to establish similarity between 

them. This scenario calls for an exploration of both the textual and non-textual 

approaches with a view of striking an effective mix that could guaranty good 

performance. 
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In view of all these issues, it is therefore the motive of this research to 

explore the utilization of more lexical (i.e. textual) and non-lexical (i.e. non-textual) 

features that could reveal some latent structure to enhance mining of question-answer 

pairs from web forum.  

1.4 Problem Statement 

The user of a question answering system is interested in a concise, 

comprehensive and correct answer, which may refer to a word, sentence, paragraph, 

image, audio fragment, or an entire document. This research aimed at generating 

question-answer pairs that could be used to populate FAQ databases from web 

forum. The research background and motivation have shown some of the contending 

issues in the research area. The limitations and gaps left by previous research works 

summarized in Table 1.1 form basis for the key questions to be addressed in this 

thesis.  

Table 1.1: Research Problems Addressed 

 

 

S/No Challenges  Sources 

1. Specificity 

problem 

(Sun et al. 2010; Biyani et al. 2015) 

2. Variability of 

techniques with 

forum genres 

(Hong and Davison 2009; Cong et al. 2008; Liu et al. 

2010; ) 

3. Complexity of 

approach 

(Cong et al. 2008; Hong and Davison 2009) 

4. Lexical chasm (Jeon et al. 2006; Catherine  et al. 2012; Deepak and 

Visweswariah, 2015;  )  

5. Noise level (Xue et al., 2011; Wang et al. 2013; HenB et al. 2012) 

6. Relevance 

problem 

(Catherine  et al. 2012; Jeon et al. 2006) 

Question mining problems 

Answer mining problems 
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Hence, the following research questions (RQ) that will be further investigated 

in this thesis form the premise on which this research stand: 

RQ1: How can the lower n-grams be enhanced to increase the accuracy of web 

forum question post detection? 

RQ2: How can the lexical mining tools be enhanced for better performance? 

RQ3: What combination of lexical and non-lexical tools will give an optimal 

performance for answer mining in web forum? 

1.5 Research Objectives  

The ultimate aim of this study is to develop models using simple but effective 

approaches to mine question-answer pairs from web forum. Therefore, two 

hypotheses are set for this study: 

 

a) The use of appropriate classifier with an enhanced “bag of words” using 

simple rules of question marks, question words, forum metadata and bi-

gram can effectively mine questions with good precision, recall and 

accuracy from web forum. 

b)  An appropriate combination of both noise-normalized lexical and non-

lexical features can effectively mine answers with good precision, recall 

and accuracy from web forum. 

 

In order to achieve the above stated hypotheses, the following objectives have 

been set for the study: 

i. To investigate the effectiveness of simple rules, forum metadata and lower n-

grams for web forum question post detection and propose a model that can 

improve the accuracy of mining web forum question posts. 
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ii. To investigate the effect of noise normalization on lexical-based web forum 

answer mining tools and propose normalized lexical-based model for web 

forum answer detection. 

iii. To propose a hybridized model of normalized lexical and non-lexical features 

for web forum answer mining task. 

1.6 Contribution of the Research 

The need to enhance the mining of web forum questions and answers is 

imperative in view of the knowledge accumulation that is being generated on a daily 

basis in the forum. The question-answer pairs mined from forum have been found to 

be useful in so many facets of human lives. The use of web forum question-answer 

pairs to populate FAQ for service delivery will: provide customer support for 

common technical problems, minimize the cost of running customer support centres 

and assist in tackling problem of information overload associated with high volume 

of Internet transactions. The expected specific contributions of this research are as 

follows: 

i. Selection of important web forum question post classification features can be 

obtained using chi-square and wrapper techniques.  

ii. A novel combination of bag-of-words with simple rules for mining web 

forum question posts.  

iii. Generation of bigram scalable features for mining web forum question posts. 

iv. Utilization of some salient features such as centroid of a reply to all replies to 

significantly influence web forum answer mining performance.  

v. Exploration of 13 lexical and 12 non-lexical features for effective mining of 

answers from web forum.  
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vi. Evaluation of noise effect on answer mining tools to determine tools that are 

more susceptible to noise.  

vii. Design of a hybrid model of 3 lexical and 2 non-lexical features to effectively 

mine answers from web forum. 

1.7  Research Scope 

The following aspects are the scopes of this study: 

i. The proposed study will focus on the review of existing literature related to 

traditional question answering techniques, information retrieval and machine 

learning. The review will consider both the statistical and computational 

intelligence approaches that form basis for this research.  

 

ii. The study proposes enhanced BoW model for mining web forum thread using 

initial post as question thread. An integration of both lexical and non-lexical 

models is proposed for the mining of a reply post as an answer.  

iii. Three publicly available datasets that have been used by some authors that 

conduct similar research were used to test the proposed method. The datasets 

are: (a) digital camera dataset, (b) Ubuntu operating system dataset and (c) 

TripAdvisor dataset. These datasets were carefully chosen to represent less 

technical, highly technical and non-technical domains (Catherine et al. 2012). 

This makes it possible to check the performance of the proposed method 

across different genres.  

iv. Mining of web forum question and its corresponding answer is considered as 

classification problems. The initial post is mined as question post. 

Clarification questions generated in the reply posts were not considered since 

they are usually trivial questions. One of the reply posts is mined as the best 

candidate answer.  
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v. All the models were implemented using java programming language and 

weka data mining workbench.  

vi. Evaluation of the performance of the models is based on precision, recall, F-

score, accuracy and specificity. 

vii. Unigram and bigram are considered is this study as lower n-grams. 

viii. Lexical mining tools considered in this study are the lexical features and their 

enhancement is achieved through text normalization. 

1.8 Thesis Organization 

This thesis consists of seven chapters as follows: 

i. Chapter 1: Presents an introduction that describes the concepts of FAQ, and 

automated question answering system. Thereafter, presents the problem 

background, motivation, problem statement, objectives, contributions of the 

study and scopes. The chapter also describes the organization of the thesis.  

ii. Chapter 2: Discusses the literature review of the study area. It begins with the 

fundamental issues in information retrieval and automated question 

answering system which will be used to realize the workings of the research’s 

methods. Thereafter, a theoretical explanation on the fundamental methods on 

which the current study is expected to rely is presented. Different techniques 

of generating question-answer pairs from forum web forum were reviewed. 

The review focus is primarily on their simplicity and effectiveness to support 

mining of question-answer pairs that can be used to populate FAQ database.  

iii. Chapter 3: Provides the research methodology flow used in this study. It 

contains the general framework of the research as well as the steps required to 

carry out the research systematically. The methodological steps discussed 

comprise of data collection, pre-processing and the processing steps of the 

research components such as the phases, techniques and tools used. 



13 
 

iv. Chapter 4: Addresses the first objective of the research, which is web forum 

question post detection using an enhanced bag-of-words approach. Four 

different approaches were explored in the chapter for the enhancement of 

bag-of-words, namely, simple rule and forum metadata, bag-of-words, 

integration of simple rule and forum metadata with bag-of-words and bigram. 

The chapter also contains experimental results, benchmarking results, and 

discussions of the approaches. 

v. Chapter 5: Covers the second objective of the research. The chapter 

investigates the effect of noise on answer mining features. In the chapter, 

forum corpus was normalized against noise. Efficacy of 13 lexical features 

was explored on normalized and un-normalized forum corpora with a view of 

finding out how noise will affect the features. Two answer mining models 

were built for comparisons – normalized lexical model and un-normalized 

lexical model. The 13-feature normalized model was screened to 5-feature 

normalized model with a better performance. The chapter covers 

experimental procedures and relevant discussions of the models. Significant 

tests were performed to confirm results of the models.  

vi. Chapter 6: In this chapter, a hybrid model of lexical and non-lexical was built. 

This is the third objective of the research. The construction of the model 

begins with 13 lexical features and 12 non-lexical features. The 25 features 

were screened using classifier, chi-square and combinatorial analysis to select 

best mix of 3 lexical and 2 non-lexical for the hybrid. The results of 5-feature 

hybrid models were evaluated against a main stream approach for web forum 

answer detection. The chapter covers general overview of the hybrid model as 

well as experimental procedures, benchmark results and relevant discussions. 

Significant tests were performed to confirm results of the various models. 

vii. Chapter 7: This chapter concludes the thesis by presenting the summaries of 

all research activities covered in the thesis. The chapter contains brief 

discussions about the proposed methods, research contributions and feature 

work. 
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1.9 Summary 

This chapter covers the introductory aspect of the research presented in this 

thesis. The chapter covers problem background, motivation, problem statement, 

objectives, expected contribution and the scope of the study. The chapter highlighted 

the issues in the research area as regards FAQ and mining of web forum question-

answer pairs to populate FAQ database. 
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