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ABSTRACT 

Scholar’s recommender systems recommend scientific articles based on the 
similarity of articles to scholars’ profiles, which are a collection of keywords that 
scholars are interested in. Recent profiling approaches extract keywords from the 
scholars’ information such as publications, searching keywords, and homepages, and 
train a reference ontology, which is often a general-purpose ontology, in order to 
profile the scholars’ interests. However, such approaches do not consider the 
scholars’ knowledge because the recommender system only recommends articles 
which are syntactically similar to articles that scholars have already visited, while 
scholars are interested in articles which contain comparatively new knowledge. In 
addition, the systems do not support multi-area property of scholars’ knowledge as 
researchers usually do research in multiple topics simultaneously and are expected to 
receive focused-topic articles in each recommendation. To address these problems, 
this study develops a domain-specific reference ontology by merging six Web 
taxonomies and exploits Wikipedia as a conflict resolver of ontologies. Then, the 
knowledge items from the scholars’ information are extracted, transformed by 
DBpedia, and clustered into relevant topics in order to model the multi-area property 
of scholars’ knowledge. Finally, the clustered knowledge items are mapped to the 
reference ontology by using DBpedia to create clustered profiles. In addition a 
semantic similarity algorithm is adapted to the clustered profiles, which enables 
recommendation of focused-topic articles that contain new knowledge. To evaluate 
performance of the proposed approach, three different data sets from scholars’ 
information in Computer Science domain are created, and the precisions in different 
cases are measured. The proposed method, in comparison with the baseline methods, 
improves the average precision by 6% when the new reference ontology along with 
the full scholars’ knowledge is utilized, by an extra 7.2% when scholars’ knowledge 
is transformed by DBpedia, and further 8.9% when clustered profile is applied. 
Experimental results certify that using knowledge items instead of keywords for 
profiling as well as transforming the knowledge items by DBpedia can significantly 
improve the recommendation performance. Besides, the domain-specific reference 
ontology can effectively capture the full scholars’ knowledge which results to more 
accurate profiling. 
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ABSTRAK 

Sistem-sistem pengesyor bagi sarjana mencadangkan artikel-artikel saintifik 
berdasarkan kesamaan artikel dengan profil sarjana iaitu satu koleksi kata kunci yang 
diminati oleh para sarjana. Pendekatan pemprofilan kebelakangan ini mengekstrak 
kata kunci daripada maklumat sarjana seperti penerbitan, pencarian kata kunci, dan 
laman utama, dan melatih sebuah ontologi rujukan yang pada kebiasaannya adalah 
satu ontologi kegunaan umum bagi memprofil minat para sarjana. Walau 
bagaimanapun, pendekatan sedemikian tidak mempertimbangkan pengetahuan para 
sarjana kerana sistem pengesyor hanya mengesyor artikel-artikel yang secara 
sintetiknya serupa dengan artikel yang telah sarjana lawati, manakala mereka 
berminat dengan artikel-artikel yang mungkin mengandungi pengetahuan baru 
berbanding pengetahuan sedia ada. Sebagai tambahan, sistem-sistem tersebut tidak 
menyokong penyelidikan pelbagai bidang pengetahuan sarjana sedangkan penyelidik 
biasanya membuat kajian dalam pelbagai topik pada masa yang sama, dan 
menjangkakan untuk menerima artikel-artikel berfokuskan topik dalam setiap 
cadangan. Bagi menangani masalah-masalah itu, kajian ini membangunkan satu 
rujukan ontologi domain spesifik dengan menggabungkan enam  taksonomi pada 
web dan mengeksploitasi Wikipedia sebagai satu penyelesai konflik ontologi. 
Kemudian, butir-butir pengetahuan daripada maklumat sarjana diekstrak, 
dipindahkan melalui  DBpedia dan dikelompokkan kepada topik-topik yang relevan 
untuk memodelkan pelbagai bidang pengetahuan sarjana. Akhirnya, butir-butir 
kelompok pengetahuan itu dipetakan pada ontologi rujukan dengan menggunakan 
DBpedia bagi mencipta profil-profil berkelompok. Seterusnya, satu algoritma 
persamaan semantik diadaptasikan kepada profil berkelompok yang membolehkan 
cadangan kepada artikel-artikel yang berfokus topik yang mengandungi pengetahuan 
baru. Bagi menilai prestasi kaedah yang dicadangkan, tiga set data berbeza daripada 
maklumat para sarjana dalam domain Sains Komputer telah dibangunkan dan 
ketepatan dalam kes-kes berlainan diukur. Berbanding dengan kaedah garis dasar, 
kaedah yang dicadangkan meningkatkan purata ketepatan sebanyak 6% apabila 
ontologi rujukan beserta pengetahuan penuh sarjana digunakan, melebihi sebanyak 
7.2% apabila pengetahuan sarjana dipindahkan melalui DBpedia, dan seterusnya 
sebanyak 8.9% apabila profil berkelompok diaplikasikan. Hasil uji kaji mengesahkan 
bahawa penggunaan butir-butir pengetahuan berbanding kata kunci bagi pemprofilan 
dan juga pemindahan butir-butir pengetahuan melalui DBpedia dapat meningkatkan 
prestasi cadangan dengan signifikan. Di samping itu, ontologi rujukan domain 
spesifik boleh merangkumi pengetahuan penuh sarjana dengan lebih berkesan serta 
seterusnya membawa kepada pemprofilan yang lebih tepat. 
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CHAPTER 1 

INTRODUCTION 

This chapter describes an overview of scholars’ recommender systems, the 

characteristics of scholar’s domain, research problem and objectives, research scope, 

and importance of the study. Moreover, the contribution of the research and the 

structure of the thesis are explained.  

1.1 Overview 

Typically, a Digital Library (DL) contains electronic collections of various 

information and services including scientific articles and search services, which 

supplies to the scholar community (Smeaton and Callan, 2005). Digital libraries join 

scholars, information, and technologies to provide an infrastructure for convenient 

information search and retrieval. As the flood of information in digital libraries is 

explosive, Information Retrieval (IR) from digital libraries becomes a complex and 

challenging task (Weiss et al., 2010). Unfortunately, traditional digital libraries 

retrieve a large number of irrelevant information in response of researchers’ queries, 

raising “information overload”, which overwhelm them with retrieving enormous 

useless articles (Uchyigit, 2009; Sugiyama and Kan, 2010).  

To address this problem, personalization approaches have been recently 

proposed, which filter out irrelevant articles and recommend unseen articles as 

similar as possible to the scholar’s interests (Uchyigit and Ma, 2008). In fact, 

personalized approaches explore users’ interests and conforms the result of queries 

by filtering out unrelated results and recommend new items (articles) that scholars 
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might be interested in (Castellano et al. 2009). Hence, recommendation technologies 

qualify digital libraries by filtering irrelevant information and re-ranking the 

retrieved information to improve information retrieval, and ultimately, increasing 

users’ satisfaction. 

There are two broad categories of recommender systems including content-

based and collaborative filtering (Ricci et al., 2011). The content-based (CB) 

approaches (Pazzani and Billsus, 2007; Lops et al., 2011) identify the common 

characteristics of items that have been received favorable ratings from users 

(scholars), and then recommend new items that have the similar characteristics. In 

CB, it is assumed that rich information about the items is available and the items are 

represented in the form of a feature vector. For example, for text documents such as 

news, articles, or Web page content, vectors often contain the term frequency/inverse 

document frequency (tf-idf) weights of the most informative keywords (Salton et al., 

1975).  

However, content-based systems suffer from two major problems: over-

specialization and limited content analysis (Ricci et al., 2011). Over-specialization 

(Anand and Mobasher, 2005) may occur when the prediction of a user for an item is 

high and the item is too similar to the items liked previously by the user. For 

example, in scholar domain, the system may recommend an article which has the 

same topic or the set of keywords as those articles which have been previously read 

by the scholar. Therefore, the system may fail to recommend articles that are 

different but still interesting to the scholar. The problem of limited content analysis 

(Lops et al., 2011) emerges from the fact that little information about the content of 

items or users’ behavior is available. Typically, the lack of insufficient information is 

due to privacy, low quality (noisy data), access issue, or imprecise of content. For 

instance, a scholar might avoid providing demographic information (privacy issue), 

or ambiguous keywords in articles may result in imprecise content. 

The collaborative filtering (CF) (Schafer et al., 2007; Roza et al., 2010) are 

pure usage-based approaches which rely on the ratings of users on items as well as 

rating of other users in the same community on items. The main idea is that the rating 
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of a user for an unseen item is likely to be similar to that of other users that have 

rated the item in a similar manner. In other words, a user is likely to rate an item A 

similar to rating of similar users that have given rating to A. However, the usage-

based approach exposes four important drawbacks because the recommendation 

process depends highly on the existing user transaction data. First, the rating of 

articles should be available before suggesting an article to scholar. It is referred to as 

new item problem (Dai and Mobasher, 2009). Second, new scholars to the system 

requires to rate a number of articles before obtaining appropriate recommendations, 

referred to new user problem (Anyanwu and Sheth, 2003). Third, when the 

proportion of scholars to articles is significantly small, only a few numbers of articles 

will be recommended. Lastly, similar scholars who rated similar set of articles might 

possess different level of knowledge, resulting in distinct preferences, and in turn, 

imprecise recommendation.  

To point out the source of issues, “user profile” is focused: Recommender 

systems model users’ interests in “profiles”, which involve the features of most 

important facts that users are particularly interested in (Schiaffino and Amandi, 

2009). A user profile is a structured representation of characteristics and features of 

users’ past experiences such as searched keywords, knowledge, or history of  

feedback (Kadima and Malek, 2010; Snasel et al., 2010). User profiles are created 

manually by user’s information (explicit method), or created automatically during the 

course of user’s interactions with the system using the user’s contextual information 

and intelligent techniques (Wei and Lei, 2009). A user profile is the core component 

of a recommender system, and is being treated as a network of concepts that is 

updated based on the user’s feedback (Lopes, Martins Souto, et al., 2007). There are 

a number of profiling methods including ontology-based, which engage ontologies 

for profiling. 

In ontology-based profiling, concepts are usually extracted from a pre-existed 

taxonomy or so-called reference ontology (Mohammed et al. 2010). Reference 

ontology is a hierarchy of topics, where the topics are used to classify items being 

recommended. Thus, an ontology-based user profile is a set of concepts (or nodes) in 

a hierarchical structure, each node annotated with an interest score, which represent 
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the degree of interest that the user has interested in that concept (Sieg et al., 2010). 

Many research has proven that ontology-based approaches are effective for profiling, 

which successively improves the recommendation precision (Yujie and Licai, 2010; 

Sieg et al., 2010). 

Today, recommender systems are widely used in a variety of information 

systems including digital libraries (Lopes, Martins, et al., 2007), educational systems 

(Satyanarayana and Rajagopalan, 2007), and treated as a tool to deliver personalized 

information (Abbar et al., 2007). Personalization approaches are applied in many 

areas of scholar's domain such as ranking Web sites (Zhuhadar and Nasraoui, 2010), 

e-learning (Tsatsou et al., 2009), and scientific articles (Yang, 2010; Sugiyama and 

Kan, 2010). Good examples of successful recommender system for digital libraries 

are ACM, PubMed, Elsevier, Google Scholar, and CiteSeerX, which rely on the 

content of articles as well as collaborative information of scholars (i.e., the rating of 

scholars on articles). Moreover, emerging technologies such as agents (Godoy and 

Amandi, 2007), mobile (Ricci, 2010), and the social Web (Groh et al., 2012) are 

incorporated into basic tasks of recommender systems such as resource discovery, 

distributed information gathering, inferring user preferences (user modeling), and 

item filtering to provide more sophisticated recommendations.  

1.2 Characteristics of Scholar’s Domain 

As mentioned above, many researches focused on technical properties of 

recommender systems, whereas this study aims to interconnect cognitive 

characteristics of scholars to the recommender system. Thus, the characteristics of 

scholars are reviewed here. Scholar’s domain is associated with particular properties 

that make it distinctive (Drachsler et al., 2007). In general, research task is 

knowledge-intensive because the navigation through research space is associated 

with many decision choices (Eppler, 2006). Scholars study articles to capture “new 

knowledge” and get into deeper understanding of subjects that they are interested in. 

Relevant articles provide researcher with opportunities to make “connections” 

between their prior knowledge and the “new knowledge” being captured (Strangman 
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In addition, full researchers (i.e., professors) often do search in several topics 

simultaneously, as they work in different research projects and capture knowledge in 

multiple topics. For instance, a professor does research in “Database Systems” topic 

while conducting another research in “Semantic Web”. This is recalled as “multi-

area” property of scholar domain. Thus, the scholars’ profiles should model multiple 

research topics, and hence, the recommender system should suggest focused-topic 

articles (Adomavicius et al., 2011). Traditional recommender systems, on the other 

hand, conclude that the researcher has sufficient knowledge in several topics, though 

the fact is true, but the result of filtering is divergence to multiple topics with low 

precision, i.e., the user receive articles which encompass keywords of several topics. 

1.3 Problem Statement 

Developing a recommender system which recommends scientific articles 

relevant to research topics and fit into the research path is a challenging problem 

(Devedžić 2006). Such system essentially requires an extensive analysis of research 

context as well as scholars’ prior knowledge (Berkovsky et al. 2007). In traditional 

approaches, it is assumed that the new choices of a scholar are “very similar” to the 

choices made by him in the nearby past (Yang et al., 2010; Sugiyama and Kan, 2010; 

Jomsri et al., 2012), while it is in sharp contrast with the characteristics of scholars in 

which continually seeking for new knowledge and following up learning task 

(Bogers and Bosch, 2008). In fact, scholars are interested in articles which 

encompass new knowledge in line with their knowledge scope- the articles that are 

correspond to the search keywords while encompass relatively new knowledge 

(Strangman and Hall, 2009). Such new knowledge is called “complementary 

knowledge” as it fulfills the scholars’ needs and is relevant to the research topic.  

In practice, such systems (Ricci et al., 2011) represents the scholars’ 

documents (publications, Web page information, citation information) as well as 

scholars’ profiles by a statistical model such as Vector Space Model (Salton et al. 

1975), and calculate the similarity of documents with the profiles using a statistical 

method such as Cosine Similarity (Manning et al., 2009), Jaccard, or Sorenson-Dice 
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measures. Such statistical methods rely on surface overlap of participant vectors. 

Accordingly, two vectors are similar if they share the same vocabularies (Huang 

2008). Though, in statistical methods, the precision is pretty acceptable, but the role 

of words in the vectors are neglected (Khan et al. 2010), and thus, the presence of 

new knowledge items (in the sense of words, terms, etc) in articles results in low 

precision, and likely rejection of valuable articles. 

Moreover, as mentioned in previous section, full researchers do search in 

several topics simultaneously. Thus, the scholar’s profiles should model multiple 

topics of scholars’ interests, and in turn, underlying recommender system can 

recommend focused-topic articles. For this reason, traditional recommender systems 

such as (Liang et al., 2008; Duong et al., 2009; Yang et al., 2010) conclude that the 

researcher has adequate knowledge in multiple topics, so the result of filtering 

process is divergence to several topics with low precision. For example, if a scholar 

is interested in multiple topics A, B, and C, then traditional recommender system 

tries to suggest articles that simultaneously encompass all three topics, and an article 

which only contains a single topic failed to be recommended. 

Such recommender systems utilize ontologies for modeling scholars’ interests 

(He and Fang, 2008) using a prebuilt reference ontology. Reference ontology acts as 

an initial model of scholar’s preferences (Liao et al., 2010; Mohammed et al., 2010). 

However, such reference ontologies are disqualified, as they lack sufficient 

ontological concepts in representing scholars’ knowledge (low coverage), the volume 

of knowledge covered in ontologies are limited, the knowledge is not adequately 

domain specific (Tao et al., 2008), and worse, unable in modeling the multi-area 

property of researchers. They rather encompass general-purpose topics of scholars’ 

domain and are incomplete in representing the concepts of scholars’ knowledge 

(Pierrakos and Paliouras, 2010; Lops et al., 2011). Hence, it is crucial to profile 

scholars’ knowledge with a qualified ontology, which provides an extensive and 

domain-specific collection of topics. 

As a result, it is necessary to investigate ontology-based profiling methods, 

similarity computing algorithms, and related methods, to adapt them into the 
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scholar’s domain in order to address the aforementioned problems. In other words, 

the main problem is how to deploy recommender systems into the research scenario 

in which tackles three dimensions of scholar domain: 1) Collects data as much as 

possible from all areas of scholars’ background knowledge and vectorization them to 

represent multi-area property of scholar knowledge, 2) Construct a special-purpose 

ontology which represents scholars’ knowledge in a hierarchical structure and assists 

in filtering of articles which contain new knowledge, and 3) Profiles scholars’ 

knowledge in which filters out articles as relevant as possible to the scholars’ 

background knowledge (Riedl 2009), and recommends focused-topics articles. 

1.4 Research Question 

Achieving higher precision is the ultimate goal of most recommender systems 

(Gunawardana and Shani, 2009). Considering the characteristics of scholar’s domain 

and the problems described in Section 1.3, this study enhances profiling of scholars’ 

knowledge and enables filtering of focused-topic articles which contain 

complementary knowledge. Following this goal, the main research question can be 

formulated as follows:  

How to enhance scholars’ background knowledge in an ontology-

based profiling approach that enables filtering of focused-topic 

articles which contain complementary knowledge?  

To narrow down the main question, the following sub-questions are set: 

1. How can scholar’s knowledge be sufficiently extracted from the 

scholars’ context, and be represented in multiple area of knowledge?  

2. How can a qualified reference ontology be constructed from domain 

ontologies which represents the real structure of scholars’ knowledge 

and supports the profiling requirements? 
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3. How can scholars’ knowledge be profiled to enable filtering of articles 

which supply complementary knowledge?  

4. How can similarity computing algorithms be adapted to the profiling 

method to support filtering of focused-topic articles? 

Question 1 deals with context modeling techniques including feature 

extraction, feature selection, and feature transformation in scholar’s domain, while 

question 2 investigates an approach for constructing a reference ontology which 

improves the domain coverage for scholars’ knowledge. Question 3 deals with 

profiling approach using the reference ontology to enable filtering of articles, 

containing complementary knowledge. Question 4 investigates the adaptation of 

similarity algorithms with profiling approach in order to enable the filtering of 

focused-topic articles.  

1.5 Research Objectives 

The main goal of this study is to improve the recommendation precision by 

profiling scholars’ knowledge using a new structure of reference ontology, and 

filtering focused-topic articles which offer complementary knowledge to scholars. To 

achieve this goal, the following objectives have been carried out:  

1- To enhance capturing scholars’ knowledge for profiling by incorporating new 

knowledge resources and representing scholars’ knowledge in multi-areas.  

2- To develop a qualified and special-purpose reference ontology based on the 

structure of scholars’ knowledge in order to improve the profiling method. 

3- To propose a profiling method using the new reference ontology in order to 

improve recommendation performance by filtering focused-topic articles 

which contain complementary knowledge.  
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1.6 Importance of the Study 

The explosion growth of Internet, online digital libraries, and social networks 

are generating incredibly large amounts of useful data, and the tremendous growth in 

computational power is increasing the desire of users to personalize information 

access. Thus, the overwhelming amount of data necessitates appropriate mechanisms 

for efficient information filtering and recommendation  (Uchyigit, 2009; Sugiyama 

and Kan, 2010). The potential value of personalization has become clear both as a 

means for benefit of end-users, and as an enabler of better information services. An 

exciting characteristic of recommender systems for scholars is that they draw 

attention of the community while posing very interesting research challenges as well 

(Riedl, 2009). 

In spite of significant progress in the field, and the community efforts to 

bringing the benefits of new techniques to end-users, there are still important gaps 

that make personalization and adaptation inadequate to the scholars (Sharma and 

Gera, 2013). Research activities still often focus on narrow problems such as 

incremental accuracy improvements of current techniques, or tend to overspecialize 

on a few problems (typically collaborative recommenders, sometimes often because 

of the availability of data sets) (Middleton et al., 2009; Yang and Hsu, 2010; Zuva et 

al., 2012). Thus, there is a good point to take one step forward to seek a new 

perspective which has been rarely investigated in recommender systems - a new 

approach for profiling where cognitive information of scholars, i.e., the scholars’ 

background knowledge, with a special focus on Semantic Web technologies in a 

working application is investigated. 

Furthermore, many works have recently been published in the field of 

recommender system for scholars (Adomavicius and Tuzhilin, 2005; Hong et al., 

2009), but more research should be conducted to advance the state-of-the-art in 

scholar domain (Yujie and Licai, 2010). This is because existing algorithms and 

techniques in other domains such as e-commerce (He and Fang, 2008), online news 

(IJntema et al., 2010), and movies (Christakou and Stafylopatis, 2005) cannot be 

directly applied to scholar domain. As explained in Section 1.2 this domain is 
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associated with particular characteristics that makes it distinctive (Devedžić, 2006; 

Drachsler et al., 2007). 

1.7 Research Scope 

To measure the impact of applying scholar’s background knowledge into the 

recommendation process, the following features are considered in advance: 

1.  Scholar refers to a researcher in any sub fields of Computer Science, 

including master student, graduate or Ph.D. student, or full researcher. 

2.  The source of scholar knowledge is bounded to text-based academic 

resources.  

3.  The core technology for modeling scholars’ knowledge is Semantic Web, 

particularly ontology-based approaches.  

4.  This study mainly focuses on unobtrusive knowledge extraction from 

context, i.e., scholars do not fully interfere with knowledge extraction. 

1.8 Research Contributions 

Overall, this research introduces a new approach of recommender system for 

scholars’ domain, and makes the following particular contributions to the field: 

• To extend scholars’ context, new resources including scholars’ formal 

education and mediated profiles on the Web are examined in the profiling 

process. Such resources have not yet been used for profiling. 

• In order to extract feature vectors, the C-Value/NC-Value which have not 

been used in recommender systems are employed that properly recognize the 
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semantic meaning of associated words and increase the discriminative 

power of feature vectors. 

• To improve the feature selection process, term transformation using 

DBpedia has been introduced. 

• To support the multi-area property of scholars’ knowledge, knowledge 

items (feature vectors) are clustered into semantically related terms using a 

semantic similarity method. 

• To improve the coverage and richness of reference ontology, a new 

ontology based on the hierarchical structure of scholars’ knowledge has 

been developed.  

• To measure the similarity between the scholars’ profiles and candidate 

articles (in particular, to filtering focused-topic articles), unlike traditional 

approaches, a semantic-based similarity has been employed. 

• A new semantic-based profiling method has been employed in profiling, 

which improves the overall recommendation precision and recommends 

articles which contain complementary knowledge.  

1.9 Structure of the Thesis 

In Chapter 2, the state-of-the-art of recommender systems and ontology-

based profiling approaches are discussed. Besides, issues with existing user 

modeling, particularly ontology-based profiling, and the research gap are 

highlighted. Also, feature extraction, feature reduction, and clustering approaches in 

which used in recommender systems are analyzed. In Chapter 3, the overall 

methodology for achieving research objectives has been described. The focus of 

methodology is to incorporating scholars’ background knowledge into the profiling 

process. In particular, the theoretical framework, research map, and system 

framework for capturing scholars’ knowledge, developing reference ontology, and 

profiling scholars’ knowledge using semantic-based methods are discussed.  
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In Chapter 4, a method for capturing scholars’ background knowledge from 

scholars’ context is introduced. The method extends the contextual information by 

incorporating “formal education” and “mediated profiles” which had not been yet 

employed for profiling. In addition, feature transformation has been introduced 

which improves the quality of extracted key terms.  Term clustering is also applied 

which addresses multi-area property of scholars’ knowledge. Chapter 5 discusses a 

method for construction reference ontology using several Web taxonomies. Our 

method investigates existing Web taxonomies which have been exploited either for 

profiling scholars’ interests or provide sufficient ontological concepts in the domain.  

Chapter 6 also discusses the implementation of third objectives and describes 

the experiments and achieving precision using scholars’ background knowledge. It 

compares the proposed method with benchmark recommender systems, which have 

been discussed in Chapter 2. Chapter 7 finalizes the study by making conclusion 

about the results, highlights the contribution in detail, discusses new challenges, and 

suggests future works and extensions.  

1.10 Summary 

This chapter outlines the essential parts of the study for incorporating 

scholars’ background knowledge into an ontology-based recommender system. The 

background of research problem and research goal as well as problem statement 

along with the research questions and objectives are described. Scope of the research 

and a brief of achieving contribution of the study are also mentioned. This chapter 

serves as an introductory part of the thesis. 
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