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ABSTRACT 

 

 

 

 

Image processing framework of two-dimensional line drawing involves three 

phases that are detecting junction and corner that exist in the drawing, representing 

the lines, and extracting features to be used in recognizing the line drawing based on 

the representation scheme used.  As an alternative to the existing frameworks, this 

thesis proposed a framework that consists of improvement in the clustering approach 

for junction detection of multiple edges, modified Freeman chain code scheme and 

provide new features and its extraction, and recognition algorithm.  This thesis 

concerns with problem in clustering line drawing for junction detection of multiple 

edges in the first phase.  Major problems in cluster analysis such as time taken and 

particularly number of accurate clusters contained in the line drawing when 

performing junction detection are crucial to be addressed.  Two clustering 

approaches are used to compare with the result obtained from the proposed 

algorithm: self-organising map (SOM) and affinity propagation (AP).  These 

approaches are chosen based on their similarity as unsupervised learning class and do 

not require initial cluster count to execute.  In the second phase, a new chain code 

scheme is proposed to be used in representing the direction of lines and it consists of 

series of directional codes and corner labels found in the drawing.  In the third phase, 

namely feature extraction algorithm, three features proposed are length of lines, 

angle of corners, and number of branches at each corner.  These features are then 

used in the proposed recognition algorithm to match the line drawing, involving only 

mean and variance in the calculation.  Comparison with SOM and AP clustering 

approaches resulting in up to 31% reduction for cluster count and 57 times faster.  

The results on corner detection algorithm shows that it is capable to detect junction 

and corner of the given thinned binary image by producing a new thinned binary 

image containing markers at their locations. 
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ABSTRAK 

 

 

 

 

Rangka kerja pemprosesan imej lukisan garis dua dimensi melibatkan tiga 
fasa iaitu pengesanan simpang dan sudut yang wujud dalam lukisan, mewakilkan 
garisan, dan penyarian sifat-sifat untuk digunakan dalam pengecaman lukisan garis 
berdasarkan skema perwakilan yang digunakan.  Sebagai pilihan kepada rangka kerja 
sedia ada, tesis ini mencadangkan rangka kerja yang melibatkan pembaikan dalam 
pendekatan pengelompokan untuk mengesan simpang berbilang pinggir, skema kod 
rantaian Freeman terubahsuai dan menyediakan sifat-sifat baru dan penyariannya, 
dan algoritma pengecaman.  Tesis ini menumpukan kepada masalah di dalam 
pengelompokan lukisan garis bagi mengesan simpang berbilang pinggir dalam fasa 
pertama.  Masalah utama dalam analisa kelompok adalah seperti masa yang 
diperlukan, dan penentuan bilangan kelompok yang tepat di dalam lukisan garis 
semasa melaksanakan pengesanan simpang adalah amat penting untuk ditangani.  
Dua pendekatan kelompok yang digunakan bagi membandingkan keputusan dengan 
algoritma yang dicadangkan adalah peta swa-organisasi (SOM) dan rambatan afiniti  
(AP).  Kaedah-kaedah ini dipilih berdasarkan kesamaan mereka sebagai kelas 
pembelajaran tidak diselia dan tidak memerlukan nilai awal bilangan kelompok 
untuk melaksanakannya.  Dalam fasa kedua, skema kod rantaian baru dicadangkan 
bagi digunakan untuk mewakili arah tuju bagi garisan dan ia mengandungi beberapa 
siri kod berarah dan label selekoh/simpang yang dijumpai di dalam lukisan.  
Manakala fasa ketiga di kenali sebagai algoritma penyarian sifat, tiga sifat yang telah 
di cadangkan adalah panjang garis, sudut bagi simpang dan bilangan cabang bagi 
setiap simpang.  Sifat-sifat ini kemudiannya digunakan dalam algoritma pengecaman 
yang dicadangkan bagi pemadanan lukisan garis, ia melibatkan hanya nilai min dan 
varians dalam pengiraan. Perbandingan keputusan dengan pendekatan 
pengelompokan SOM dan AP menunjukkan 31% pengurangan bilangan kelompok 
dan 57 kali lebih pantas.  Keputusan ini menunjukkan algoritma pengesanan simpang 
mampu mengesan simpang bagi suatu imej binari ternipis dengan menghasilkan imej 
binari ternipis baru yang mengandungi tanda pada lokasi simpang. . 
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CHAPTER 1 

 

 

 

 

INTRODUCTION 

 

 

 

 

1.1  Introduction 

 

 

Recognition of line drawing involves image processing and pattern 

recognition that includes procedural automation on a computer system to execute a 

specific task. Some of the famous examples are handwritten recognition for postal 

address and cheque receipt, corner and edge detection, and object recognition (Xue et 

al., 2012; Boodoo and Baichoo, 2013). Four fields related to recognition of line 

drawing include image processing, line drawing interpretation, picture description 

language, and feature extraction and recognition (Haron, 2004; Varley and Martin, 

2000; Durand 2012). 

 
 

Image processing is a technique to convert an image into digital form by 

analyzing and manipulating images using a computer. This operation is necessary for 

image visualization, image sharpening and restoration, image retrieval, measurement 

of pattern and image recognition (Durand, 2012; Eitz, 2012). 
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Line drawing in the recognition process can be categorised into a few types 

such as single still image or in sequence (video), and the output is recognised items 

contained in the image such as edges, characters and paths (Yazdi and Toussi, 2011). 

In this thesis, the object of interest is structure outline in form of line drawing 

converted into a chain code representation. The comparison of two structures will 

include the information or features, extracted from each chain code. The differences 

between the two will show whether the input structures have been subjected to any 

rotation and sizing operations. The process will conclude the result based only on the 

given chain code which acts as the sole structure information source, reflecting the 

chain code properties for efficient image data storage. 

 

 

The initial step in the pre-processing stage is binarization. In binarization, the 

image is converted into 0 and 1. 0 is equal to background and 1 is equal to 

foreground (Pitas, 1995).  Next, skeletonization or thinning procedure is performed 

to the input structure line drawing to ensure that the line thickness to be exactly 1 

pixel (Lee and Wang, 1994), except where the connected line meets. Such location 

will be found by clustering method in subsequent stage. 

 

 

Pixel clustering searches for groups of pixels located closely together and 

assigned them as members to unique clusters. Additionally, the process finds cluster 

gates, which are the line ends connecting between clusters. By applying a set of rules 

to every foreground pixel in the image, the method prepares the image for further 

processing in junction detection stage. 

 

 

Junction detection stage includes corner detection and junction located in 

groups of pixels called cluster. A corner is defined as locations where two line edges 

with different slopes meet (Park and Gravel, 2013; Gopal et al., 2010) while 

junctions in a cluster connect all edges pointing into the cluster. The process hugely 

depends on line vector concept, making use of gradient to locate the most suitable 

junction position for a particular place. After all junctions in the structure have been 
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recognized, binary image will be updated with their location marked with special 

character as preparation for chain code extraction. 

 

 

Chain code style used in this thesis is a modification of Freeman chain code 

(MFCC) to include junction marker in the chain code string as indicator for edge’s 

starting and end junction. The string formatting is also developed to adapt this edge 

source-destination requirement by recording junction marker occurrence. Junction 

label used as the marker is positioned along the traversal of the structure, prioritizing 

the junction situated at the outer loop before completing the line drawing trip in the 

inner loop. The output for this chain code extraction stage is the MFCC representing 

the line drawing structure. By extracting features from two MFCC of different 

structures and comparing them in recognition stage, it is possible to see whether the 

line drawings have any matching properties or not. 

 

 

An algorithm is developed to handle the task of recognising the line drawing 

based on the MFCC. Connection between junctions and their corresponding vector 

attributes such as slope and length are all constructed from the chain code by parsing 

through the string and storing the information accordingly into the data structure. 

This information would be used in two contexts: junction matching and geometrical 

fitting. The operation sequence is done repeatedly until a match is found or no more 

alternative pattern is available which marks the end of the process. The result is 

either the line drawing is identical; the structure orientation is varied or completely 

different. 

 

 

This thesis proposes a framework that performs the recognition of line 

drawing involving five fields mentioned above, using line drawing input. By 

applying existing image processing function and algorithm, a new clustering method, 

corner detection algorithm, chain code scheme and lastly features for the recognition 

process are introduced. 
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1.2  Problem Statement 

 

 

Clustering is an approach used in many applications such as information 

retrieval, image analysis, machine learning, pattern recognition and bioinformatics 

(Jain, 2010; Yang et al, 2010).  Due to unsupervised nature of clustering approach, 

number of cluster is an unknown parameter in most cases, and user knowledge in 

terms of relationship between data is limited.  Therefore, assessment of different 

clustering algorithms and determining the number of clusters are significant research 

issues in cluster analysis (Rokach, 2010; Luxburg, 2007). 

 

 

Problem in clustering line drawing for junction detection of multiple edges 

usage is the main concern of this thesis.  Only two clustering techniques, SOM and 

AP are chosen for benchmarking purpose since other methods needs initial cluster 

count as mandatory parameter before processing can start.  Even though SOM and 

AP could generate junction clusters automatically, the area suggested is imprecise 

and takes a considerable amount of time.  Issues such as time taken and particularly 

number of accurate clusters contained in the line drawing are crucial when 

performing junction detection.  These two issues are resolved using proposed 

clustering method by marking the image pixels as cluster members and gates with 

special characters. 

 

 

Chain code scheme is one of the techniques in computer vision field.  It is 

commonly used in image representation to symbolize a series of line drawing with 

predefined movement direction and length (Freeman, 1961).  This representation can 

be used in image processing field such as image compression, feature extraction and 

pattern recognition (Siddiqi and Vincent, 2009).  This thesis proposes a new chain 

code series that combines standard FCC format with additional character as marker 

to indicate any junction or corner exists in the thinned binary image (TBI).  This is 

done by producing only a single series of chain code even though there are multiple 

junctions occurring in the line drawing.  This new chain code is also introduced for 

feature extraction and later, in image recognition implementation. 
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1.3  Objectives 

 

 

The main objectives of this thesis are shown below: 

 

i. To develop a new clustering method for image pixels to assist in corner 

detection stage. 

ii. To develop a new corner detection algorithm based on line vector. 

iii. To introduce modified Freeman chain code and its chain code generator 

algorithm. 

iv. To develop feature extraction and recognition algorithm based on modified 

Freeman chain code. 

 

 

 

 

1.4  Scope 

 

 

The scopes of this study are as listed below: 

 

i. The studied image is line drawing with closed loop taken from publication, 

internet and self-drawn. 

ii. For thinning line drawing, thinning function in standard commercial software 

and manual pixel deletion is applied for pre-processing. 

iii. The rotation and scaling of images are performed by standard commercial 

image editor function. 

iv. The corner detection algorithm covered a variable number of junctions, along 

with possibility of having multiple junctions in a single cluster. 
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1.5  Thesis Organization  

 

 

This thesis is divided into seven chapters. This chapter gives introduction and 

motivation of the thesis. Chapter 2 presents literature review of four fields related to 

the thesis, followed by the research methodology in Chapter 3. Chapter 4 explains 

the pixel clustering and corner detection of the line drawing by using examples for 

better understanding. Chapter 5 presents chain code generation algorithm by 

providing 3 pseudo codes used in generating the MFCC. Chapter 6 presents features 

of the recognition process and its feature extraction algorithm. The explanation of the 

algorithm is supported by examples for easy understanding. The thesis ends with 

conclusion and future work in Chapter 7. 
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