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Abstract

This dissertation is on conditionals and causation. In particular, we (i) propose a method of how an
agent learns conditional information, and (ii) analyse causation in terms of a new type of conditional.
Our starting point is Ramsey’s (1929/1990) test: accept a conditional when you can infer its conse-
quent upon supposing its antecedent. Inspired by this test, Stalnaker (1968) developed a semantics
of conditionals. In Ch.2, we define and apply our new method of learning conditional information.
It says, roughly, that you learn conditional information by updating on the corresponding Stalnaker
conditional. By generalising Lewis’s (1976) updating rule to Jeffrey imaging, our learning method
becomes applicable to both certain and uncertain conditional information. The method generates
the correct predictions for all of Douven’s (2012) benchmark examples and Van Fraassen’s (1981)
Judy Benjamin Problem. In Ch. 3, we prefix Ramsey’s test by suspending judgment on antecedent
and consequent. Unlike the Ramsey Test semantics by Stalnaker (1968) and Gérdenfors (1978), our
strengthened semantics requires the antecedent to be inferentially relevant for the consequent. We ex-
ploit this asymmetric relation of relevance in a semantic analysis of the natural language conjunction
‘because’. In Ch. 4, we devise an analysis of actual causation in terms of production, where production
is understood along the lines of our strengthened Ramsey Test. Our analysis solves the problems of
overdetermination, conjunctive scenarios, early and late preemption, switches, double prevention, and
spurious causation — a set of problems that still challenges counterfactual accounts of actual causation
in the tradition of Lewis (1973c). In Ch. 5, we translate our analysis of actual causation into Halpern
and Pearl’s (2005) framework of causal models. As a result, our analysis is considerably simplified
on the cost of losing its reductiveness. The upshot is twofold: (i) Jeffrey imaging on Stalnaker con-
ditionals emerges as an alternative to Bayesian accounts of learning conditional information; (ii) the
analyses of causation in terms of our strengthened Ramsey Test conditional prove to be worthy rivals
to contemporary counterfactual accounts of causation.



Précis

Philosophers have devised various theories of the relation between cause and effect. Few of the the-
ories have occasionally been popular. Today, none is widely agreed upon. So far, any account of
causation is plagued by counterexamples. In addition, it is hard to tell whether some account tallies
best with our common sense of what causes what. Hence, it is safe to say that no philosophical account
of causation has yet succeeded. This is astonishing — given how pervasive and familiar causation is.
Causes help us to understand and explain what is going on around us. Causes help us to intervene in
the course of events to bring about certain effects, or prevent others from occurring. As thinkers and
agents, we are — quite naturally — interested in causal relations. We wonder why the coffee machine
is not working, why our colleague seemed so gloomy today, whether a certain diet would support
our health. Everyone values knowledge of what causes what. The more surprising that there is no
unanimous theory of causation at our disposal.

The importance of causation is not restricted to anyone’s everyday life, but extends to the special
sciences. The goal of biology, neuroscience, medicine, economics, and history — to name just a few —
is to discover the causes of their respective target phenomena. Within philosophy alone, the research
on causation in metaphysics and epistemology impacts contemporary debates on mental causation,
action theory, decision theory, learning theory, semantics, scientific explanation, and moral and legal
responsibility. The ubiquity of causation awards the prospect of a successful account of causation
with a broad interest.

Our ordinary concept of causation exhibits two truisms. First, causes produce certain effects.
Second, causes make a difference. That is, things would be different if the causes of some effects
were absent. This difference-making idea underlies Lewis’s (1973c) analysis of causation in terms of
counterfactual conditionals. These conditionals are of the form ‘if the cause had not been, the effect
never had existed’. Lewis says that an event causes another if both events occur, and if the former
had not occurred, so would not have the latter. Since Lewis’s proposal counterfactual accounts have
risen to some prominence in the contemporary debate on causation. Most of these accounts are meant
to provide a theory of actual, singular, or token causation. The goal of such a theory is to figure
out whether this particular event caused that particular event. In this dissertation, we put forth a novel
analysis of actual causation in terms of a conditional that differs in kind from counterfactuals. Thereby,
we achieve an analysis of causation in terms of production rather than counterfactual dependence.
After all, causes bring about certain effects, they do not only make a difference.

Analyses of causation in terms of certain conditionals reveal that causal relations have a con-
ditional structure. This observation, unfortunately, does not help much to analyse causation. For
conditionals are as controversial as causation itself. And for a good reason: conditionals seem to be
intimately tied to causation, even if we do not know exactly how. One indication for this conjecture is
that conditionals, like causal relations, play a central role in reasoning and learning. However, there is
no consensus emerging on what conditionals, and for that matter causal relations, mean. It is not even
agreed upon whether conditionals have truth conditions, and thus express propositions at all (see Edg-
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ington (1995)). This makes it easy to predict that conditionals will continue to puzzle philosophers,
epistemologists, logicians, and cognitive scientists alike.

In spite of the controversies surrounding conditionals, much research has originated from the
same source, viz. Ramsey’s (1929/1990) test for the acceptance of conditionals. The idea is that you
accept a conditional ‘if A then C” when you can infer its consequent C upon supposing the antecedent
A. Inspired by this test procedure, Stalnaker (1968) has developed a semantics of conditionals by
replacing (hypothetical) belief states by a (set of) possible worlds. Roughly, the Stalnaker conditional
A > Cis true just in case C is true in the possible world that satisfies A and is otherwise most similar
to the actual world. In a slogan, A > C is true when the most similar A-world satisfies C. Adams
(1975) has developed another semantics of conditionals. He has taken seriously Ramsey’s phrase
that the evaluation of a conditional requires to fix your degree of belief in the consequent given the
antecedent. Accordingly, you accept ‘if A then C’ when your “degree of belief in C given A” is
high. Yet another influential Ramsey Test semantics has been developed within Géirdenfors’s (1988)
theory of belief revision. You accept a conditional ‘if A then C” if a minimal change of your beliefs to
accommodate A makes you believe C as well. However, Girdenfors (1986) showed that this version
of the Ramsey test is inconsistent with his theory of belief revision under a mild assumption of non-
triviality. It was Hansson (1992) who defended the Ramsey Test against Gardenfors’s inconsistency
theorem. In part, Hansson saves the Ramsey Test by an alternative representation of belief states: he
has used belief bases rather than belief sets to model the dynamics of belief. In contrast to belief
sets, belief bases are in general not closed under logical consequence. Hence, belief bases are a less
idealised model of a belief state allowing for a distinction between explicitly held beliefs and merely
derived beliefs. Up to now, the Ramsey Test inspires work on conditionals and belief changes (see,
e.g., Bradley (2007), Leitgeb (2010), Rott (2011), Rott (2017)).

Following Ramsey (1929/1990), Adams (1975) represents degrees of belief by a probability dis-
tribution P. He goes on to stipulate the probability of an indicative conditional as the conditional
probability of the consequent given its antecedent, i.e. P(if A then C) := P(C | A). Lewis (1976)
has shown that this stipulation does not hold for Stalnaker’s Ramsey Test conditional >. Apart from
trivial cases, the probability of a Stalnaker conditional does not equal the corresponding conditional
probability, that is P(A > C) # P(C | A). Lewis’s result may be seen as a special case of Girden-
fors’s inconsistency theorem, when belief states are modelled by probability functions and belief states
change according to the rule P'(C) = P(C | A). The setting of this special case describes the two core
tenets of orthodox Bayesianism, where P is called the initial or prior degrees of belief and P’ the
final or posterior degrees of belief, and the rule changing the degrees of belief goes by the name of
conditionalization. By conditionalization on A, a Bayesian agent learns a piece of evidence A with
certainty. Jeffrey’s (1965) generalisation of conditionalization allows a Bayesian agent to update her
degrees of belief when the information A is learned with uncertainty. So far so good.

As compared to the learning of factual information, it is less clear how the norms of Bayesian
epistemology apply to the learning of indicative conditionals (see Douven (2015)). How should you
change your beliefs when you learn ‘if A then C’? Virtually all Bayesian accounts agree that learning
a conditional imposes some constraint on the posterior degrees of belief for the consequent given the
antecedent. Reminiscent of Adams’s stipulation, to learn ‘if A then C’ is often assumed to imply that
P'(C | A) equals approximately 1 (see, e.g., Evans and Over (2004, Ch. 8) and Oaksford and Chater
(2007, p. 118)). In case a Bayesian agent learns uncertain conditional information, the constraint on
the posterior takes the form P'(C | A) = a < 1. Then Bayesians usually apply Jeffrey conditional-
ization. A more sophisticated alternative has been proposed by Van Fraassen (1980a) and Williams
(1980). The proposal is to model the learning of conditional information by minimising the Kullback-
Leibler (KL) divergence between prior and posterior degrees of belief. When you learn uncertain
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conditional information, and so the constraint takes the form P'(C | A) = a for 0 < a < 1, min-
imising the KL divergence may yield different results from Jeffrey conditionalization. Van Fraassen’s
approach leads thus beyond the confines of orthodox Bayesianism.

Shortly after, Van Fraassen (1981) and Van Fraassen et al. (1986) have challenged the KL diver-
gence minimizer and the orthodox Bayesian alike. They do so by putting forth a scenario of learning
uncertain conditional information, the Judy Benjamin Problem. To say the least, this learning sce-
nario has since proven to be a severe challenge for Bayesians of all varieties. And not only Bayesians
are troubled. Douven and Romeijn (2011) and Douven (2012) survey the extant accounts of learning
conditional information and observe that there are no satisfactory accounts of learning conditional
information. All accounts — ranging from simple conditionalization on the material implication, over
possible worlds accounts, to advanced Bayesian perspectives — fail to provide the correct results for
Douven’s benchmark examples. He concludes that a general account of learning conditional informa-
tion is yet to be formulated. We aim to remedy this situation.

In light of Lewis’s (1976) triviality result, it is dubious whether conditional probabilities, or at
least constraints on conditional posterior degrees of belief, are the right tool to model the learning of
conditional information. Luckily, an alternative to Bayesian conditionalization is not far to seek. In
the same paper, Lewis has found a probabilistic updating rule, which he named imaging. Imaging
on A transfers the probability shares associated to =A-worlds to the respective most similar A-worlds.
We may interpret imaging on A as another way to learn A with certainty. Notably, the probability of
a Stalnaker conditional equals the probability of its consequent after imaging on the antecedent, that
is P(A > C) = PA(C). By replacing the updating rule of conditionalization with imaging, Adams’s
stipulation becomes a theorem for Stalnaker’s conditional. Unlike standard conditionalization, imag-
ing can be applied when the antecedent has probability 0 and it can be applied to nested conditionals.
For instance, the image on the Stalnaker conditional A > C, PA>C(E), is well-defined and equals the
probability of the nested conditional (A > C) > E. Hence, imaging seems to be a promising candidate
to provide a rather general account of learning conditional information.

In Chapter 2, we put forth a method of learning conditional information. Roughly, an agent learns
‘if A then C’ by (Jeffrey) imaging on the Stalnaker conditional A > C. Imaging on A > C amounts
to (i) learning that the most similar A-world satisfies C; and that (ii) the probability share of each
=(A > C)-world is transferred to its most similar (A > C)-world. Jeffrey imaging is our generalisation
of Lewis’s imaging that mirrors Jeffrey’s generalisation of Bayesian conditionalization. In contrast to
Lewis’s imaging, our generalisation does not transfer the whole probabilistic mass — but only a part
thereof — to the respective most similar worlds. Thereby, Jeffrey imaging opens the door to apply our
learning method to uncertain information. Unlike extant Bayesian accounts, our method generates
the correct predictions for Douven’s (2012) benchmark examples and Van Fraassen’s (1981) Judy
Benjamin Problem. Finally, we adapt our method of learning conditional information to a method
of learning causal information. The combination of the two methods provides a unified framework
which allows us to clearly distinguish between conditional and causal information.

In Chapter 3, we strengthen Ramsey’s test. The idea is to prefix Ramsey’s test by a suspension of
judgment:

First, suspend judgment on the antecedent A and the consequent C. Second, add A hypo-
thetically to your stock of beliefs. Finally, test whether you can infer C.

The resulting strengthened Ramsey Test semantics of conditionals requires that the antecedent is infer-
entially relevant for its consequent, unlike the semantics of conditionals due to Stalnaker (1968) and
Girdenfors (1978). Using Hansson’s (1999) framework of belief bases, the relevance exhibited by our
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strengthened semantics is often asymmetric. No wonder, then, that we can analyse the conjunction
‘because’ of natural language by our strengthened Ramsey Test semantics.

In Chapter 4, we analyse actual causation in terms of our newly developed strengthened Ram-
sey Test conditional. The strengthened conditional is meant to express a relation of production. C
produces E just in case being agnostic on C and E, you can infer C by supposing E. Roughly, we
propose that C is a cause of E if C produces E and —=C does not also produce E. Hence, we reduce
causation to (beliefs about) events (or facts) and generalisations. Our analysis solves the problems of
overdetermination, conjunctive scenarios, early and late preemption, switches, double prevention, and
spurious causation — a set of problems that still challenges counterfactual accounts of actual causation
in the tradition of Lewis (1973c¢).

In Chapter 5, we carry over our analysis of actual causation to Halpern and Pearl’s (2005) frame-
work of causal models. Thereby, our analysis simplifies considerably on the cost of losing its re-
ductiveness. We compare the resulting analysis to the account of Halpern and Pearl (2005) and its
modification due to Halpern (2015). Both accounts define actual causation in terms of contingent
counterfactual dependence. Roughly, contingent counterfactual dependence says that even if E does
not counterfactually depend on C in the actual situation, E counterfactually depends on C under cer-
tain contingencies. Their definitions of actual cause still struggle with any set of problems including
both overdetermination and conjunctive scenarios, unlike our analysis in the framework of causal
models.

In Chapter 6, we refine Halpern and Pearl’s (2005) definition of actual causation to allow for
disjunctive causes as discovered by Sartorio (2006). She argues, against the verdicts of Lewis (1986b)
and Halpern and Pearl (2005), for the existence of disjunctive causes. The switching scenario she
considers suggests that a disjunctive fact or event can be a cause without one of its disjuncts being a
cause. We show that our refinement of Halpern and Pearl’s (2005) definition can take such disjunctive
causes into account.

In Chapter 7, we impose properties of causation, as assumed in cognitive neuroscience, upon
Woodward’s (2005) interventionist account of causation. Within the resulting framework, we investi-
gate to what extent we are justified to derive causal relations between mental properties and properties
of the brain, if certain methods are used in the neuroscientific studies. The upshot is that, for methods
as diverse as Functional Magnetic Resonance Imaging and Transcranial Magnetic Stimulation, cogni-
tive neuroscientists should dare to interpret their findings as establishing genuine causal relations.

In Appendix A, we apply our method of learning conditional information to Douven and
Romeijn’s (2011) Jeweller Example. Appendix B contains the proofs of Chapter 3. Appendix C
provides the precise definitions for the belief changes underlying the analysis of causation in Chapter
4. Appendix D contains a proof showing that, under certain assumptions, a notion of counterfac-
tual dependence is sufficient for causation according to our definition of Chapter 4. A more detailed
summary of each chapter may be found in Section 1.5 of the Introduction.

In sum, we have moved from the Ramsey Test in two directions. First, we have proposed a method
of learning conditional information. This method is based on Stalnaker’s semantics of conditionals
and Jeffrey imaging. As compared to extant Bayesian accounts, our framework does justice to the
many facets of learning conditional information. We have gone in a second direction by strengthening
the Ramsey Test. This has led us to a new conditional semantics amenable to an analysis of actual
causation. In fact, we have analysed actual causation in terms of our strengthened Ramsey Test condi-
tional twice over. The first analysis uses belief bases, while the second is embedded in a framework of
causal models. In these guises, our strengthened Ramsey Test conditional gives rise to two analyses
of actual causation that do not fall short of contemporary counterfactual accounts. The paths we have
gone show the on-going fruitfulness of Ramsey’s ideas.
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Sources. Chapter 2 of this dissertation builds on the publications Giinther (2018) and Giinther
(2017a). Chapters 3, 4, and 5 build on the publications Andreas and Giinther (2018), Andreas and
Giinther (2019), and Andreas and Giinther (2018), respectively. Chapter 6 builds on Giinther (2017b).
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Chapter 1

Introduction

This is an investigation between the learning of conditionals and conditional analyses of causation.
We have three principal aims. First, we aim to provide a method of learning conditional information.
This method is based on Stalnaker’s Ramsey Test semantics for conditionals. Second, we formally
elaborate a strengthened Ramsey Test semantics for conditionals, which we then use for an analysis of
‘because’. Third, we aim to analyse causation in terms of our strengthened Ramsey Test conditional.
We see already that conditionals, in particular Ramsey Test conditionals, will take center stage in this
investigation. A conditional can be expressed in natural language by “If A, (then) C”’, where A and C
are place-holders for two clauses, the antecedent A and consequent C. An example of a natural lan-
guage conditional is “If Paris shoots this fatal arrow, Achilles dies young.” Our strengthened Ramsey
Test semantics will allow us to sensibly evaluate such conditionals, and sentences like ‘“Because Paris
shot this fatal arrow, Achilles died young.” Observe that the conditional and the because sentence
can be uttered to say: Paris’s shooting the fatal arrow was a cause of Achilles’s early decease. This
suggests that a semantics of conditionals can be used in an analysis of causation.

Throughout the investigation, we will test whether our theoretical proposals fit our common-sense
judgments about different examples. That is, we agree with the methodology laid out by Lewis (1986b,
p. 194):

When common sense delivers a firm and uncontroversial answer about a not-too-far-
fetched case, theory had better agree. If an analysis [...] does not deliver the common-
sense answer, that is bad trouble.

Hence, we will test our analyses against not-too-far-fetched examples. Sometimes, for instance when
we develop an analysis of ‘because’ based on our strengthened Ramsey Test, certain examples will
even play a guiding role in constructing the analysis. In the case of learning conditional information,
our method will be tested against a set of examples which has — as of yet — not been captured by any
other method.

This introduction is meant to set the stage for the investigations in the following chapters. We
review previous work on conditionals and causation, and point out what we aim to contribute. We
begin with some remarks by Hume on causation. Our perhaps idiosyncratic interpretation of Hume’s
remarks is very much in line with Ramsey’s regularity analysis of causation. This analysis is given
in terms of a certain kind of conditional. For these ‘variable hypotheticals’ Ramsey provides a test
according to which we accept ‘If p, then ¢’ just in case assuming p makes us infer g. Early research on
Ramsey’s test has been carried out by Stalnaker (1968) and Gérdenfors (1988). The former used the
idea of the test to develop a possible worlds semantics of conditionals. The latter linked the acceptance



2 1. Introduction

of conditionals more explicitly to belief changes. A brief overview of the accounts of Stalnaker and
Girdenfors shall suffice as a background for the following chapters. It should be noted, though, that
the Ramsey Test continues to form a lively area of research.!

In another Humean spirit, Lewis (1973c) establishes an analysis of causation in terms of so-called
counterfactual conditionals.2 Counterfactuals, for short, are conditionals in the subjunctive mood,
where it is somehow known, assumed, or implicated that the antecedent is contrary to the facts. Let us
assume that Mary broke a window by throwing a rock. Then we can sensibly assert the counterfactual
“If Mary had not thrown the rock, the window would not have broken.” If Mary actually broke the
window by throwing a rock, the truth of this counterfactual implies, on Lewis’s analysis, that Mary’s
throwing a rock through the window is an actual cause of the window shattering. His idea that a cause
makes a difference as regards the effect is intuitively quite appealing. However, as we will see, there
are some examples (such as late preemption and overdetermination) that resist to be correctly analysed
by Lewis’s (1973c) counterfactual analysis. To capture these recalcitrant examples, Lewis modified
his analysis twice. A problem remains, though, no Lewisian analysis can solve at the same time both,
cases of late preemption and cases that became to be known as ‘double prevention’.

Towards the end of this introduction, we contrast Lewis’s (1973c) counterfactual analysis of actual
causation with regularity analyses. Roughly, the latter say that effects regularly follow their causes.
While counterfactual dependence seems to be sufficient but not necessary for actual causation, reg-
ularities seem to be necessary but not sufficient. Of course, a regularity analysis can be amended in
several ways, in particular by a so-called best system analysis of regularities, as we will see. We in-
clude a few remarks on how our final analysis of causation will relate to both, Lewis’s counterfactual
analysis and typical regularity analyses of causation. We end the Introduction by a brief preview of
what is to come.

1.1 Hume and Ramsey on Causation

We may define a cause to be an object followed by another, and where all the objects,
similar to the first, are followed by objects similar to the second. Or, in other words,
where, if the first object had not been, the second never had existed.

This is Hume’s (1748) definition of causation. Before the ‘other words’, his stipulation sounds like a
regularity analysis that attempts to define causation in terms of regularities, that is invariable patterns
of succession. The core idea is that causes are regularly followed by their effects. In fact, Hume
(1739/1978, p. 170) says more specifically:

A cause is an object precedent and contiguous to another, and so united with it, that the
idea of the one determines the mind to form the idea of the other, and the impression of
the one to form a more lively idea of the other.

Here, Hume says that the connection between cause and effect is determined by the mind. Only
because the mind forms the ideas, the objects in the world are thought to be connected. To the
mind, this causal connection appears to be ‘necessary’. Hume (1739/1978, p.165) clearly states
that “[n]ecessity is something that exists in the minds, not in objects”. Consequently, there be no
necessary connection in the world between a cause and its effect which would go beyond their regular

ISee, e.g., Bradley (2007), Leitgeb (2010), Rott (2011), Hill (2012), Bradley (2012), Chandler (2017), Bradley (2017),
Rott (2017).
The term ‘counterfactual conditional’ was coined by Goodman (1947).
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association. Rather causation as imposed by our mind, so Hume (1739/1978, p. 73), can “produce a
connexion” between objects that goes “beyond what is immediately present to the senses”. In this
sense, causal reasoning may extend our knowledge — based on our mind’s habitual regularities —
beyond our experience.> On this picture, causation is an epistemic relation imposed on two objects
that allows the mind to ‘determine’ the effect when perceiving its cause. Put differently, the mind has
a habit to expect an event after observing another, and we call this expectation causation. Our memory
provides us with finitely many instances of objects that occur jointly, or in ‘constant conjunction’, and
from which our mind forms inferential habits. These inferential habits make our mind to expect the
effect upon observing its cause. Hence, the epistemic relation of causation is primarily inferential, as
Hume (1739/1978, p. 159) suggests:

[Alfter the discovery of the constant conjunction of any objects, we always draw an infer-
ence from one object to another, [...]. Perhaps *twill appear in the end, that the necessary
connexion depends on the inference, instead of the inference’s depending on the neces-
sary connexion.

Agreeing that the ‘necessary connection’ depends on the inferential habits, Ramsey (1929/1990)
sketches a regularity analysis in a Humean spirit. Both claim that there is no causal relation in the
world that goes beyond regularities. In particular, there be no causal necessity in the world. It is the
mind that imputes regularity to the world, and only for this very mind the imputed regularity might ap-
pear of causal ‘necessity’. For Ramsey, a regularity is expressed by a generalisation such as ‘All men
are mortal’ or ‘Arsenic is poisonous’. These generalisations, so Ramsey, express not merely a sum-
mary of certain conjunctive facts, but also an expectation for the future. His analysis of causation thus
follows Hume in not being purely descriptive. Rather his analysis may be called a forecasting analysis
of causation. The idea is the same, viz. that, upon repeated observation of an invariable pattern of
succession, the mind forms a habit to expect certain effects following certain causes. Importantly,
these expectations apply also to future, as of yet unobserved instances of the regularity.

Ramsey names the generalisations expressing a mind’s habitual regularities ‘variable hypotheti-
cals’. These variable hypotheticals are ‘rules of judgment’ that guide a mind’s or, in more modern
terms, an agent’s inferences. Suppose an agent endorses the variable hypothetical ‘All men are mor-
tal’. Then, if the agent encounters a man, she expects him to be mortal. In general, an agent’s variable
hypothetical encodes an expectation: if she encounters an instance of the antecedent, she expects the
consequent. Hence, variable hypotheticals have a conditional structure.

The endorsed set of variable hypotheticals are “the system with which the speaker meets the
future” (Ramsey (1929/1990, p.241)). Hence, the set of variable hypotheticals corresponds to the
rules according to which an agent changes her epistemic states. Suppose an agent believes a set of
variable hypotheticals and a set of facts. If the antecedent of a variable hypothetical is in the set of
believed facts, the agent believes its consequent as well.

The set of variable hypotheticals is divided in causal laws and accidental generalisations. Causal
laws support counterfactual conditionals whose consequent does not occur earlier than its antecedent.

3We should acknowledge that this is our interpretation of Hume which emphasizes the mind-dependency of causation.
Hume’s regularity theory of causation is typically (or at least has often been) interpreted to be a realist theory. The reason
is that there really are regularities between events. That is, there really are jointly and repeatedly occurring events that are
spatially contiguous and some temporally precede others. The regularities are then mind-independent in the sense that they
would still be there, even if nobody observed them. However, this realist interpretation of regularities does not seem to apply
to causation. Rather the role of the ‘non-realist’ mind has not been considered. On the one hand there are mind-independent
regularities; on the other the mind infers causal relations from these regularities. But then, should Hume’s analysis not
reduce causation to regularities and the mind (or its inferences)? We think this is about right, but will not try to resolve this
tension here.
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Hence, Ramsey imposes a Humean constraint of temporal precedence on causal laws. In contrast, the
variable hypotheticals that are not causal laws are just accidental generalisations. Before we move on
to Lewis’s analysis of causation in terms of counterfactual conditionals, we will have a closer look at
Ramsey’s variable hypotheticals.

1.2 The Ramsey Test and Stalnaker’s Conditional

Suppose an agent believes the conditional ‘If she eats the cake, she will have a stomach ache’, and so
does not eat the piece of cake in front of her. We might disagree with the agent by believing that if she
had eaten the cake, she would not have had a stomach ache. Our difference is then that she believes
if she had eaten the cake, she would have had a stomach ache. These “assertions about unfulfilled
conditions”, so Ramsey (1929/1990, p. 247) about the two conditionals, do not make a difference as
to the facts we believe. We both agree that she did no eat the cake. The basis of the dispute is rather
that each of us is guided by different variable hypotheticals. Ramsey (1929/1990, p. 247, fn. 1) says
about such situations of a hypothetical argument:

If two people are arguing ‘If p will g?7° and are both in doubt as to p, they are adding p
hypothetically to their stock of knowledge and arguing on that basis about g; so that in a
sense ‘If p, ¢’ and ‘If p, g are contradictories.*

This procedure confers conditionals a role in the practice of hypothetical reasoning: although uncer-
tain whether p is the case, they suppose p in order to argue about g. In such a Ramsey Test situation,
hypothesizing p opens up a context which serves as basis for their reasoning and discussing about
q. Note that the sense in which ‘If p, ¢’ and ‘If p, =g’ are contradictories is according to Ramsey
not truth-conditional. Ramsey does not think that conditionals have truth values, but that there are
rational conditions for accepting and rejecting conditionals, and the notion of acceptance cannot be
reduced to belief in the truth of any proposition. The cited procedure is meant to provide a test for
such acceptance conditions.

Let us consider another example of a Ramsey Test situation. Two people have doubts whether God
exists, and consider the question ‘If God exists, is Jesus His son?’. Although they have both doubts
whether God exists, they may come to different conclusions when reasoning on the hypothetical basis
that God exists. One of them could argue as follows: Suppose God exists. Then we have reason to
believe the Bible’s story about Virgin Mary, and thus Jesus is the son of God. The other could argue
along the following lines: Suppose God exists. Then, since the Bible is not written by God, we have
no reason to believe the miraculous story about Mary’s immaculate conception, and thus Jesus is not
the son of God. In the context they enter by the God hypothesis the first person could respond that,
indeed, the Bible is written by men, but still these men were inspired by God, and so on. Again, the
two may fiercely disagree on what follows from the God hypothesis because their inferences are lead
by different variable hypotheticals. And they can do so even if they believe the same class of facts.

Stalnaker (1968, p. 101) provides a simple paraphrase of Ramsey’s test procedure: “add the an-
tecedent (hypothetically) to your stock of knowledge (or beliefs), and then consider whether or not
the consequent is true.” He goes on to extend his paraphrase in order to cover the cases where an

47 is Ramsey’s notation for the negation of g, which we denote by —~g. The quote continues: “We can say they are fixing
their degrees of belief in ¢ given p.” Adams (1965, 1966, 1970, 1975) takes the continuation serious and develops a logic
of conditionals in terms of conditional probabilities. The basic idea is that a conditional If p, then ¢ should be accepted just
in case the conditional probability P(q | p) is high. Adams’s criterion for his logic is that the improbability of its conclusion
cannot exceed the sum of the improbabilities of the premises.
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agent is not in doubt as regards the antecedent but believes it to be true or false, respectively. If the
agent already believes the antecedent to be true, she does not need to change her beliefs. If the agent
believes the antecedent to be false, she is forced to change her beliefs which contradict the antecedent.
Stalnaker (1968, p. 102) thus proposes to evaluate a conditional as follows:

First, add the antecedent (hypothetically) to your stock of beliefs; second, make whatever
adjustments are required to maintain consistency (without modifying the hypothetical
belief in the antecedent); finally, consider whether or not the consequent is then true.

From here and based on Kripke’s (1963) modal-logical framework, Stalnaker (1968) develops a possi-
ble worlds semantics for conditionals.> The idea is that adding the antecedent to your stock of beliefs
moves you to a possible world, in which the antecedent is true and otherwise differs minimally from
your actual stock of beliefs. Then you can check whether the consequent is satisfied in this most sim-
ilar world, where the antecedent is true. Thereby, a possible world models your hypothetical beliefs.
‘True’ in possible worlds roughly corresponds to ‘believed to be true’ by the agent. In this sense, “a
possible world”, so Stalnaker (1968, p. 102), “is the ontological analogue of a stock of hypothetical
beliefs.” As a consequence, Stalnaker uses the concept ‘possible world’ not so much to ‘transition’
from acceptance or belief conditions to truth conditions, and thus does not propose a “transition from
epistemology to metaphysics” as claimed by Arlo-Costa and Egré (2016).% Rather he models belief
or acceptance conditions for conditionals by truth conditions in a possible worlds framework.

Admittedly, the concept of a possible world sounds metaphysically laden. However, possible
worlds might just be regarded as a useful technical tool to model possibilities. This aligns with the
view of Stalnaker (1984, p.57):

Possible worlds are primitive notions of the theory, not because of their ontological status,
but because it is useful to theorize at a certain level of abstraction, a level that brings out
what is common in a certain range of otherwise diverse activities. The concept of possible
worlds that I am defending is not a metaphysical conception [...]. The concept is a formal
or functional notion, like the notion of an individual presupposed by the semantics for
extensional quantificational theory. [...] The theory leaves the nature of possible worlds
as open as extensional semantics leaves the nature of individuals. A possible world is
what truth is relative to, what people distinguish between in their rational activities.

Possible worlds thus understood are simply a means to model ways the world might/could be, or
might/could have been. Possible worlds represent alternative scenarios according to which things
might happen or might have happened, even if they actually did not happen.” In this sense, if we are
about to eat a cake and wonder whether we will get a stomach ache, we may consider two possible
worlds: one in which we eat the cake, and another in which we do not. If we did not eat the cake,
we can still entertain the thought that we could have eaten the cake. The possibility that we could
have eaten the cake is true in a possible world. In this way, we can use a possible world to model the

SIndeed, Stalnaker (1968) and Stalnaker and Thomason (1970) put forth a logic of conditionals consisting of a semantics
and a corresponding proof theory. They have shown that Stalnaker’s (1968) semantics of conditionals is sound and complete
with the axiom system C2. Interestingly, the inference rules of C2 agree with those of Adams’s logic for conditionals. See
previous footnote.

®This being said, it seems in many text passages following Stalnaker (1968, p. 102) that he actually makes a transition
from epistemology to the pragmatics and semantics of natural language. There is, of course, a relation between our cognitive
habits and natural language. Here is not the place to discuss it, but in Chapter 3 we show how the Ramsey Test may bear on
an analysis of one natural language usage of the connective ‘because’.

"For more details on Stalnaker’s view what possible worlds are, see Stalnaker (2003).
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thought about a possibility. Hence, the concept of a possible world is a useful theoretical device that
allows us to model thinking about various possibilities, including models of conditional or hypotheti-
cal beliefs. For this reason, a possible worlds semantics seems well-suited for analysing the meaning
of conditionals.

Stalnaker (1968) proposes roughly the following semantics for conditionals. A conditional is true
just in case its consequent is true in the possible world that satisfies the antecedent and is otherwise
most similar to the actual world. Apparently, he thinks that this semantics fits both indicative and
subjunctive conditionals. In other words, he assumes that a conditional’s mood does not affect its
propositional content (ibid., p. 99, fn. 3).8 Adams (1970) argues for the opposite, viz. that a condi-
tional’s mood makes a difference to its semantic characterisation. To bolster his claim, he presents the
following pair of conditionals:

(1) If Oswald didn’t kill Kennedy, someone else did.
(2) If Oswald hadn’t killed Kennedy, someone else would have.

Suppose you are convinced but not entirely certain that Oswald actually killed Kennedy. At the same
time, you are sure that Kennedy has been assassinated. Then you accept the indicative conditional (1):
under the assumption that it was not Oswald someone else did it, because you are still convinced that
Kennedy has been killed. In contrast, if you suppose that Oswald had not killed Kennedy, it seems to
be an open question whether or not someone else would have killed Kennedy. Your actual conviction
that Kennedy has been assassinated does not determine that the consequent of the subjunctive condi-
tional (2) is true under the supposition of its antecedent. If you utter (2) you make the dubious claim
that Kennedy’s assassination was inevitable, perhaps because you think that Kennedy’s actions and
policies provoked an assassination. But then you think that Kennedy did not act alone, or you even
adhere to some conspiracy theory. Hence, if you accept (1), you might still reject (2).

In the indicative case, it seems that the most similar possible world in which Oswald did not kill
Kennedy must still conform to the proposition that Kennedy has been assassinated. Now, Kennedy
has been assassinated, only if Oswald did it or someone else. Hence, we are either in a world where
Oswald killed Kennedy or where someone else did it. If Oswald did not do it, someone else did. In
other words, in the indicative case, we are not free to move to a most similar world where neither
Oswald nor someone else killed Kennedy, because we firmly believe that here in the actual world
Kennedy has indeed been assassinated. This constraint does not seem to be imposed on its subjunctive
version (2). Moving to the most similar world from the actual where Oswald had not killed Kennedy
may well be a world where Kennedy has not been assassinated. This possibility illustrates that the
evaluation of subjunctives is somewhat more independent from the actual context than the evaluation
of indicatives. So, even if you are certain that Oswald did in fact kill Kennedy, you can believe to
be true that if Oswald had not, nobody else would have. But then you do not adhere to a conspiracy
theory.

Now, if Stalnaker’s possible-world semantics captures both indicatives and subjunctives, we need
to amend it in order to explain why two different possible worlds can be, respectively, most similar
from the actual, depending on the mood of the conditional. We will provide a sketchy answer in Chap-
ter 2 to the question how the similarity order between worlds might be constrained so that the most
similar world of an indicative conditional and the one of the corresponding subjunctive conditional
come apart.

8 As we will see in Chapter 2, the propositional content of a Stalnaker conditional is identical to the set of possible worlds
in which the conditional is true.
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In general, the question “How to specify a similarity order between possible worlds?” is tricky. A
good answer still seems to be elusive. Even Lewis (1979), the realist about possible worlds, accepted
that a measure of similarity is context-sensitive in the sense that there is no unique true measure of
similarity between possible worlds. Nevertheless, he gave a rough recipe for how to determine a
default measure of similarity that we use unless there is a reason to avoid it. Up to this day, however,
most authors agree that semantics based on a similarity order remain a quite schematic framework,
to be filled in with contextually relevant considerations for assessing similarities. Many authors such
as Fine (1975) challenged the idea of similarity with respect to possible worlds.” To give an example
— an unsophisticated one as compared to the mood of a conditional — consider: ‘if this stone were a
man, it would be mortal.” To figure out whether we should accept this conditional, we move to the
most similar world (from our actual world) in which the stone is a man and check whether it is then
mortal. Now, you might move to a most similar world where the stone is a man and mortal. However,
somebody else might move to a most similar world in which the stone is a ‘man’ in the sense of a stone
sculpture of a man. In this world, the stone is not mortal. Between different agents, the constraints
on similarity may well differ. Worlds which are similar for her may not be similar to you. Such a
difference may lead to a Ramsey Test disagreement.

The situation as regards the similarity order is even worse. Even one agent may have no clear-cut
judgment on what is more similar to what. Is Tom’s right thumb more similar to the agent’s left thumb
than his father’s right thumb? Is a quiche more like a pizza or like a cake? Many of us do not have a
clear answer, but are prompted to ponder when asked such questions. The problem is that similarity
is multi-dimensional. If two worlds are each similar to the actual world in a different respect, which
is most similar to the actual world all things considered?

Relatedly, what if there are two possibilities that appear to be equally similar? Can we always
decide which world is the most similar world to the actual? Formally, Stalnaker makes this uniqueness
assumption: for any non-contradictory antecedent and any world, there will be a unique most similar
antecedent world. This uniqueness assumption is challenged by pairs of conditionals such as the
following due to Quine (1959, p. 15):

(3) If Verdi and Bizet had been compatriots, Bizet would have been Italian.
(4) If Verdi and Bizet had been compatriots, Verdi would have been French.

Only knowing that Bizet was French and Verdi Italian, it seems that we cannot decide which world
should be singled out by the common antecedent.!? If Stalnaker’s uniqueness assumption is in place,
exactly one of (3) and (4) would be true according to his semantics. Alas, both seem dubious.

Stalnaker’s uniqueness assumption ensures the validity of the principle of Conditional Excluded
Middle (CEM). Writing > for Stalnaker’s conditional operator, this principle says:

A>C)v(A>-0) (CEM)

In words, either if A, C or if A, =C. Surprisingly, this validity seems to persist even in the problematic
Bizet-Verdi case:

(5) Either if Verdi and Bizet had been compatriots, Bizet would have been Italian, or (if Verdi and
Bizet had been compatriots), Verdi would have been French.

For a review of the discussion, see Bennett (2003, chs. 11 and 12).

10Tf you have any reason to break the tie between Verdi and Bizet with respect to their nationality, you can of course
decide for one most similar world. If so, just replace the example by one where you cannot break the tie between two (or
more) worlds.
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Stalnaker (1981) suggests that (3) and (4) are semantically indeterminate, because resolving the sim-
ilarity tie between the two candidate worlds be context-dependent. (5) is true nevertheless because it
would be true under any reasonable resolution of the similarity indeterminacy.'!

Like Stalnaker (1968), Lewis (1973a,b) provides a semantics for conditionals based on the concept
of a possible world and a similarity order. However, Lewis’s semantics, meant for counterfactual
conditionals only, does not satisfy Stalnaker’s uniqueness assumption. For any two propositions A
and C, so claims Lewis, the proposition ‘if A were true, then C would be true’ can be evaluated. Let
us call a possible world that satisfies A an A-world. Then, the Lewis counterfactual A o— C is true (at
a world w) iff either there are no possible A-worlds, or some A-world that satisfies C is more similar (to
w) than any A-world that does not satisfy C. If there are no possible A-worlds, then the counterfactual
is vacuously true. A counterfactual is non-vacuously true just in case “it takes less departure from
actuality to make the consequent true along with the antecedent than it does to make the antecedent
true without the consequent” (Lewis (1973c¢), p. 560).

Lewis’s semantics allows for a set of equally similar possible worlds. In the Bizet-Verdi case, for
example, there are two equally similar possible worlds, one in which they are both French, and another
in which they are both Italian. Accordingly, on Lewis’s semantics, both (3) and (4) come out false,
because there are two equally similar worlds in which Verdi and Bizet are compatriots and in one it is
true that they are Italian (not French), in the other that they are French (not Italian). Interestingly, (5)
is true in Lewis’s semantics when understood as saying A 0— (C V —=C), and false when understood as
taking the form of the Conditional Excluded Middle principle, i.e. (A O0— C) V (A O— —C). Hence,
— does not validate (CEM).

In Chapter 2, our goal is not to solve the problem of how one can plausibly specify a similarity or-
der between possible worlds. Thinking one could offer a unique solution that works for all judgments
of similarity seems to be either overconfident or even presumptuous. Instead, we aim to propose a
method of how a rational agent should learn conditional information. We exploit the possible-worlds
framework as established by Kripke and Stalnaker to model examples of learning conditional informa-
tion. In particular, possible worlds will be used as Stalnakerian means to model an agent’s epistemic
state. The conditional information to be learned will be encoded by a certain meaning of Stalnaker
conditionals. Thereby, our learning method is based on the meaning of Stalnaker conditionals and
thus seems to run into the problem of how to specify the similarity order between possible worlds.

Fortunately, there is a decisive difference between the meaning of a (conditional) proposition and
the learning of this meaning: while the explicit meaning presupposes an antecedently fixed similarity
order, the learning of a (conditional) proposition may specify or adjust the similarity order. To be
clear, the explicit evaluation of a Stalnaker conditional’s meaning requires an agent to have an already
fixed (at least partially) similarity order; otherwise the agent does not know to which most similar
antecedent world she is supposed to move in order to check whether there the consequent is true. In
contrast, the learning of a Stalnaker conditional’s meaning provides the agent with information of how
to specify or adjust the similarity order; the agent learns that the most similar antecedent world is a
consequent world.'> Hence, to learn a Stalnaker conditional is, in part, to obtain some information

Stalnaker (1981) acknowledges indeterminacy as an immanent element of natural language and captures it by adopting
Fraassen’s (1966) super-evaluations.

12Note that, with respect to learning, the difference between Lewis’s and Stalnaker’s semantics is not very big. Whether
you learn that in all most similar worlds, or the most similar world, the consequent is true makes no big difference. If you
learn conditional (3), you come to know that both Bizet and Verdi are Italian in the/all the most similar world(s), where they
are compatriots. Only if you learn the negation of a conditional, that is a conditional of the form —(A > C), the semantics
result in different propositions to be learned. In brief, Stalnaker’s semantics gives you, by (CEM), the proposition expressed
by A > =C. Lewis’s semantic is more problematic with respect to learning. =(A O— C) is non-vacuously true at a world
w iff for any (A A C)-world there is at least one (A A —=C)-world that is equally similar to w. By learning =(A 0— C) you
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about a similarity order. The obtained information can then be used to specify (or adjust) the as of
yet un- or under-specified (or even differently specified) similarity order. In this way, we turn the
disadvantage of how to specify a ‘correct’ similarity order in the advantage that a similarity order can
be made explicit within the learning process.

The difference between the meaning and the learning of a conditional within a possible-worlds
framework has been widely overlooked so far. Douven (2012, pp. 8-9) observed that nobody em-
ployed a possible-worlds semantics to model the learning of conditionals. Rather broadly Bayesian
approaches would be promising candidates. The idea in these approaches is that learning the unnested
conditional “If A, then C” implies that an agent’s credence function is constrained by the conditional
probability P(C | A), often with the further constraint that P(C | A) ~ 1. In light of Lewis’s (1976)
results, both the disinterest in a possible-worlds framework to model the learning of conditional in-
formation and the proclivity for Bayesian approaches seems to be somewhat odd. After all, Lewis
has shown that there is an updating method, called ‘imaging’, according to which the probability of a
Stalnaker conditional corresponds to the probability of its consequent upon updating on its antecedent.
Moreover, Lewis has shown that, in general, the conditional probability P(C | A) is not equal to the
probability of the Stalnaker conditional P(A > C). Hence, if the Stalnaker conditional is a good ap-
proximation of the conditional information we learn, we should employ Lewis’s imaging rather than
Bayesian conditionalization, at least when learning conditional information.

According to our learning method, imaging on a certain proposition expressed by the Stalnaker
conditional A > C is tantamount to learning conditional information. Imaging has the advantage over
conditionalization that it can handle arbitrary compositions of propositions, for example any nested
conditionals. Imaging can be used to transfer the probability mass of each possible world to its most
similar possible world that satisfies A > C, even if P(A) = 0. In order to capture the learning of
uncertain conditional information, such as P(A > C) = k for k € [0, 1], we will generalize Lewis’s
imaging to what we call Jeffrey imaging. Equipped with this generalisation, our method generates
the correct predictions for all of Douven’s (2012) benchmark examples and Van Fraassen’s (1981)
Judy Benjamin Problem. Both are unresolved challenges for broadly speaking Bayesian accounts like
Woodward’s (2005) and Hartmann and Rad’s (2017).

Moving back to Stalnaker’s (and Lewis’s) semantics, there is another problem: any two propo-
sitions A, C that are true in the actual world make a true conditional A > C (and A O— C). This is
because the most similar possible world that satisfies the antecedent is here the actual world itself.
Hence, Stalnaker’s (and Lewis’s) logic for conditionals validates the following principle:

AANCHA>C (1.1

This means, for example, that if you believe ‘Lund is a town in Sweden’ and ‘Munich is a town
in Germany’, then you should also accept ‘If Lund is a town in Sweden, then Munich is a town
in Germany’ (and also the converse conditional). This conditional seems to be odd, because the
consequent seems to be independent of the antecedent. To assume the antecedent seems to have no
bearing whatsoever on the acceptance of the consequent. However, Stalnaker (1968, p.101) has a
rationale why we should accept these odd conditionals:

if you already believe the consequent (and if you also believe it to be causally independent
of the antecedent), then it will remain a part of your stock of beliefs when you add the
antecedent, since the rational man does not change his beliefs without reason.

obtain only the information that the set of equally most similar A-worlds are not all C-worlds. This is not much to learn.
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Here, the change of belief and the plausible acceptance of a conditional come apart. While it is
reasonable to retain the belief in the consequent when you add the belief in the antecedent, it seems to
be no sufficient ground to accept the conditional. Intuitively, some relation of relevance between the
antecedent and the consequent seems to be necessary to plausibly accept a conditional.

The same problem haunts Gardenfors’s (1988) Ramsey Test defined within his theory of belief
revision. On p. 147, he paraphrases Ramsey’s test maybe more accurately than Stalnaker, but on pain
of brevity:

In order to find out whether a conditional sentence is acceptable in a given state of belief,
one first adds the antecedent of the conditional hypothetically to the given stock of be-
liefs. Second, if the antecedent together with the formerly accepted sentences leads to a
contradiction, then one makes some adjustments, which are as small as possible without
modifying the hypothetical belief in the antecedent, such that consistency is maintained.
Finally, one considers whether or not the consequent of the conditional is then accepted
in this adjusted state of belief.

Girdenfors’s variant says: accept the conditional “if A then C” in an epistemic state just in case the
minimal change of this state necessary to accept A also requires one to accept C. The changes, which
are ‘as small as possible’, correspond to Stalnaker’s moving to the ‘most similar’ possible world.!?
More forcefully than Stalnaker, Gérdenfors insists that conditionals are accepted or rejected only
relative to an agent’s epistemic state.

Now, Girdenfors’s Ramsey Test also validates a version of the principle (1.1). Suppose an agent
already believes A and C. Then the minimal change to accept A corresponds to no change of the
agent’s epistemic state. But then the agent still believes C. Hence, the agent is committed to accept
‘if A then C’.

In Chapter 3, we tackle the problem that extant formalisations of Ramsey’s test lack a relation of
relevance that is sufficient for the plausible acceptance of conditionals. Inspired by Rott (1986), we
search for plausible ways to invalidate the principle (1.1) within AGM style belief revision theory.
When we use Hansson’s (1999) belief bases, we find the following strengthening of the Ramsey Test
that invalidates the ‘and-to-if’ principle (1.1). In brief, accept a conditional A > C just in case,
after suspending judgment on A and C, you can infer C by assuming A. The strengthening consists
thus in prefixing the ordinary Ramsey Test by a suspension of judgment. To put it in a Stalnakerian
paraphrase:

First, suspend judgment on the antecedent A and the consequent C. Second, add A hypo-
thetically to your stock of beliefs. Finally, test whether you can infer C.

This strengthened Ramsey Test captures a wide range of asymmetric relevance relations in the follow-
ing sense: to assume the antecedent in the context of a certain kind of belief base allows the agent to
infer the consequent, but not vice versa. We will illustrate the asymmetry of our strengthened Ramsey
Test conditional by a generalised tower-shadow example. Famously, a shadow is cast because of the
tower, together with the sun, whereas the tower is intuitively not there because of the shadow and the
sun. The asymmetry and inferential structure of our strengthened Ramsey Test conditional make it
apt to analyse the conjunction ‘because’ of natural language which is involved in such tower-shadow
explanations.

BLike Stalnaker, Girdenfors (1988) develops a Ramsey Test semantics for conditionals. After formalizing the Ramsey
Test within his belief revision theory, he goes on to show that his semantics is sound and complete with respect to Lewis’s
axiom system VC for his semantics of counterfactuals. Hence, the semantics of Gérdenfors and Lewis agree, at least on
their common domain.



1.3 Lewis’s Counterfactual Analysis of Causation 11

Let us relate Stalnaker’s conditional back to Ramsey’s variable hypotheticals. Stalnaker’s seman-
tics for conditionals can be regarded as contributing to the understanding between Ramsey’s variable
hypotheticals and subjunctives. Variable hypotheticals support subjunctives because the former entail
the latter. A variable hypothetical such as ‘All men are mortal’ does — understood as a Stalnaker con-
ditional — not just state that every actual man is mortal, but also that if something were a man, it would
be mortal. Hence, ‘if this stone were a man, it would be mortal’ can be regarded as an instantiation of
the variable hypothetical ‘All men are mortal’.

Ramsey (1929/1990) claims that variable hypotheticals and counterfactuals have no truth value. To
bolster his claim, he provides the following example. Suppose humans always assumed, for no reason
of course, that strawberries would give them stomach ache and thus never ate them. They all accept
the variable hypothetical “if I eat strawberries I shall have a stomach ache”. As a consequence of the
variable hypothetical, they endorse the counterfactual ‘if I were to eat strawberries, I would come to
have a stomach ache’ (and, by the way, also the corresponding indicative conditional). But is it not a
fact that ‘if I were to eat strawberries, I would not come to have a stomach ache’? Ramsey says no.
This ‘fact’ be just a consequence of our commonly shared variable hypothetical ‘if I eat strawberries
I will not have a stomach ache’. In contrast, the conjunction that ‘I have eaten strawberries and had
no pain’ be a fact. In Ramsey’s words (ibid., p. 253):

What is a fact is that I have eaten them and not had a pain. If we regarded the unfulfilled
conditional as a fact we should have to suppose that any such statement as ‘If he had
shuffled the cards, he would have dealt himself the ace’ has a clear sense true or false,
which is absurd. We only regard it as sense if it, or its contradictory, can be deduced from
our system. Otherwise we say ‘You can’t say what would have happened’, which sounds
like a confession of ignorance, and is so indeed, because it means we can’t foretell what
will happen in a similar case, but not because ‘what would have happened’ is a reality of
which we are ignorant.

Here, Ramsey says it is absurd that counterfactuals are true or false. Subjunctives are more about what
we can infer than about matters of fact. If we cannot infer the consequent, or its negation, from the
supposition of the antecedent, we lack some variable hypotheticals. Without them we cannot predict
what will happen in similar circumstances. The view that counterfactuals lack truth values stands in a
stark contrast with the view to which we turn next.

1.3 Lewis’s Counterfactual Analysis of Causation

Lewis (1986d) claims that counterfactuals do have truth values. He states on p. 22: “If some (A-and-
O)-world is closer to our world than any (A-and-C)-world, that’s what makes the counterfactual true
at our world.” What allows him to assign proper truth values to counterfactuals is his metaphysical
view on possible worlds. Unlike Stalnaker, who uses the concept of a possible world as an instrument
to model beliefs, Lewis holds that possible worlds exist; moreover, these worlds could be ordered by
similarity in a vague but well-understood way. Hence, it be a factual (although sometimes vague)
issue whether or not some (A A C)-world is more similar to the actual world than any (A A =C)-world
is. To be clear, he does not understand possible worlds as something that does not exist but could
have. Instead, he thinks worlds are ways things could have been and these ways exist. And Lewis
(1973a, p. 85) is serious: “When I profess realism about possible worlds, I mean to be taken literally.”

So, what is a possible world when it is not a tool to model, for example, information states? For
Lewis (19864, p. 1), the actual world is the concrete physical universe in space and time, in his quite
picturesque words:
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The world we live in is a very inclusive thing....There is nothing so far away from us as
not to be part of our world. Anything at any distance is to be included. Likewise the
world is inclusive in time. No long-gone ancient Romans, no long-gone pterodactyls, no
long-gone primordial clouds of plasma are too far in the past, nor are the dead dark stars
too far in the future, to be part of this same world....[N]othing is so alien in kind as not to
be part of our world, provided only that it does exist at some distance and direction from
here, or at some time before or after or simultaneous with now.

The actual world, so Lewis, provides us with the most vivid example of a possible world. Accordingly,
possible worlds are of the same kind than the actual world. In this line, Lewis (1973a, p. 85) writes
“[o]ur actual world is only one world among others. We call it alone actual not because it differs in
kind from all the rest but because it is the world we inhabit”. The difference between the actual and
the possible worlds be only that the actual world happens to be our world. What makes our world
actual is thus merely the contingency that we happen to live in this one.

Lewis (1986a) dubs his ontological view about the actual world ‘Humean supervenience’: there
is nothing to our world except the spatio-temporal distribution of local natural properties. On p. ix, he
notes:

Humean supervenience is named in honor of the greater denier of necessary connections.
It is the doctrine that all there is to the world is a vast mosaic of local matters of particular
fact, just one little thing and then another. (But it is no part of the thesis that these local
matters are mental.)

Lewis has found a way to reconcile the doctrine of Humean supervenience with modalities such as
counterfactuals. The solution is, roughly speaking, that possible worlds exist, but no part of one world
is a part of another. In any case, Lewis established an interpretation of Hume according to which you
can have it both: (i) only spatio-temporal entities exist in our world, and (ii) causal relations can be
understood as inter-world, or equivalently modal, relations that have a truth value.

The sentence after the ‘other words’ in Hume’s definition of causation reads like an analysis of
causation in terms of counterfactuals. Lewis takes up this idea to analyse causation between events,
i. e. natural properties of regions of space-time.!* Relying on his semantics for counterfactual condi-
tionals, Lewis (1973c¢) defines actual causation in terms of causal dependence. Let C and E be distinct
events.!> E causally depends on C iff whether or not E occurs counterfactually depends on whether or
not C occurs.'® Causal dependence is thus satisfied just in case two counterfactuals are true: C 0— E
and -C O— —E. We say that E counterfactually depends on C iff the counterfactual C O— E is true.
If C and E are actual events, that is they occur in the actual world, the first counterfactual is true, as
we already observed. Hence, if C and E occur, E causally depends on C iff -C O— —E. In this sense,
Lewis (1973c, p. 557) writes:

We think of a cause as something that makes a difference, and the difference it makes
must be a difference from what would have happened without it. Had it been absent, [...]
its effects would have been absent as well.

14See Lewis (1986c¢) for a detailed description of what his events are.

15The restriction to distinct events was first pointed out by Kim (1973). If A and B are not wholly distinct events, A’s
happening is caused by any essential part of A, let us say B. This seems to be rather a relation of constitution or supervenience
than causation.

16Strictly speaking, C and E are propositions that express events. However, we can pair each event to the proposition E
that is satisfied at exactly those worlds where the event occurs. The set of E-worlds is thus the proposition that this event
occurs. Hence, we may use events and propositions interchangeably if we assume that there are no necessary connections
between distinct events.
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Lewis takes causation to be the transitive closure of causal dependence. Let (C, B, ..., D, E) be a finite
sequence of actual events. If B causally depends on C, ..., and E causally depends on D, we call
(C, B, ..., D, E) a causal chain. Lewis’s definition of actual causation reads thus: C is a cause of E just
in case there is a causal chain from C to E. Given the distinct events C and E are both actual, it is
thus sufficient for C being a cause of E that —F counterfactually depends on =C. If E, D, and C are
actual events, and —E counterfactually depends on =D and =D counterfactually depends on —C, then
C is a cause of E. However, it is here still possible that —=F does not counterfactually depend on —C.
Hence, counterfactual dependence is not necessary for causation. The reason is that counterfactual
dependence is not transitive, as we shall see shortly. Consequently, causation is a wider notion than
counterfactual dependence.

One important amendment of Lewis’s (1973c) analysis of causation is the exclusion of what he
calls ‘backtracking’ counterfactuals. For exemplification, assume that C is the only cause of both £
and F. Hence, we may infer that there is a counterfactual dependence between E and F: if E had not
occurred, then it would have to have been the case that C did not occur; but in this case, F would not
have occurred. This counterfactual tracks the unique cause C from one of the effects. Lewis excludes
such backtracking counterfactuals allowing only for non-backtracking counterfactuals to be used in
the assessment of causal dependence. In fact, Lewis (1973c, p. 566) stipulates that non-backtracking
counterfactuals “typically keep fixed the past up until the time at which the counterfactual antecedent
is supposed to obtain”. The reason be that this constitutes the “least over-all departure from actuality”
(ibid.). Consider the following scenario of early preemption:

Example 1. Early Preemption

Suppose two snipers conspire to assassinate a dictator. Sniper A and sniper B both take aim as the
dictator appears. A pulls her trigger and fires a shot which hits and kills the dictator. When B sees A
pulling the trigger, B desists to do so. However, had A not pulled the trigger, B would have shot and
killed the dictator.

Here, A’s taking aim (and also A’s pulling the trigger) is an actual cause of the dictator’s death,
while B’s taking aim is a preempted, merely potential cause. Lewis’s analysis of causation captures
the difference of the preempting actual cause to the preempted potential cause. The reason is that there
is a causal chain running from A’s taking aim to the dictator’s death, whereas there is no such chain
for B. There exists an intermediary event occurring between A’s taking aim and the dictator’s death,
let us say the bullet fired by A speeding through the air. Now, the speeding bullet causally depends on
A’s taking aim and pulling the trigger, and the dictator’s death on the speeding bullet. By the time the
bullet is speeding through the air B has already refrained from firing. Hence, the dictator would not
have died if it were not for A’s bullet speeding towards her. Since we have a causal chain, we have
causation. However, there is no such intermediary event to be found between B’s taking aim and the
dictator’s death. Consequently, B’s taking aim is no actual cause of the dictator’s death.

Furthermore, this early preemption scenario illustrates that causal dependence is not transitive.
Although the speeding bullet causally depends on A’s taking aim and pulling the trigger, and the
dictator’s death on the speeding bullet, the dictator’s death does not causally depend on A’s taking aim
and pulling the trigger.

Lewis (1986b) distinguishes cases of early and late preemption. In early preemption cases the
process from the preempted potential cause (B’s taking aim) is cut off before the process from the pre-
empting cause (A’s taking aim) has gone to completion (dictator’s death). In cases of late preemption,
however, the process from the preempted cause is cut off only after the process from the preempting
cause has brought about the effect. Consider the following example of late preemption:
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Example 2. Late Preemption

Suppose two snipers conspire to assassinate a dictator. Sniper A and sniper B both take aim as the
dictator appears. At the same time, both A and B pull their triggers and fire each a shot. A’s shot hits
the dictator just a moment before B’s would have. The dictator falls down, B’s bullet flies through the
air where the dictator was standing, and the dictator dies. Each shot alone would have been sufficient
for the dictator’s death.

Lewis’s analysis cannot capture that A’s actions are the actual cause of the dictator’s death. There
is no causal dependence between A’s actions and the death. If A had not shot, the dictator would
have died nevertheless due to B’s shot. Furthermore, there is no chain of stepwise causal dependences
running from cause to effect, because there is no intermediate event to be found that links A’s shot
and the death into a chain of causal dependences. In other words, the death of the dictator does not
causally depend on A’s bullet being in mid-trajectory, since the dictator would still have died due to
B’s bullet being in mid-trajectory.

Consider a slight modification of Example 2:

Example 3. Overdetermination

Suppose two snipers conspire to assassinate a dictator. Sniper A and sniper B both take aim as the
dictator appears. At the same time, both A and B pull their triggers and fire each a shot. The two shots
hit the dictator simultaneously and the dictator dies. Each shot alone would have been sufficient for
the dictator’s death.

Here, the actions of both A and B should count as actual causes of the dictator’s death. However,
Lewis’s analysis says that none of these actions count. If A had not shot, for example, the dictator
would still have died, because of B’s shot. The strategy to look for intermediary events does not work
here. Let us consider, for example, B’s bullet speeding through the air. In contrast to the case of early
preemption, if B’s bullet were not speeding through the air, A’s bullet would still speed through the
air and kill the dictator. Hence, B’s actions are no cause of the dictator’s death. Due to the symmetry
of the scenario, the same applies to A’s actions. The cases of late preemption and overdetermination
cannot be handled by the analysis of Lewis (1973c).

In light of recalcitrant examples, in particular late preemption, Lewis changed his analysis of cau-
sation twice over. Lewis (1986b) refines his notion of causation by the concept of ‘quasi-dependence’
to solve late preemption scenarios. Dissatisfied with the quasi-dependence causation, Lewis (2000)
defines causation as causal influence. We are not so much concerned with the details of the new ac-
counts of causation. Instead we want to point to a rather general problem of counterfactual accounts
of causation: it seems as if they can either solve cases of late preemption or of double prevention, but
not both.

Lewis (2000) presents one argument against his earlier solution to late preemption in Lewis
(1986b). The problem is that Lewis’s (1986b) refined analysis makes causation intrinsic to the pair C
and E, but some cases, especially cases of double prevention, show that causation is extrinsic. Briefly
explained, double prevention occurs when an event C prevents something that would have prevented
E from happening. Intuitively, some of the double prevention cases are cases of causation. But that C
causes E does not depend on the intrinsic natures of C and E. Rather, it depends on there being some
threat to E, a threat that C prevents, and the existence of threats is typically extrinsic to events, or so
the argument goes.

Hall (2004) provides an example of double prevention, which intuitively does not count as a case
of causation. A person is hiking on a mountain trail, when a boulder high above is dislodged and
rolls down the mountain slope toward the hiker. The hiker sees the boulder coming and ducks at
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the appropriate time. The rolling boulder causes the walker to duck and this, in turn, enables him
to continue the hike. This is a case of double prevention: the duck prevents the collision between
hiker and boulder which, had it occurred, would have prevented the hiker’s continuation. However,
the rolling boulder is the sort of thing that would prevent the walker’s continuation and so it seems
counterintuitive to say that it causes the continuation of the hike. Hence, this example challenges the
transitivity of causation.

Recall that Lewis’s counterfactual analysis relies on the transitivity of causation to handle cases of
early preemption. This commitment to transitivity is costly when facing cases of double prevention.
Lewis (1973c), the origin of most contemporary counterfactual accounts of causation, and his succes-
sor theories cannot concede the persuasive counterexamples to transitivity without succumbing to the
difficulties posed by early and, of course, late preemption.'’

In Chapter 4, we devise an analysis of causation in terms of our strengthened Ramsey Test con-
ditional. Instead of a counterfactual assumption, we suspend judgment on the cause and the effect.
Thereby, the problem of overdetermination does not arise in the first place, which is a crucial ad-
vantage over counterfactual analyses. Moreover, early and late preemption turn out to be the same
problem. These advantages give us sufficient space to add an extra condition to capture switches and
double prevention without suffering any drawbacks on the other problems. Finally, we will tackle
the problem of spurious causation to provide a properly reductive analysis of causation. A cause is
spurious, for instance, if there is a common cause of two effects having no other causes and there
is a non-zero temporal distance between the two. Hence, there is the danger to mistakenly classify
the effect that occurs before the other as the genuine cause of the latter. After all, the earlier effect
temporally precedes the latter effect and both occur in constant conjunction (because both occur just
in case their common cause occurs). Furthermore, if the earlier effect had not occurred, the later never
had existed. In our analysis, the problem of spurious causation boils down to have the ‘correct’ gen-
eralisations that let us infer the effects from the genuine causes, but not from spurious causes. Hence,
we complete our analysis by a best system account of generalisations. We present the idea behind a
best system account of lawful generalisations in the next section.

More recently, Halpern and Pearl (2005) provide a powerful but non-reductive definition of cau-
sation in the tradition of Lewis (1973c). Their account of causation can be regarded to be inspired by
an observation of Lewis (1986b, p. 2006):

Hold fixed the laws but change the surroundings, in any of many ways, and we would
have the dependence that my original analysis requires for causation.

Halpern and Pearl (2005) implement the idea to ‘change the surroundings, in almost any of many
ways’ in their definition of actual causation. Thereby, they change Lewis’s counterfactual dependence
to counterfactual dependence under certain contingencies. At the same time, the ‘laws’, or so-called
‘structural equations’, remain invariant. However, since these structural equations are supposed to
represent causal relations, Halpern and Pearl’s (2005) account of causation is not fully reductive:
some information about causal relations is antecedently encoded in the structural equations. Although
they solve a great number of problematic cases, both Halpern and Pearl (2005) and Halpern (2015)
still struggle with a satisfactory solution to the set of problems containing overdetermination cases,
also called ‘disjunctive’ scenarios, and ‘conjunctive’ scenarios, where two events are necessary for an
effect to occur.

In Chapter 5, we translate our analysis of actual causation developed in Chapter 4 into Halpern
and Pearl’s (2005) framework of causal models. We show that our Ramsey-Test analysis defined

17For an insightful discussion of this trade-off problem, see Hitchcock (2001).
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on causal models deals satisfactorily with both overdetermination and conjunctive scenarios. By
the asymmetry of the structural equations and employing Halpern and Pearl’s (2005) definition of
intervention, our analysis will be simplified considerably. In fact, we will only need two conditions to
capture overdetermination, conjunctive scenarios, and preemption.

Following Lewis (1986b) and Lewis (1986c), Halpern and Pearl (2005) do not allow disjunctions
of events to be candidates for actual causes. The reason for this exclusion, so Halpern and Pearl (2005,
p- 853), be that if a disjunction is a cause at least one of its disjuncts must be a cause — we just do not
know which one. Hence, “there be no truly disjunctive causes once all the relevant facts are known.”
(ibid.) This is in line with the metaphysical verdict of Lewis (1986b, p. 212), who does not know “how
a genuine event could be the disjunction of two events both of which actually occur.” Sartorio (2006)
has shed doubt on this implication of Lewis’s metaphysics. She argues for the existence of disjunc-
tive causes by presenting a particular switching scenario. In the light of Sartorio’s Switch, we think
Lewis’s metaphysical reasons to exclude disjunctive causes might have been somewhat premature.

In Chapter 6, we aim to refine Halpern and Pearl’s (2005) definition of actual causation such that
it allows for disjunctive causes of the type found in Sartorio’s switch. In order to treat such disjunctive
causes within Halpern and Pearl’s framework of causal models, we first extend their causal model
semantics by disjunctive antecedents. Based on the extension, we will show that our refined Halpern-
Pearl definition aligns with Sartorio’s (2006) observation: a disjunctive cause does not imply that one
of its disjuncts must also be a cause.

1.4 Regularity Analysis of Causation

Lewis’s counterfactual analysis of actual causation can be contrasted with regularity analyses. As we
have already seen, Hume (1748) and Ramsey (1929/1990) attempt to provide an analysis of causation
in terms of regularities. In general, a typical sketch of a regularity theory goes like this: C is a cause
of E just in case C belongs to a minimal set of conditions that are jointly sufficient for E, given the
lawful regularities.

If the regularities can be expressed by generalisations, we can state the common ground of most
regularity analyses: a cause is any member of any minimal set of actual conditions that entail, in the
presence of certain generalisations, the occurrence of the effect. In greater detail:

Definition 1. Common Ground Regularity Analysis
Let C and E be distinct events, £ a non-empty set of generalisations, and ¥ a set of occurring events
(or true facts).'® C is a cause of E relative to ¥ and £ iff

(1) C and E occur,
(i) LAF EC - E,
(iii)) LAF ¥ E, and
(iv) ¥ ¥ C —> E.

To sum up, C is a cause of E iff (i+ii) C and E occur, and £ and ¥ jointly imply the material
implication C — E, but (iii+iv) £ and ¥ jointly do not imply E, and ¥ alone does not imply C — E.
There are three important considerations here. First, as already mentioned, a genuine actual cause

80f course, C, E, £, and F are propositions or sets of propositions that represent or express events (or facts) and regu-
larities.
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C is, in the presence of the occurring facts and the generalisations, sufficient for the occurrence of
the effect E. Second, a genuine actual cause C is also necessary for the occurrence of E: without
C the generalisations and facts do not allow to infer £. Thirdly, the generalisations are necessary
for C being a sufficient condition and thus a cause for E. Note that the Common Ground Regularity
Analysis requires a weak condition of difference-making: without C and/or the set of generalisations
L the effect cannot be derived.

Suppose C is a cause of E in virtue of £ and ¥ according to the Common Ground Regularity
Analysis. Lewis (1973c, p. 565) shows that under additional assumptions C is then also a cause of E
according to his counterfactual analysis. The additional assumptions are L A F E -C — —F and that
L and ¥ are counterfactually independent of C and —=C. The argument goes roughly as follows: £ and
¥ together with —~C do not imply E (as we know by (ii) and (iii) that they do imply E only with C).
Under the stronger assumption that they do imply —E, we obtain that LAF | (C — E)A(-C — —E)
and ¥ £ (C — E) A (=C — —E). Let us add the final assumption that £ and ¥ are counterfactually
independent of C and —C, thatis C 0—» L A ¥ and -C O0— L A F. From this follows that E
causally depends on C, and thus C is a cause of E according to Lewis’s analysis. In fact, all of Lewis’s
analyses imply that C is a cause of E if both occur, and the counterfactual -C O— —FE is true (relative
to a similarity order between possible worlds). If you replace the ‘if’ in the preceding sentence by
an ‘iff’, you obtain what has been dubbed the ‘simple counterfactual analysis of causation’, which
is often taken as sufficient but not necessary for causation. In any case, it serves well as a proxy for
causal relations.

Lewis’s counterfactual analysis of causation can be regarded as an attempt to overcome several
shortcomings of typical regularity analyses of causation. Kyburg (1965), for example, points out that a
condition that is invariably followed by some outcome may nonetheless be irrelevant to that outcome.
Salt that has been hexed by a sorcerer invariably dissolves when placed in water, but hexing does not
cause the salt to dissolve. Hexing does not make a difference for dissolution. Lewis’s analysis, in
contrast, gets this right. If the Salt had not been hexed, it would have dissolved anyways. Hence, the
hexing is not a cause of the dissolving in water. Counterfactual accounts seem to obtain better results
concerning the relevance of the cause on its effect.

Another problem of regularity analyses relates to the asymmetry of causation: if C causes E, then
E will not also cause C. While C might belong to a minimal set of sufficient conditions for E when C
is a genuine cause of E, this might also be true when C is an effect of E — an effect which could not
have occurred, given the laws and the actual circumstances, except by being caused by E. Or it might
be true when C and E are joint effects of a common deterministic cause. Or when C is a preempted
potential cause of E — something that did not cause E, but would have done so if the actual cause had
been absent. Regularity analyses have troubles to break the symmetry of events occurring in ‘constant
conjunction’. As a consequence, they cannot properly discern causes from their effects (or capture the
asymmetry of causation) without further ado.

As we have already observed, the joint effects of a common cause may be used to illustrate the
problem of spurious regularities. Here is such an example due to Jeffrey (1969), where a cause is
regularly followed by two effects. Suppose that whenever the barometric pressure in a certain region
drops below a certain level, two things happen. First, the height of the column of mercury in a
particular barometer drops below a certain level. Shortly afterwards, a storm occurs. Then, it may
well also be the case that whenever the column of mercury drops, there will be a storm. If so, a simple
regularity theory would seem to rule that the drop of the mercury column causes the storm. In fact,
however, the regularity relating these two events is spurious.

In light of the difficulties regularity analyses of causation face, Lewis (1973c, p. 557) writes:
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It remains to be seen whether any regularity analysis can succeed in distinguishing
genuine causes from effects, epiphenomena [or joint effects], and preempted potential
causes—and whether it can succeed without falling victim to worse problems, without pil-
ing on the epicycles, and without departing from the fundamental idea that causation is
instantiation of regularities. I have no proof that regularity analyses are beyond repair,
nor any space to review the repairs that have been tried. Suffice it to say that the prospects
look dark. I think it is time to give up and try something else.

We throw our hat into the ring by proposing a more specific regularity analysis. A first step to improve
upon simple regularity analyses may be found in the idea of a best system analysis of regularities. The
idea can be traced back at least to Ramsey (1928/1978) and Ramsey (1929/1990, p.242): “causal
laws” are “consequences of those propositions which we should take as axioms if we knew everything
and organized it as simply as possible in a deductive system.” There is a trade-off between strength
and simplicity of a deductive system, as Lewis (1994, p.231-2) observed:

Take all deductive systems whose theorems are true. Some are simpler, better system-
atized than others. Some are stronger, more informative, than others. These virtues
compete: an uninformative system can be very simple, an unsystematized compendium
of miscellaneous information can be very informative. The best system is the one that
strikes as good a balance as truth will allow between simplicity and strength. [...] A
regularity is a law iff it is a theorem of the best system.

From this a best system account of natural laws almost falls in place. A “contingent generalization is
a law of nature”, so Lewis (1973a, p. 73), “if and only if it appears as a theorem (or axiom) in each of
the deductive systems that achieves a best combination of simplicity and strength.” In Chapter 4, we
supplement our analysis of causation by a best system account of generalisations.

Our novel analysis of causation can be regarded as a regularity analysis.!® We define actual
causation in terms of our strengthened Ramsey Test conditional >. The analysis can be stated in a
simplified way as follows.

Definition 2. Strengthened Ramsey Test Analysis Simplified
Let C and E denote distinct events.?? C is an actual cause of E relative to an agent’s epistemic state S
iff

(1) C and E are believed to obtain,
(2) C > E is believed relative to S, and
(3) =C > E is not believed relative to S .

The epistemic state S represents the believed facts and generalisations (or laws). C > FE is be-
lieved relative to S iff suspending judgment on the disjunction C Vv E and, subsequently, assuming C
lets the agent infer E. Let — denote an operator on the epistemic state S that removes beliefs. Further-
more, let Cn and - denote the consequence operator and relation of propositional logic, respectively.
Then, C > E is believed relative to S iff Cn(S) — (C V E),C + E.2' Since S is closed under logical

9This being said, we think the best label for our analysis is an inferential analysis of causation based on generalisations.

20 Again, C and E are propositions that represent or express events (or facts).

2I'Here is another simplification at work for expository reasons. Later, we enhance the epistemic state S with a priority
ordering between beliefs.
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consequence, subtracting the beliefs requires the agent also to suspend judgment on beliefs that, to-
gether with the believed facts and generalisations of S, entail C v E.?? Let us call Cn(S) — (C V E) the
agent’s agnostic epistemic state and abbreviate it by S’. The agnostic epistemic state S’ represents the
believed facts and generalisations after suspending judgment on the candidate cause and effect.

On the surface, our analysis resembles Lewis’s (1973c) analysis of causation in terms of a certain
kind of conditional. However, unlike Lewis’s but like regularity analyses, the major work is done
by generalisations, not by a similarity order between possible worlds (which is, as we have already
seen tricky in many ways.) Rather, we rely on the basic inferential idea of regularity analyses: the
generalisations, background conditions, and the cause entail the effect. The big conceptual difference
to regularity analyses is our suspension of judgment. In Chapter 3, we define the suspension of
judgment such that, by design, none of C,~C, E, —~E is believed in the agnostic state S’ = Cn(S) —
(CVE).

Let us clear up why our analysis of causation is closely related to regularity analyses. Consider
condition (2) of our analysis: C > F is believed relative to S iff Cn(S) — (C V E),C + E. The right-
hand side is, by the deduction theorem of propositional logic, equivalent to Cn(S)—(CVE) + C — E.
Compare the latter expression to condition (ii) of the Common Ground Regularity Analysis. The
agnostic epistemic state S’ (representing believed facts and generalisations) plays the same role as
L A F . Together with the respective first conditions of actuality, i.e. (i) and (1), both analyses say
that an actual cause is sufficient for its effect. According to our analysis, an actual cause is, relative
to your beliefs after suspension (represented by S’), sufficient to infer the effect. Furthermore, the
agnostic epistemic state is designed such that the agent cannot infer the effect, that is Cn(S) — (C v
E) ¥ E. Hence, the actual cause is also, relative to S’, necessary to infer the effect. This is a more
specific implementation of condition (iii) in the Common Ground Regularity Analysis. Finally, the
generalisations in the agnostic epistemic state S’ are also necessary to infer the effect: without the
generalisations Lg- believed in S’, the agent cannot infer the effect E from the cause C (except when
E follows logically from C). In symbols, (Cn(S) — (C V E)) \ Ls» ¥ C — E. An agent needs
at least some generalisations that figure as ‘inference tickets’ to derive E from C. This is a more
specific implementation of condition (iv) in the Common Ground Regularity Analysis. Notice that
our conditions (1) and (2) can be seen as a specification of conditions (i)-(iv).

Consider condition (3) of our analysis: —=C > E is not believed relative to S iff Cn(S) - (C V E) ¥
—C — E.?* The condition requires that the putative effect cannot be inferred from the absence of the
presumed cause, once the agent has suspended judgment. Condition (3) thus parallels a condition the
Common Ground Regularity Analysis gets for free, that is L A ¥ ¥ =C — E (follows from (ii) and
(iii)).

The difference-making of condition (3) (and its sibling of the Common Ground Regularity Anal-
ysis) is weaker than counterfactual dependence. If C is an actual cause of E according to our analysis,
then C makes a difference as regards E in the following sense: C lets us infer £, while —=C does not. It
is not required, as counterfactual dependence has it, that if =C were the case, —=E would be the case.
It seems to be a conceptual truism about actual causation that not both an event C and its absence —C
are actual causes of E.2*

We should note that our analysis of causation is epistemic. The ontic commitment in events (or
facts) and regularities is replaced by beliefs in these events (or facts) and generalisations. To use

22In Chapter 3, we will argue for the further condition that certain generalisations are not subject to the suspension of
judgment.

ZIn Chapter 3, we will see why the agent suspends judgment on C V E rather than ~C V E. In brief, the reason is that
she suspends judgment on the literals she actually believes.

24See Sartorio (2005) for a defence of this weak condition of difference-making.
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the Kantian metaphor, causality is projected onto the world by an epistemic subject. In the spirit
of a regularity analysis, Kant (1781/87, p. A193/B238) maintains, that an effect follows its cause in
accordance with a particular empirical law. Kant agrees with ‘our’” Hume that neither the relation
of cause and effect nor the idea of necessary connection is given by our sensory perceptions only;
both claim, however, that relation and connection are contributions, at least partly, of our mind.2> We
locate ourselves thus in the tradition of (a certain interpretation of) Hume, Kant, Ramsey (1929/1990),
Girdenfors (1988, Ch.9), and, more recently, for instance, Spohn (2006). Gérdenfors (1988, p. 194),
for example, confesses:

For me, causality is primarily a cognitive concept. My position is Kantian to the extent
that [ believe it is a category mistake to try to give a ‘realistic’ or ‘objective’ interpretation
of causality, where the causal relation holds among the real events, independently of
minds having beliefs about the events. Thus, I interpret causal claims only in relation to
a given state of belief.

An epistemic as opposed to realistic interpretation of causal relations strikes many philosophers as ut-
terly implausible. However, we think that an analysis should be evaluated with respect to its achieve-
ments. As we will see in Chapter 4, our analysis of causation overcomes the problems of relevance
and asymmetry, of joint effects, overdetermination, and conjunctive scenarios, as well as (early and
late) preemption, switches, and double prevention. Moreover, we aim to solve the problem of spurious
‘regularities’ by supplementing our analysis by a best system account of generalisations.

Let us compare briefly and superficially our analysis of causation to one of the most advanced
analyses of causation in the counterfactual tradition. Halpern and Pearl (2005) and Halpern (2015)
define actual causation relative to a causal model, or equivalently to a model of structural equations.
Hence, what counts as an actual causal relation depends on how the scenario under consideration
is modelled. Similar to our agent-relativity, if you change the model you might get different causal
relations.

The causal relata in Halpern and Pearl’s (2005) and Halpern’s (2015) accounts of actual causation
are value assignments to (random) variables. Let C and E be such value assignments. Very roughly,
their accounts say that C is an actual cause of E (relative to a causal model) iff C is necessary for
E when keeping fixed certain other variables. In other words, £ would not be the case if it were not
for C (under certain contingencies). Which variables can be held fixed? The idea is that any set of
variables can be kept fixed so long as holding fixed the other variables at the values they actually take
does not make E false.

Our analysis of causation says, roughly, that C is an actual cause of E (relative to an agent) iff C is
sufficient to infer E after suspending judgment on C and E. The suspension of judgment is tantamount
to taking away the beliefs in C and E. In contrast to Halpern and Pearl’s accounts, our analysis tells
you which beliefs must be kept fixed, viz. the beliefs that do not let you infer C or E. You cannot
just intervene on almost any set of variables to test for causal relations. Moreover, while their account
allows the variables to be held fixed to take on non-actual (of counterfactual) values, our analysis does
not. The beliefs remaining after the suspension of judgment are actual beliefs.

In sum, we put forth an epistemic analysis of causation in terms of a strengthened Ramsey Test
conditional. The conditional, in turn, depends on generalisations that may be read as regularities. We
amend our analysis by a weak condition of difference-making: if the actual cause were believed not
to be the case, you could not infer the effect. Unlike Lewis (1973c), Halpern and Pearl (2005), and
Halpern (2015), we do not rely on the stronger condition of difference-making, that is, if the cause
had not been, the effect never had existed.

ZFor details, see Kant (1781/87, pp. A91-2/B123-4) and Kant (1783, §§ 27-30).
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1.5 Preview

We have collected a number of problems which we aim to resolve in the following chapters. Here is
a brief preview.

In Chapter 2, we ask Douven et al.’s question “How do we learn conditional information?” We
propose, roughly, that we learn conditional information by updating on Stalnaker conditionals. When
you update on a Stalnaker conditional A > C, you basically learn that the most similar world, in
which A is true, is a world that satisfies C. The disadvantage of possible-worlds semantics relying
on a similarity order is that it is far from clear how to specify this order explicitly. Regarding the
learning of conditional information, however, this ‘disadvantage’ turns into the advantage that we can
learn, at least in part, how to specify the similarity order between possible worlds upon receiving the
conditional information.

As Lewis (1976) has shown, the updating method he names ‘imaging’ corresponds to the Stalnaker
conditional: the probability value of a Stalnaker conditional is the probability value of its consequent
upon imaging on its antecedent. According to our method, we learn a piece of conditional informa-
tion by imaging on a certain proposition expressed by a Stalnaker conditional. We generalise Lewis’s
imaging to Jeffrey imaging in order to account also for the learning of uncertain conditional informa-
tion. Thereby, we enter the arena dominated by Bayesian approaches. Unlike these approaches, our
method based on Jeffrey imaging correctly predicts the rational learning outcomes in all of Douven’s
(2012) benchmark examples and Van Fraassen’s (1981) Judy Benjamin Problem.

We go on to adapt the method of learning uncertain conditional information to a method of learn-
ing uncertain causal information. We do so by applying Lewis’s (1973c) notion of causal dependence
to Stalnaker’s semantics. This move will allow us to implement Douven’s (2012) abductive concep-
tion with respect to the learning of conditionals: when learning a conditional, the explanatory power
of the antecedent with respect to the consequent determines the resulting probability of the antecedent.
The combination of the methods provides a unified framework within which we can distinguish be-
tween the learning of conditional, causal, and conjunctive information. (We sketch in Section 2.4 how
our method could also cover the learning of subjunctive conditionals.)

In Chapter 3, we transition from the learning of conditional information to the semantics of con-
ditionals. We aim to overcome the problem that extant Ramsey Test semantics do not account for a
proper relation of relevance between the antecedent and consequent, although such a conditional con-
nection seems to be necessary to plausibly accept a conditional. We establish a relation of relevance
by strengthening Ramsey’s test. The strengthening is inspired by both Ramsey’s (1929/1990) original
remarks on conditionals and Rott’s (1986) strengthened Ramsey Test. Within the framework of belief
bases, our strengthened Ramsey Test will prove to be asymmetric for a wide range of cases. That is,
in many cases, the agent can infer the consequent from the antecedent but not the antecedent from
the consequent. After illustrating the asymmetry of our strengthened Ramsey Test conditional by a
generalised tower-shadow example, we use the conditional to provide an analysis of ‘because’ as it
figures in explanations.

In Chapter 4, we aim to analyse actual causation in terms of our strengthened Ramsey Test, where
the strengthened conditional is conceived of as expressing a relation of production. The idea is that
the strengthened Ramsey Test allows us to verify or falsify that an event actually brings about another
event. Our concept of causation as production is reductive and solves the problems posed by cases
of overdetermination, preemption, switches, and double prevention. Moreover, we aim to solve the
problem of spurious causation by a best system account of generalisations.

In Chapter 5, we translate the analysis of actual causation provided in the previous chapter into the
framework of causal models due to Halpern and Pearl (2005). Although the translation simplifies our
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analysis considerably, we lose its reductiveness. A comparison of our analysis to Halpern and Pearl’s
(2005) and Halpern’s (2015) definition of actual cause reveals that they (but not we) still struggle with
any set of problems including both overdetermination and conjunctive scenarios.

In Chapter 6, we refine Halpern and Pearl’s (2005) definition of actual cause such that disjunc-
tions are admissible candidates for actual causes. This endeavour is motivated by Sartorio’s (2006)
argument for the existence of disjunctive causes. She puts forth a switching scenario that suggests,
against Lewis (1986b) and Halpern and Pearl (2005), the following observation: a disjunctive cause
does not imply that one of its disjuncts must also be a cause.

In Chapter 7, we leave the analyses of causation behind and turn to a rather epistemological ques-
tion in the philosophy of cognitive neuroscience. We aim to determine reasonable requirements for
cognitive neuroscientists to speak of causation as regards the mind-brain interaction. More specifi-
cally, we aim to make the characteristics of causation, as assumed in cognitive neuroscience, explicit.
Subsequently, we impose these ‘demands of causality’ upon the account of interventionism put forth
by Woodward (2005) and Woodward (2015). Within the resulting framework, we investigate to what
extent we are justified to derive causal relations between mental properties and properties of the brain,
depending on which scientific methods are used in the neuroscientific studies.



Chapter 2

Learning Conditional Information by
Jeffrey Imaging

In this chapter, we propose a method of learning conditional information. In a nutshell, an agent learns
conditional information by Jeffrey imaging on the minimally informative proposition expressed by a
Stalnaker conditional. We show that the predictions of the proposed method align with the intuitions
in Douven’s (2012) benchmark examples. Jeffrey imaging on Stalnaker conditionals can also capture
the learning of uncertain conditional information, which we illustrate by generating predictions for
the Judy Benjamin Problem.

Subsequently, we adapt the method of learning uncertain conditional information to a method
of learning uncertain causal information. The idea behind the adaptation parallels Lewis’s (1973c)
analysis of causal dependence. The combination of the methods provides a unified account of learning
conditional and causal information that manages to clearly distinguish between conditional, causal,
and conjunctive information. The ensuing account shows that the learning of uncertain conditional
and/or causal information may be modelled by Jeffrey imaging on Stalnaker conditionals.

Sources. This chapter builds on Giinther (2018) and Giinther (2017a). Substantial content of the
first paper is reprinted by permission from Springer Nature: Springer Netherlands, Journal of Philo-
sophical Logic, Learning Conditional Information by Jeffrey Imaging on Stalnaker Conditionals,
Giinther, M., License Number 4324300410472 (2017), advance online publication, 15 November
2017 (https://doi.org/10.1007/s10992-017-9452-z, J Philos Logic). Substantial content from the sec-
ond paper is reprinted by permission from Organon F: Institute of Philosophy of the Slovak Academy
of Sciences, Learning Conditional and Causal Information by Jeffrey Imaging on Stalnaker Condi-
tionals, Giinther, M. (2017).
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2.1 Introduction

“How do we learn conditional information?” Douven et al. present this question for consideration in
a series of papers.! Douven (2012) contains a survey of the available accounts that model the learning
of conditional information. The survey comes to the conclusion that a general account of probabilistic
belief updating by learning (uncertain) conditional information is still to be formulated. Douven and
Pfeifer (2014) analyses the state of the art even more pessimistically by writing that “no one seems to
have an idea of what an even moderately general rule of updating on conditionals might look like”,
even if we restrict the scope of the account to indicative conditionals.”

Douven (2012) dismisses the Stalnaker conditional as a means to model the learning of conditional
information. He argues for the dismissal by pointing out that the Stalnaker conditional “makes no
predictions at all about any of our examples”.> Douven provides three possible worlds models for his
point. Each model consists of four worlds such that all logical possibilities of two binary variables
are covered. He observes that imaging on “If @, then y” interpreted as a Stalnaker conditional has
different effects: in model I the probability of the antecedent a, i.e. P(a) decreases, in model II
P(a) remains unchanged, and in model III P(e) increases. According to Douven this flexibility of the
class of possible worlds models is a problem rather than an advantage, since there were no rationality
constraints to rule out certain models as rational representations of a belief state.

Pace Douven, we show that his dismissal of the Stalnaker conditional is unjustified by proposing
an updating method based on the Stalnaker semantics and inspired by Lewis’s imaging method. The
core idea of the proposed method is that an agent learns conditional information by Jeffrey imaging on
the minimally informative meaning of the corresponding Stalnaker conditional. The method succeeds
in modeling the three examples Douven takes as benchmark for an account of learning conditional
information. In addition, Jeffrey imaging, our generalisation of Lewis’s imaging method, accounts
for the learning of uncertain conditional information, as we will illustrate by applying our learning
method to Van Fraassen’s (1981) Judy Benjamin Problem.

In Section 2.2, we propose our probabilistic method of learning indicative conditional information.
First, we introduce the concepts of a Stalnaker conditional, Lewis’s imaging, and our generalisation
thereof. Based on these concepts, we supplement the properties of a Stalnaker model’s similarity order
by the minimally informative interpretation of a Stalnaker conditional and a default assumption. We
justify both by the rationale that belief changes should be as conservative as possible. We show that
the supplemented Stalnaker models provide sufficient constraints to model the learning of indicative
conditional information by applying the learning method to Douven’s examples as well as the Judy
Benjamin Problem. Thereby we recover possible worlds approaches from Douven’s dismissal.

2.2 A Probabilistic Method of Learning Indicative Conditional Infor-
mation

The proposed learning method may be summarised as follows. (i) We model an agent’s belief state
as a Stalnaker model. (ii) The agent learns conditional information by (ii).(a) interpreting the re-
ceived conditional information as a Stalnaker conditional, (ii).(b) constraining the similarity order
by the meaning of the Stalnaker conditional in a minimally informative way and in presence of the

!See Douven and Dietz (2011), Douven and Romeijn (2011), Douven (2012), Douven and Pfeifer (2014, especially
Section 6).

’Douven and Pfeifer (2014, p. 213).

3Douven (2012, p. 247).
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default assumption, and (ii).(c) updating her degrees of belief by Jeffrey imaging on this Stalnaker
conditional (together with further contextual information, if available). (iii) We check whether or not
the result of (Jeffrey) imaging complies with the correct intuitions associated with the scenario under
consideration.

In Section 2.2.1, we introduce the meaning of a Stalnaker conditional. In Section 2.2.2, we present
Lewis’s updating method called ‘imaging’, which relates the probability of a Stalnaker conditional
and the probability of the consequent after imaging on the antecedent. In Section 2.2.3, we generalise
Lewis’s imaging in order to model cases of learning uncertain conditional information. In Section
2.2.4, we describe our method of learning conditional information in more detail, before we apply the
method, in Section 2.2.6, to Douven’s examples and the Judy Benjamin Problem. In Section 2.2.5,
we provide a rationale for the minimally informative interpretation of Stalnaker conditionals and the
default assumption for learning conditional information.

2.2.1 The Stalnaker Conditional

The idea behind a Stalnaker conditional may be expressed as follows: a Stalnaker conditional @ > y
is true at a world w iff y is true in the most similar possible world w’ to w, in which « is true.* The
evaluation of a Stalnaker conditional requires a model of possible worlds. A model of possible worlds,
in turn, requires the specification of a logical language.

Definition 3. Full Conditional Language
Let Prop be the set of atomic propositions. Then .L be a set of formulas such that

(i) for each py, p2,... € Prop, p; € L,
(i) ifa,y € L,then —a € Landa Ay € L,
(iii) ifa,ye L,thena>ye L,
(iv) and no other expressions are in L.
We say that £ is the full conditional language.

The full conditional language £ contains any type of Boolean combination of conditionals, e.g.
(@ > y) A B € L, and arbitrary nestings of conditionals, e.g. @ > (y A (8 > 0)).

Let w denote a Boolean assignment, or equivalently a possible world. We denote the set of Boolean
assignments, or equivalently the set of possible worlds, that satisfy a formula o by [a]. We thus
identify the set [a@] with the proposition expressed by a. In symbols, [a] = {w € W | w(@) = 1}.

Definition 4. Stalnaker Model
We say that Mg, = (W, R, <, V) is a Stalnaker model iff

(i) W is a non-empty set of possible worlds,
(i) R : W x W is a binary accessability relation over worlds such that:

(a) forall w e W: wRw. (Reflexivity)

4Cf. Stalnaker (1975). Note that Stalnaker’s theory of conditionals aims to account for both indicative and counterfactual
conditionals. Besides some cursory remarks in Section 2.4, we set the complicated issue of this distinction aside in this
chapter. However, we want to emphasise that Douven’s examples and the Judy Benjamin Problem only involve indicative
conditionals.
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(iii) < assigns each w € W a total order <,, such that:

(a) for all w,w’,w"” € W:if w <, w”’ and wRw"’, then wRw’.
(b) forallw,w’ € W: w’ <, w, only if w’ = w. (Unique Center Assumption)
(c) forallw,w',w” € W: w" <, w” orw” <, w. (Connectivity)

(d) for all w,w’ € W: if wRw’ for some w’ € [a] € W, then there is a w” € [a] such that
w’ <, w” for all w”’ € [@].> We say that w” is the unique -world minimal under <,,.
In symbols, w” = min< [«]. (Stalnaker’s Uniqueness Assumption)

(iv) V is an evaluation function of the full conditional language £ iff

(a) YVp € PropNwe W : V(p,w)=1iff w(p) = 1iff wE p,
(b) and Va,y and Yw € W:
L. we-aiff we a
. weaAyiffweaandwEey
iii. wEa>yiff ming [a] kv if there is a ming [a].

We comment on two aspects of Definition 4. (I) We presented an equivalent variant to Stalnaker’s
original models that emphasizes the similarity order < between possible worlds, instead of a world
selection function.® We interpret the world w’ = ming [a] as the most similar a-world from w. (II)
The accessability relation R is connective due to (iii).(a), (iii).(c), and (iii).(d) of Definition 4.

Now, we can state more precisely the meaning of a Stalnaker conditional. “If @, then y” denotes
according to Stalnaker’s proposal the set of worlds (or equivalently the proposition) containing each
world whose most similar @-world is a world that satisfies y. In symbols, [ > y] = {w |[wE @ >y} =
{w | ming, [a] = 0 or mine [a] E y}.

Finally, note that any Stalnaker model validates the principle called ‘Conditional Excluded Mid-
dle’ according to which (@ > y) V (@ > —y). The reason is that, for any w € W, the single most similar
a-world ming [a] is either a y-world, or else a —y-world. This principle will come in handy when
modeling the learning of conditional information with uncertainty. In Section 2.2.6, we will apply
our method to the learning of uncertain conditional information. First, however, we introduce Lewis’s
imaging method and our generalisation thereof.

2.2.2 Lewis’s Imaging

Lewis (1976) developed a probabilistic updating method called ‘imaging’. In order to present this
updating method, we introduce a notational shortcut: for each world w and each (possible) antecedens
a, wo = ming, [«] be the most similar world of w such that w, (@) = 1. Invoking the shortcut, we can
then specify the truth conditions for Stalnaker’s conditional operator > as follows.

w(a > y) = wa(y), if a is possible.’ 2.1

Definition 5. Probability Space over Possible Worlds
We call (W, p(W), P) a probability space over a finite set of possible worlds W iff

(i) (W) is the set of all subsets of W,

SHere as elsewhere in the paper, the strict relation w’ <,, w” is defined as w’ <, w”’ and w” £,, w'.
®For Stalnaker’s presentation of his semantics see Stalnaker and Thomason (1970).
"We assume here that there are only finitely many worlds. Note also that if « is possible, then there exists some wy,.
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(i1) and P : p(W) — [0, 1] is a probability measure, i.e.

(a) P(W) = 1,P(0) =0,

(b) and forall X, Y € Wsuchthat XNY =0, P(XUY) = P(X) + P(Y).

As before, we conceive of the elements of (W) as propositions. We define, for each «,
P(a@) = P([a]). We see that W corresponds to an arbitrary tautology denoted by T and @ to an ar-
bitrary contradiction denoted by L. Definition 5 allows us to understand a probability measure P
as a probability distribution over worlds such that each w is assigned a probability P(w) > 0, and
>w P(w) = 1. We may determine the probability of a formula o by summing up the probabilities of
the worlds at which the formula is true.?

P(a) = Z P(w) - w(@) (2.2)

Now, we are in a position to define Lewis’s updating method of imaging.

Definition 6. Imaging (Lewis (1976, p. 310))
For each probability function P, and each possible formula a, there is a probability function P* such
that, for each world w’, we have:

0 otherwise

PPy = ) POw) - { I ifwa =w } 2.3)

We say that we obtain P* by imaging P on «, and call P* the image of P on a.

Intuitively, imaging transfers the probability of each world w to the most similar @-world w,,.
Importantly, the probabilities are transfered, but in total no probability mass is additionally produced
and no probability mass is lost. In formal terms, we have always ), P*(w’) = 1. Any a-world w’
keeps at least its original probability mass (since then w, = w’), and is possibly transfered additional
probability shares of —a-worlds w iff min< ,[] = w’. In other words, each a-world w’ receives as its
updated probability mass its previous probability mass plus the previous probability shares that were
assigned to —~a-worlds w such that min< [a] = w’. In this way, the method of imaging distributes the
whole probability onto the a-worlds such that P*(a) = 3.,,4)=1 P(W(@)) = 1, and each share remains
‘as close as possible’ at the world at which it has previously been located. For an illustration see
Figure 2.1.

8We assume here that each world is distinguishable from any other world, i. e. for two arbitrary worlds, there is always a
formula in £ such that the formula is true in one of the worlds, but false in the other. In other words, we consider no copies
of worlds.
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Figure 2.1: A set of possible worlds. The blue area represents the proposition or set of worlds [a] =
{ws, wa, wg, wg}. The teal arrows represent the transfer of probability shares from the respective [-a]-
worlds to their most similar [e]-world. Similarity is graphically represented by topological distance
between the worlds such that w3, for instance, is the most similar or ‘closest’ [a]-world to w».

Lewis proved the following theorem, which will be useful to model the respective examples.

Theorem 1. (Lewis (1976, p. 311))

The probability of a Stalnaker conditional equals the probability of the consequent after imaging on
the antecedent, i.e. P(a > ) = P%(y), if a is possible.

Proof. Suppose we obtain P by imaging P on @. Consider some formula y € L.

PUy) = Y P(wa) - Wa(y). (2.2) applied on P*
Wa
—Z ZP(W)' L ifwe = w -wo(y), Definition 6
B | & 0 otherwise al¥),

1 ifw, =w
- ; P(w) - [Z{ 0 otherwise } ' W“(Y)}’ Algebra

Wa

= Z P(w) - wy(y), Simplification of the inner sum
w

=Y P -w@>y), Q1)

=Pla>y), (22)

Note that @ in Theorem 1 may itself be of conditional form 8 > ¢ for any 8,6 € L.

2.2.3 Jeffrey Imaging

For the case of learning uncertain conditional information, i.e. P(a > y) = k for k € [0, 1] but unequal
to 0 or 1, we need to generalise Lewis’s imaging method of Definition 6. In analogy to Jeffrey
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conditionalisation, we call the generalised method ‘Jeffrey’ imaging.® Jeffrey imaging is based on
Lewis’s imaging and the fact that in a Stalnaker model the principle of Conditional Excluded Middle
prescribes that —=(a > y) = @ > —y. We know, for all w € W, presupposed @ > vy is possible, both
(T) that Y, P**Y(w) sums up to 1 and (IT) that >, P*>7(w) sums up to 1. The idea is that if we form
a weighted sum over the terms of (I) and (II) with some parameter k € [0, 1], then we obtain again a
sum of terms PZ>7(W) such that ), PZ>7(W) = 1. Note, however, that we present the more general
case P}'(w) in the definition below.

Definition 7. Jeffrey Imaging

For each probability function P, each possible formula @ € £ (possibly of conditional form 8 > §),
and some parameter k € [0, 1], there is a probability function P;’ such that, for each world w’ and the
two similarity orderings centred on w, and w-,, we have:

Pg(w')=Z(P(w)-{k ifw, =w }+P(W)'{E)1_k) ifwo, =w }) 2.4)

" 0 otherwise otherwise

We say that we obtain P}’ by Jeffrey imaging P on @ € £, and call P}’ the Jeffrey image of P on a.
Note that in the case where k = 1, Jeffrey imaging reduces to Lewis’s imaging.

Theorem 2. Properties of Jeffrey Imaging
() X Prw) =1
(i) Pl(@) =k
(iii) PY(=a) = (1 —k)

(v) P{(y)=k-Pla>7y)

Proof. (1)
P = P k ifwg,=w
Z () = ZZ (w) 0 otherwise [
(1-k ifwoy=w

P(w) { 0 otherwise }) Algebra

B 1 ifw, =w (2.5)
- ;(k ZWZP(W) { 0 otherwise }+

1 ifwog=w

(k- 1)-ZP(W) { 0 Oﬂ:irwisew }) by Def. 6, ZZP(W) =1
=k+k-1)=1 for all k € [0, 1]

Cf. Jeffrey (1965). In personal communication, Benjamin Eva and Stephan Hartmann mentioned that the idea behind
Jeffrey imaging is already used in artificial intelligence research to model the retrieval of information. Sebastiani (1998,
p- 3) mentions the name ‘Jeffrey imaging” without writing down a corresponding formula. Crestani (1998, p.262) says that
Sebastiani (1998) suggested “a new variant of standard imaging called retrieval by Jeffrey’s logical imaging”. However, the
formalisation of Jeffrey’s idea on p. 263 differs from mine in at least two respects. (i) An additional truth evaluation function
occurs in the formalisation for determining whether a formula (i. e. ‘query’) is true at a world (i.e. ‘term’). (ii) Instead of a
parameter k locally gouverning the probability kinematics of each possible world, Crestani simply uses a global constraint
on the posterior probability distribution.



30

2. Learning Conditional Information by Jeffrey Imaging

(iii) Obvious.
(iv) Replace in (ii) the ‘consequent’ a by y.

PY(a) = Z PY(wa) - Wal@) Definition 7
W,

k ifwy, =w,
- Z ( Zw: POw)- { 0 otherwise }+

Wa

Z P(w) - { (I=k) if woq = wa }) -wge(@) Second term cancels out

0 otherwise
3 k ifwy =wy
B ; P(w) WZ { 0 otherwise } Wa(@) Algebra
=k- Z Pw) - we() Algebra and (2.2)
w

=k-P(a@)=k-Pla>a)=k

(2.6)

O

We see that in total the revision method of Jeffrey imaging does neither produce additional proba-

bility shares, nor destroy any probability shares. In contrast to Lewis’s imaging, Jeffrey imaging does
not distribute the whole probabilistic mass onto the a-worlds, but only a part thereof that is deter-
mined by the parameter k. In particular, as compared to Lewis’s imaging, Jeffrey imaging may be
understood as implementing a more moderate or balanced movement of probabilistic mass between
a- and —a-worlds. For an illustration see Figure 2.2.

Pu,
C@ [Pu=k-Pu+(1-k) Py

Figure 2.2: An illustration of the probability kinematics of Jeffrey imaging. The Jeffrey image P}

is characterised by a ‘k-inertia’ of the probabilistic mass from the respective a-worlds, and a ‘(1 —
k)-inertia’ of the probabilistic mass from the respective —a-worlds. Each teal arrow represents the
transfer of the probability share & - P(w) to the closest @-world from w. Each violet arrow represents
the transfer of the probability share (1 — k) - P(w) to the closest ~a-world from w.
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It is easy to show that P} is a probability function. In a possible worlds framework, such a proof
basically amounts to showing that the probability shares of all the worlds sum up to 1 after Jeffrey
imaging. Therefore, property (i) of Theorem 2 provides minimal justification for applying Jeffrey
imaging to probabilistic belief updating.

2.2.4 A Simple Method of Learning Conditional Information

We outline now a method of learning conditional information in three main steps.

o)

(ii)

(iii)

We model an agent’s belief state as a Stalnaker model Mg, = (W, R, <, V) such that all and only
those logical possibilities are represented as single worlds, which are relevant to the scenario
under consideration. For instance, if only a single conditional “If @, then y” is relevant and
nothing else, then W contains exactly four elements as depicted in Figure 2.3.1°

An agent learns conditional information “If @, then ” iff (a) the agent interprets the received
conditional information as a Stalnaker conditional @ > v, (b) changes the similarity order < by
the meaning of @ > y in a minimally informative way and respecting the default assumption,
and (c) updates her degrees of belief by Jeffrey imaging on the minimally informative meaning
of o > .

Finally, we check whether or not the result of Jeffrey imaging obtained in step (ii).(c) corre-
sponds to the intuition associated with the respective example.

Step (ii) constitutes the core of the learning method and requires further clarification.

(a)

(b)

In the agent’s belief state, i. e. a Stalnaker model, the received information is interpreted. In the
case of conditional information, the received information is interpreted as Stalnaker conditional.
Hence, if the agent receives the information “If @, then 7y”, she interprets the information as
meaning that the most similar a-world (from the respective actual world) is a world that satisfies
v (presupposed « is possible). Technically, the interpretation (i.e. the meaning) of @ > y
relative to the Stalnaker model Mg, is the proposition [a@ > y] = {w € W | ming [@] € [y]},
where w is the respective actual world.

The similarity order(s) is/are changed upon receiving conditional information. The proposition
{w e W | ming, [a] € [y]} depends on the similarity order <. The learning method prescribes
that < is specified, or adjusted, such that from each world the most similar a-world is a y-
world whenever possible. In other words, the method demands a maximally conservative, or
equivalently minimally informative, interpretation of the received information. This amounts to
specifying or adjusting the orders <,, such that as many worlds as possible satisfy the received
information. On the one hand, we can describe this interpretation as maximally conservative
in the sense that no worlds are gratuitously excluded. On the other hand, we may think of
possible worlds as information states. Then the exclusion of possible worlds corresponds to a
gain of information. If an agent interprets the received information in a maximally conservative
way, then as few as possible worlds or information states are excluded. In this sense, her gain
of information is minimal. We will also use the abbreviation [@ > ], for the minimally
informative proposition expressed by a > 7.

1Tn other words, we consider “small” possible worlds models and do not allow for copies of worlds, i.e. worlds that
satisfy the same formulas.
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The learning method prescribes that the agent changes her similarity order respecting a default
assumption. This default assumption states that the most similar @ > y-world from any ex-
cluded @ > —y-world is a @ A y-world, if there is more than one candidate. Formally, this
constraint expresses that mine,,,._,_ [@ >yl F @ Ay, if ming,, . [a > y]is underdetermined.
(ming, ., [a > y] denotes the respectively most similar & > y-world from any world w such
that w(@ > —y) = 1 given the minimally informative similarity order <.) Notice the interplay
between the two constraints for the similarity order: the minimally informative interpretation of
the Stalnaker conditional minimises the number of worlds which might have several candidates
for the most similar @ > y-world and, based on this interpretation, the default assumption de-
termines the most similar [@ > y]-world for each world having more than one candidate world
(at least in absence of further information).

(c) Jeffrey imaging is applied on the minimally informative meaning of the Stalnaker conditional
a > . The application of Jeffrey imaging determines a probability distribution after learning
the (uncertain) conditional information.

We note that the proposed learning method has the following properties resembling modus ponens
and modus tollens. If the agent already knows [«] (or [—y] resp.), learning the minimally informative
proposition [@ > ] implies that the agent also knows [y] (or [-a] resp.).

2.2.5 A Rationale for the Minimally Informative Interpretation and the Default As-
sumption

We aim to justify the minimally informative interpretation of conditional information and the default
assumption by the following rationale: an agent should change her belief state as conservatively as
possible when learning a proposition. We say that a belief change is as conservative as possible,
or equivalently maximally conservative, iff the change is not stronger than necessary to believe the
received information.'!

We argue first that the rationale of maximally conservative belief change warrants the minimally
informative interpretation of the received conditional information. The learning of an indicative con-
ditional is constraint by its meaning. By Stalnaker’s semantics, an indicative conditional @ > y means
that y is the case on the supposition of @. Hence, upon learning the indicative conditional (and hav-
ing or receiving no more information), the agent does not necessarily learn whether or not « is the
case, and a fortiori whether or not y is the case. However, the agent learns at least that the con-
junction @ A —y is not possible. Correspondingly, the minimally informative meaning of [@ > ],
or equivalently [@ > V]uin = [(@ Ay) V (ma A y) V (ma A —y)], is exhausted by all those possible
worlds that verify the material implication.12 Consequently, [-a] C [@ > Y]nin and [y] C [@ > V]nins
which means that the minimally informative proposition [@ > ] is less informative than [-a] and
[v], respectively. When learning [@ > ¥]i» and having or receiving no more information, an agent
learns only that the @ A —y-world is excluded, whereas the learning remains silent on the status of
the —a-worlds. Learning only [@ > y].x thus qualifies as a maximally conservative belief change:
the agent believes the conditional information [@ > ] without believing any of the more informative
propositions [a], [-«], [y] and/or [—y].

"'For proposals and justifications of a similar rationale, see Girdenfors (1988) and Van Benthem and Smets (2015). For
a critical and elucidating discussion of the principle of minimal or conservative belief change, see Rott (2000).

12Here the question may arise why we do not simply learn conditional information by Jeffrey imaging on the material
implication. A short answer will be provided in Section 2.3.
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Figure 2.3: A four-worlds Stalnaker model for a case, in which the only received and relevant in-
formation is “If «, then y”. The reflexive arrows illustrate that each world w is the most similar to
itself under the respective similarity order <,,. The blue arrows illustrate the change of the similarity
order such that the received and interpreted information [@ > ] is minimally informative. Here, the
minimally informative meaning of @ > yis [a > y] ={we W |wE a > y} = {w1, w3, ws}. Note that
according to (iii).(b) and (iii).(d) of Definition 4 world w, is its own most similar a-world, but does
not satisfy y, i.e. ming, [a] ¢ y and thus ming, [@ > y] # wy. Relying on the default assumption
of step (ii).(b), minsw2 [@ > y] = w(a@ A y) = wy. In words, the method prescribes that wy is the most
similar @ > y-world to wy, which is excluded under the minimally informative meaning of @ > v.
This illustrates that the minimally informative meaning [« > ] implies that —y is excluded under the
supposition of @. Hence, imaging on the minimally informative meaning of @ > vy ‘probabilistically
excludes’ w, and the probability share of w, will be fully transferred to w.
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There comes a problem of underdetermination when learning the minimally informative propo-
sition [@ > vy]. In general, the most similar @ > y-world from any excluded —~(a@ > 7y)-world is
underdetermined, and thus it is not determined whereto the probability shares of the excluded worlds
are transferred. In the Stalnaker model depicted in Figure 2.3, for instance, there are three candidate
worlds for the most similar @ > y-world from the excluded w,. We resort to the default assumption
(introduced in Section 2.2.4) to solve the problem of underdetermination.

The default assumption states that the most similar @ > y-world from any excluded o > —y-world
is a @ Ay-world, if there is more than one candidate. Observe that all worlds included in the minimally
informative proposition [@ > y] are themselves, respectively, their unique most similar [@ > y]-
world due to the reflexivity of the acquired similarity order. In this way the minimally informative
interpretation minimises the number of excluded worlds, for which the default assumption may be
needed to overcome the problem of underdetermination. In case only @ and 7y are relevant and all
an agent learns is [@ > y]uin, the default assumption simply states that the @ A y-world is the most
similar world to the excluded @ A —y-world. If the agent obtains additional information over and
above [@ > V]min, the default assumption leads to different outcomes — depending on which additional
information is learned. The outcome’s non-rigidity or variability with respect to different contextual
information is illustrated by the Ski Trip Example and Driving Test Example studied in Section 2.2.6.

There is a link between the default assumption and the probability distribution after learning: in
the case where the only received and relevant information is [@ > y]in, the default assumption is
satisfied iff the probability of the antecedent remains unchanged. Assume the default assumption is
in place and an agent does not come to believe a more informative proposition than [@ > y];i,. Then
our learning method prescribes that the probability share of the @ A —y-world is transferred to the
a A y-world. Hence, P**Y(a) = P(«a). For the converse, assume P*>?(a) = P(a) and that all an agent
learns is [@ > ¥]min. The only transferred probability share is again P(a A —y). Suppose for reductio
that P(a A —y) is transferred to some —a-world. Since P(a A —y) > 0, P*Y(-a) would be greater
than P(—a). By the probability calculus, it would follow that P*””(a) < P(a), which contradicts the
assumption. Hence, P(a A —y) is transferred to the @ A y-world, and thus the default assumption is
satisfied.

We argue now that the default assumption is warranted by the rationale of maximally conservative
belief change. A consequence of this rationale is that there should be no belief change without any
reason. (If there were such a belief change, the change would be stronger than necessary, and thus
violating the rationale.) Upon learning the indicative conditional “If @, then y”, there seems to be no
reason to change the probability of the antecedent, at least in the absence of additional information.'3
As we have seen in the previous paragraph, if the agent does not possess or receive additional infor-
mation, the default assumption ensures that the probability of the antecedent remains unchanged when
learning “If @, then y” interpreted as [@ > Y¥]uin. In the absence of further information, the default
assumption thus implements a demand of maximal conservativeness, viz. that the probability of the
antecedent should remain unchanged.

Let us consider cases where further contextual information is given. Here, the default assumption
does not necessarily ensure that the probability of the antecedent remains unchanged. If the contextual
information is sufficient to uniquely determine the respective most similar world, we do not need
to rely on the default assumption. We will see below that additional (contextual) information may
sometimes fully determine the epistemic states under consideration such that we are not in need of
the default assumption. If we need to rely on the default assumption, in contrast, we should judge

3Notice that the assumption of no additional information literally excludes that there is an epistemic reason, i.e. some
belief apart from [@ > y],.ix, to change the probability of the antecedent.
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the assumption by its predictions for specific scenarios. Unfortunately, there is a myriad of possible
scenarios that differ in their contextual information. However, we may refer again to the case studies in
Section 2.2.6, in which our learning method generates the intuitively correct results. Hence, the default
assumption seems to be justified in absence and presence of further information, at least prima facie.
This being said, we encourage the search for counterexamples to our learning method, especially
counterexamples involving contextual information.

In line with our learning method, Douven and Romeijn (2011) suggest that the probability of the
antecedent does not change upon learning an indicative conditional, at least in the absence of further
relevant information.'* They write:

We are inclined to think that Adams conditioning, or, equivalently, Jeffrey conditioning
with the explicit constraint of keeping the antecedent’s probability fixed in the update [...]
covers most of the cases of learning a conditional. (p. 654)

Since Adams conditioning always keeps the probability of the antecedent fixed, it is no general
method for learning conditional information, as sometimes this probability should change. It “may
entirely fall upon us”, so Douven and Romeijn (2011, p. 660), “to decide, on the basis of contextual
information, whether or not [Adams conditioning] applies to the learning of a given conditional”; and
further “deciding when Adams conditioning applies, may be an art, or a skill, rather than a matter of
calculation or derivation from more fundamental epistemic principles.”

In contrast to Douven and Romeijn (2011), our learning method proposes a principled way how
learning conditional information should affect the probability of the antecedent. As a consequence of
the minimally informative interpretation and the default assumption, learning indicative conditional
information does not alter the probability of the antecedent in the absence of further information.
If, in addition, contextual information is learned, the default that the probability of the antecedent
remains unchanged may be violated. Given the respective contextual information, our learning method
automatically calculates a possibly changed probability for the antecedent. No skilful decision about
which method should be applied is required.

2.2.6 Douven’s Examples and the Judy Benjamin Problem

We apply now our method of learning conditional information to Douven’s examples and the Judy
Benjamin Problem.

A Possible Worlds Model for the Sundowners Example

Example 4. The Sundowners Example (Douven and Romeijn (2011, pp. 645-646))

Sarah and her sister Marian have arranged to go for sundowners at the Westcliff hotel tomorrow. Sarah
feels there is some chance that it will rain, but thinks they can always enjoy the view from inside. To
make sure, Marian consults the staff at the Westcliff hotel and finds out that in the event of rain, the
inside area will be occupied by a wedding party. So she tells Sarah:

If it rains tomorrow, we cannot have sundowners at the Westcliff. 2.7

Upon learning this conditional, Sarah sets her probability for sundowners and rain to 0, but she does
not adapt her probability for rain.

“Douven (2012) argues more precisely that the probability of the antecedent should only change if the antecedent is
explanatorily relevant for the consequent. It is noteworthy that if the probability of the antecedent should intuitively change
in one of Douven’s examples, the explanatory relations always involve beliefs in additional propositions (apart from the
conditional) given by the example’s context description.
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Figure 2.4: A Stalnaker model for Sarah’s belief state in the Sundowners Example.

We model Sarah’s belief state as the Stalnaker model Mg, = (W, R, <, V) depicted in Figure 2.4.
W contains four elements covering the possible events of R, =R, S, =S, where R stands for “it rains
tomorrow” and S for “Sarah and Marian can have sundowners at the Westcliff tomorrow”.

Sarah interprets the conditional uttered by her sister Marian as saying that the most similar R-world
from the respective ‘actual’ world is a world that satisfies —=S. Note the symmetry to the scheme
depicted in Figure 2.3. Critics may find reasons why the default assumption in (ii).(b) of Section
2.2.4 is unjustified, and thus that we encounter here the problem of underdetermination. However,
as Douven himself points out, the intuition in the Sundowners Example derives from the verdict that
whether or not it rains may affect whether or not they have sundowners, but not the other way around:
having sundowners simply has no effect whatsoever on whether or not it rains.'> Hence, the change
of belief between R and —R is more far fetched than between S and —S. In other words, the worlds
along the horizontal axis are more similar than the worlds along the vertical axis. Consequently,
mingw1 [R>—=S] =ws.

Imaging on the minimally informative proposition [R > =S| = {wy, w3, wa} results in

1 ifw =w
R>—S (v 7Y — . f=os :
P (W) = 2, P(w) { 0 otherwise }

PS5 (w) =0 P75 (wy) = P(wy) + P(wy)

2.8
PRS (13) = P(w3) PRS (1) = P(wa) 28)

We see immediately that both intuitions associated with the Sundowners Example are satisfied,
viz. PR>75(R) = P(R) = P(w1) + P(wy) and PR>"5(R A S) = PR>"5 (w}) = 0. We conclude that our
method yields the intuitively correct results.

1SCf. Douven (2012, p. 8).
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Although justified by Douven’s remarks, the Sundowners Example demands to invoke the default
assumption in order to avoid the problem of underdetermination. We will see in the following ex-
amples that more contextual information, in particular additional factual information, may render the
default assumption superfluous.'®

A Possible Worlds Model for the Ski Trip Example

Example 5. The Ski Trip Example (Douven and Dietz (2011, p. 33))

Harry sees his friend Sue buying a skiing outfit. This surprises him a bit, because he did not know of
any plans of hers to go on a skiing trip. He knows that she recently had an important exam and thinks
it unlikely that she passed. Then he meets Tom, his best friend and also a friend of Sue’s, who is just
on his way to Sue to hear whether she passed the exam, and who tells him:

If Sue passed the exam, her father will take her on a skiing vacation. 2.9)

Recalling his earlier observation, Harry now comes to find it more likely that Sue passed the exam.

We model Harry’s belief state as the Stalnaker model Mg, = (W, R, <, V) depicted in Figure 2.5.
W contains eight elements covering the possible events of E,—E,S,—S, B, ~B, where E stands for
“Sue passed the exam”, S for “Sue’s father takes her on a skiing vacation”, and B for “Sue buys a
skiing outfit”.

Harry interprets the conditional uttered by his friend Tom as saying that the most similar E-world
from the actual world is a world that satisfies S. Crucially, Harry observed Sue buying a skiing outfit,
and thus has the factual information that B.

In total, Harry learns the minimally informative proposition [(E > S)AB] = {w € W | ming [E] €
[STA B} = {w1,ws3, ws}. Moreover, the default assumption states that wi(E A S A B) = 1 is the most
similar world to all worlds not included in the minimally informative proposition [(E > S') A B] (see
the caption of Figure 2.5).

Imaging on the minimally informative proposition [(E > S) A B] = {wy, w3, wa} results in

N N px "o 1 ifWE>5/\B=W/
PEDEw) = PYw) = Zoy POW) { 0 othe(rwis)e

P*(w1) = P(w1) + P(w2) + P(ws) + P(we) + P(w7) + P(wg) P*(w2) =0

P:(W3) = P(w3) P :(W“) = POra) (2.10)
P*(ws) =0 P (we) =0
P'(w7) =0 P'(ws) =0

Our method yields again the correct result regarding the intuition associated with the Ski Trip
Example: P*(E) > P(E), since P*(E) = P*(w;) and P(E) = P(wy) + P(w2) + P(ws) + P(wg), and
P*(E) > P(E) if P(w7) + P(wg) > 0.

The just presented model of the Ski Trip Example is surprisingly simple. Critics may say it is too
simple: your model should not omit the relation between B and S. Indeed, the first two sentences of
the Ski Trip Example suggest that there is some relation between Sue’s buying a skiing outfit and her
going on a skiing trip (or vacation). Intuitively, (a) going on a skiing trip is a good explanation for
buying a skiing outfit (S > B), and (b) buying a skiing outfit is a good predictor of going on a skiing

16Note that the Sundowners Example seems to be somewhat artificial. It seems plausible that upon hearing her sister’s
conditional, Sarah would promptly ask “why?” in order to obtain some more contextual information, before setting her
probability for sundowners and rain to 0. After all, she “thinks that they can always enjoy the view from inside”.
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Figure 2.5: An eight-worlds Stalnaker model for Harry’s belief state in the Ski Trip Example. The blue
arrows illustrate the change of the similarity order such that the received and interpreted information
[(E > S) A B)] is minimally informative. By the default assumption, wi(E A S A B) = 1 is the most
similar world from any —((E > §) A B)-world in case of underdetermination. Note that receiving
the factual information that B excludes all the worlds on the back of the cube. We see that receiving
factual information is very informative, as compared to obtaining conditional information.
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trip (B > §). Correspondingly, the critics may say that Harry rather learns [(E > S) A (S > B) A B] or
[(E>S)A(B>S)AB].

We will show now that our learning method’s result for the Ski Trip Example is robust with respect
to (a) and (b), i.e. it is compatible with assuming that Harry assumes, knows, or learns (a) or (b) in
addition to [(E > S') A B]. (Keep in mind, however, that we have no need to explicitly assume or
model any relation between B and S in order to obtain the intuitively correct result.)

Let’s assume Harry knows (a) S > B. In total, he comes to know the minimally informative
proposition [(E > S)A(S > B)AB] = {w € W | ming [E] € [S]Aming [S] € [BIAB} = {wy, w3, wa}.
Since the minimally informative proposition [(E > §) A (S > B) A B] is identical to the minimally
informative proposition [(E > §) A B], our method yields the same result. Hartmann and Rad (2017)
make and need an assumption similar to (a). “From the story it is clear”, they write, that it “is more
likely that Sue buys a new ski outfit if her father invites her for a ski trip than if he does not” (p. 11).
They represent the relation between B and S as a directed arrow from S to B in a Bayesian network
claiming this would “properly represent the causal relation between these variables” (ibid.).

In contrast to the ‘causal relation’ between the variables, Harry could engage in the predictive
inference from Sue buying a skiing outfit to raising the likelihood that she will go on a skiing trip.
So, let’s assume Harry thinks (b) B > S. In total, he comes to know the minimally informative
proposition [(E > S) A (B > S) A B] = {wi,ws}. Since the minimally informative proposition
[(E > S)A(B > S)AB]is asubset of the minimally informative proposition [(£ > S) A B], our method
yields an even stronger result: if B is a predictor of § and B is believed, then it is (possibly) even more
likely that Sue passed the exam (E). We obtain PE>SINE>SINB(E) > pE>SNB(E) > P(E). (Notice
that our method is also apt to handle cases when Harry assumes, knows, or learns the conditionals (a)
or (b) to a certain degree, as we will illustrate in the discussion of the Judy Benjamin Problem.)

Of course, Harry could also be equipped with some other contextual knowledge. Douven (2012,
p. 11) himself, for example, provides an alternative picture:

Sue’s having passed the exam would, if true, explain why she bought the skiing outfit;
that makes her having passed the exam more credible.

Here, Douven seems to propose that Harry has a relation between B and E in mind, viz. E > B (given
he knows already £ > S and B). On this picture, Harry learns in total the minimally informative
proposition [(E > §) A (E > B) A B] = {wy, w3, ws}. We see that if S and B are related in the sense
that they are both a ‘consequent’ of E, our method yields again the correct result.

We take this as further evidence that our method’s result for the Ski Trip Example is largely
independent of and compatible with additional plausible assumptions between its variables. If the
respective additional assumptions correspond to different (admissible) interpretations, the robustness
of the result could explain why it is intuitively so clear that Harry should believe it more likely that
Sue passed the exam.!” In any case, our learning method needs fewer assumptions than the other
accounts to obtain the desired result for the Ski Trip Example. At the same time, the result still stands
if we adopt the additional assumptions on which Douven (2012) as well as Hartmann and Rad (2017)
rely.

A Possible Worlds Model for the Driving Test Example

Example 6. The Driving Test Example (Douven (2012, p. 3))
Betty knows that Kevin, the son of her neighbors, was to take his driving test yesterday. She has no

"In Section 2.8, we generalise the proposed method to the learning of causal information, which allows us to define an
inference to the best explanation scheme, as Douven envisioned for the Ski Trip Example.
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idea whether or not Kevin is a good driver; she deems it about as likely as not that Kevin passed the
test. Betty notices that her neighbors have started to spade their garden. Then her mother, who is
friends with Kevin’s parents, calls her and tells her the following:

If Kevin passed the driving test, his parents will throw a garden party. (2.11)

Betty figures that, given the spading that has just begun, it is doubtful (even if not wholly excluded)
that a party can be held in the garden of Kevin’s parents in the near future. As a result, Betty lowers
her degree of belief for Kevin’s having passed the driving test.

We model Betty’s belief state as the Stalnaker model Mg, = (W, R, <, V) depicted in Figure 2.6.
W contains eight elements covering the possible events of D, =D, G, -G, S, S, where D stands for
“Kevin passed the driving test”, G for “Kevin’s parents will throw a garden party”, and S for “Kevin’s
parents have started to spade their garden”.

Betty interprets the conditional uttered by her mother as saying that the most similar D-world from
the actual world is a world that satisfies G. Furthermore, Betty infers from her contextual knowledge
that if Kevin’s parents are spading their garden, then they will not throw a garden party, in symbols
S > =G. Therefore, Betty also obtains the information that the most similar S -world from the actual
world is a world that satisfies =G. Finally, Betty knows that Kevin’s parents have started to spade
their garden, and thus has the factual information that S.

In total, Betty learns the minimally informative proposition [(D > G) A (S > ~G)AS] ={we W |
ming, [D] € [G] A min< [S] € [-G] A S} = {w4}. The obtained information, although interpreted in a
minimally informative way, is sufficient to identify the actual world. Therefore, the Stalnaker model
provides us with a unique most similar world (to any other world) under the changed similarity order
(see the caption of Figure 2.6).

Intuitively, Betty learns that she is in a S -world, since she factually obtains the information that
S. Hence, the conditional S > —G implies that =G is true in the actual world. By the conditional
D > G, we know that G is satisfied in the most similar D-world from the actual world. Since =G is
true in the actual world, we know that the actual world is not a D-world. But then the actual world is
a =D-world. For, if the actual world w were a D-world, w would satisfy G. To summarise, the actual
world satisfies =D, =G, and, obviously, S.

Imaging on the minimally informative proposition [(D > G) A (S > =G) A S] = {wa} results in

P(D>G)/\(S>—|G)/\S (W,) — P*(W’) — Zw P(W) . { é ioft;‘gf;i(;s)g@%(;)/\s =w' }:

Pw)) =0 P'(w2)=0
Pi(w3) =0 P*(wy) =1
Pi(ws) =0 P*(we) =0
P'(w7) =0 P*(wg)=0

2.12)

Our method yields again the correct result regarding the intuition associated with the Driving Test
Example: P*(D) < P(D), since P*(D) = 0 and P(D) = P(wy) + P(wy) + P(ws) + P(wg) > 0. The
following Judy Benjamin Problem will show that if Betty thinks that the conditional D > Gor S > =G
(or both) is/are uncertain, then the probability shares for some other worlds will not reduce to zero.
This fact fits nicely with the Driving Test Examples’s remark that “given the spading that has just
begun, it is doubtful [or uncertain] (even if not wholly excluded) that a party can be held in the garden
of Kevin’s parents”. We will treat the learning of uncertain conditional information in the next section.
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Figure 2.6: An eight-worlds Stalnaker model for Betty’s belief state in the Driving Test Example.
There is only a single world that satisfies the ‘minimally informative’ proposition [(D > G) A (S >
=G) A S]. For, [(D > G) A (S > =G)] = {w € W | ming,[D] € [G] A ming ,[S] € [-G]} =
{w4, ws, w7, wg}. Of those worlds only w; is in the S -plane of the cube and thus the actual world.
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A Possible Worlds Model for the Judy Benjamin Problem

We apply now our method of learning conditional information to a case, in which the received con-
ditional information is uncertain. We show thereby that the method may be generalised to cases in
which the learned conditional information is uncertain, provided we use Jeffrey imaging. Follow-
ing the presentation in Hartmann and Rad (2017), we consider Bas Van Fraassen’s Judy Benjamin
Problem. '3

Example 7. The Judy Benjamin Problem (Hartmann and Rad (2017, p. 7))

A soldier, Judy Benjamin, is dropped with her platoon in a territory that is divided in two halves,
Red territory and Blue territory, respectively, with each territory in turn being divided in equal parts,
Second Company area and Headquarters Company area, thus forming four quadrants of roughly equal
size. Because the platoon was dropped more or less at the center of the whole territory, Judy Benjamin
deems it equally likely that they are in one quadrant as that they are in any of the others. They then
receive the following radio message:

I can’t be sure where you are. If you are in Red Territory, (2.13)
then the odds are 3 : 1 that you are in Second Company area. '

After this, the radio contact breaks down. Supposing that Judy accepts this message, how should she
adjust her degrees of belief?

Douven claims that the probability of R should, intuitively, remain unchanged after learning the
uncertain conditional information. Furthermore, the probability distribution after hearing the radio
message, i. e. P*, should take the following values:

P*(RAS) = P'(RA=S) =
(2.14)

| — 00| W
Al — 00| —

P*(-RAS)=~ P (-RA-S)=

4

We model Judy Benjamin’s belief state as the Stalnaker model Msg; = (W, R, <, <’, V) depicted
in Figure 2.7. W contains four elements covering the possible events of R, =R, S, =S, where R stands
for “Judy Benjamin’s platoon is in Red territory”, and S for “Judy Benjamin’s platoon is in Second
Company area”. The story prescribes that the probability distribution before learning the uncertain
information is given by:

P(R/\S):P(R/\—|S):P(—|R/\S):P(—|R/\—|S)=;l (2.15)

In the previous examples, our agents learned a Stalnaker conditional @ > y with certainty. Ac-
cording to Theorem 1, this amounts to the constraint that P(@ > y) = P%(y) = 1 (provided «
is not a contradiction). Given this constraint and since P® is a probability distribution, we have
P (—y) = 1 — P*(y) = 0. This means that we were able to probabilistically exclude any —y-world
under the supposition of a.

Now, our agent Judy Benjamin learns a Stalnaker conditional with uncertainty. According to
Theorem 1, this amounts in this case to the constraint that P(R > S) = PR(S) = %. By the law of total
probability, we obtain P(R > =S) = PR(=S) = Alf. In contrast to learning conditional information with

certainty, we cannot subtract the whole probabilistic mass from the =S -worlds under the supposition

18Cf. Van Fraassen (1981, pp. 376-379) and Van Fraassen et al. (1986).
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Figure 2.7: A Stalnaker model for Private Benjamin’s belief state in the Judy Benjamin Problem.
The blue arrows illustrate the specification of a similarity order <’ such that the received information
[R > §]is minimally informative. Note that each world having a blue arrow satisfies R > S. The red
arrows illustrate the specification of another similarity order <#<’ such that the received information
[R > —S] is minimally informative. Each world having a red arrow satisfies R > —S. In sum, the
similarity orders are specified such that one makes [R > S] a minimally informative proposition and
the other makes [R > —S] a minimally informative proposition. By the default assumption, we obtain
ming, .« [R>S8]=wand min%(bs)=1 [R > =S] = wy. Note that under <, worlds w3 and wy satisfy
R > §, under <’ they satisfy R > —S. The teal arrows represent the transfer of k - P(w), while the
violet arrows represent the transfer of 1 — k- P(w). The application of Jeffrey imaging on [R > S| with
k = 2 leads to the following probability distribution: PX>S (w3) = 2 P(w3)+ 1 - P(w3) and PR>S (wy) =
1 7

2. P(wg) + 1 - P(ws), whereas PR (wy) = 2 - P(wy) + 3 - P(wp) and PR>S (wp) = 1 - P(w) + § - P(wy).
4 4



44 2. Learning Conditional Information by Jeffrey Imaging

of R. However, Judy Benjamin is informed from an external source about the proportion to which she
should gradually ‘exclude’ or downweigh the probability share of =(S > R)-worlds. Equivalently, we
may say that the most similar § > R-world (from any —(S > R)-world) obtains a gradual upweight of
probability such that it receives % of the probability shares of the (R > §)-worlds; in turn, however,
this =(S > R)-world then receives a probability share from its most similar R > §-world weighed by
%. Note that in Stalnaker models —(S > R) = § > —R given a similarity order (and provided S is
possible). Judy Bejamin’s learning process may thus be modeled by considering the degree of belief
in two Stalnaker conditionals that are, under a single similarity order, by the principle of Conditional
Excluded Middle, mutually exclusive.

We apply now Jeffrey imaging to the Judy Benjamin Problem, where a source external to Judy
provides her with the information that k = %.

k ifw =w (1-k) if wgseg =W
R>S /N _ . R>S ‘ s
P% W) = ;(P(W) { 0 otherwise } + P(w) { 0 otherwise }) (2.16)

Given the probability distribution before the learning process in Equation (2.15), Judy obtains the
following probability distribution after being informed that P(R > S) = %:

3

PESw) = PSR AS) = 3 Pi7(w2) = Py (R A =S) =
1

PUows) = PEOCRAS) = 3 Py (wa) = Py (R ASS) =

2.17)

| — 00| —

Our learning method using Jeffrey imaging matches the intuitions Douven claims to be correct for
the Judy Benjamin Problem. Note, in particular, that P?>5(R) = P(R) = %.19
1

2.3 Taking Stock

Let us take stock. We have seen that Douven’s dismissal of the Stalnaker conditional as a tool to model
the learning of conditionals is unjustified. Rather, the learning may be modelled by Jeffrey imaging
on the meaning of Stalnaker conditionals under the following two conditions: (i) the similarity order
of the Stalnaker model is changed in a way such that the meaning of the conditional is minimally
informative, and (ii) the default assumption is in place. The proposed learning method leads to the
intuitively correct results in Douven’s examples and complies with Douven’s intuition for the Judy
Benjamin Problem.

The minimally informative meaning of a Stalnaker conditional corresponds to the meaning of the
material implication. So why — for the sake of simplicity — do we not propose a method of learning
conditional information by Jeffrey imaging on the material implication? There are two reasons. First,
the application of Jeffrey imaging is defined with respect to similarity orders independent of using
the material implication or the Stalnaker conditional. An equivalent of the default assumption for the
material implication would require (an equivalent to) a similarity order as well. Hence, the proposal
to Jeffrey image on the material implication is prima facie not more simple than our proposal.

Second, it is far from clear how to formulate Jeffrey imaging and the default assumption for the
material implication with respect to uncertainty, contextual information and nested conditionals, as we
did for the Stalnaker conditional. The material implication and the minimally informative interpreted

19 Appendix A contains a possible worlds model of Douven and Romeijn’s (2011) Jeweller Example. There, we show
that our method also applies to examples where uncertain factual information is learned.
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Stalnaker conditional come apart when negated. Whereas the negation of the material implication
carries the strong information [@ A —y], the negation of the minimally informative proposition ex-
pressed by a Stalnaker conditional, i.e. [—(@ > ¥)]in, 1S again a minimally informative proposition,
viz. [@ > —vy]pin = [Da@ V —y]. As should be clear by now, this difference is crucial for the learning
of uncertain conditional information by Jeffrey imaging and shows that the Stalnaker conditional is
better suited than the material implication.

Even if we try to repair the material implication account by simply stipulating that —=(a — )
means @ — -y (which it doesn’t!), we run into further problems when considering nested con-
ditionals. Our learning method validates the import-export principle for right-nested condition-
als, i.e. [@ > (B > YV)nin = [(@ AB) > ¥Ylnin, and minimally informative interpreted right-
nested Stalnaker conditionals correspond to their material counterparts given their usual meaning,
ie. [@a > (B > Vnin = [ > (B — y)]. However, for left-nested conditionals, we obtain
[l = B) = vl c (@ >F) > VInin C (@ AB) > ¥)nin, a divergence between the material im-
plication and the Stalnaker conditional that is not easily overcome.

As we have just defended against the material implication, the proposed learning method is based
on Stalnaker’s semantics for conditionals. Crucially for our learning method, this semantics validates
the principle of Conditional Excluded Middle as opposed to, for example, Lewis’s (1973a) semantics
for counterfactuals.’> We are not claiming that Stalnaker’s semantics are the correct semantics for
conditionals (if there is any). Rather the employed semantics seem to be a good approximation. How-
ever, we are committed to the following conditional claim: if Stalnaker’s semantics for conditionals
are considered to be correct, or at least rational (for many cases), then the proposed learning method
should be considered correct, or at least rational (for those cases). Next, we touch upon the question
whether Stalnaker’s semantics apply to subjunctive and counterfactual conditionals, and thus whether
our learning method is applicable to subjunctives and counterfactuals.

2.4 Subjunctive Conditional Information

So far, we have applied our method of learning conditional information only to examples involving
indicative conditionals. Can our method of learning conditional information also be applied to the
learning of subjunctive conditionals? On the face of it, there seems to be no particular problem. From
the subjunctive conditional “If Oswald had not killed Kennedy, someone else would have” you learn
according to our method that the most similar world in which Oswald did not kill Kennedy, is a world
in which someone else did. However, as we have discussed in the Introduction, the subjunctive condi-
tional differs from its corresponding indicative conditional “If Oswald did not kill Kennedy, someone
else did” in meaning. Hence, our learning method should be able to learn different propositions de-
pending on the mood of a conditional.

We have already discussed the Oswald-Kennedy example in the Introduction (Chapter 1). In light
of the Kennedy-Oswald pair of conditionals, we need to explain how the information to be learned
differs depending on the subjunctive and indicative mood. As our method relies on the Stalnaker
conditional, we need to say how the most similar antecedent world differs when changing the mood
of a conditional. The rough idea to evaluate a Stalnaker conditional is to move to the possible world
in which the antecedent obtains and is as much like the actual world as possible both with regard to
particular facts about the past as well as generalisations about what might follow from what. In the

20See Stalnaker (1981) for a defense of the principle of Conditional Excluded Middle based on superevaluations and
cognitive habits.
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Introduction, we promised to sketch an amendment of Stalnaker’s semantics that allows for the most
similar antecedent world to differ depending on the mood of the conditional. Here it comes.

To evaluate a conditional we move to possibly different most similar worlds. In the case of in-
dicative conditionals, the world we move to is just the most similar antecedent world to the actual
world. In the case of subjunctive conditionals, the world we move to is the most similar antecedent
world to the actual world as it has been immediately before the point of time to which the antecedent
refers. The idea is borrowed from Lewis (1973c, p.566) who claims that “counterfactuals typically
keep fixed the past up until the time at which the counterfactual antecedent is supposed to obtain.”
Hence, when you move to a most similar antecedent world in the subjunctive case, you are not re-
stricted by the facts of the actual world in-between the reference time of the antecedent and the now.
A full account of antecedent reference will not be given here.?! However, we would like to answer
two obvious challenges.

First, consider one of Ramsey’s ‘universal’ variable hypotheticals: “If you ever took arsenic, you
would come to be poisoned.” Here it seems that the antecedent’s time reference may be represented
by a variable bound by a universal quantifier on the whole conditional. Given any (also future) time ¢,
if you were to take arsenic, you would be poisoned after . Hence, to evaluate a variable hypothetical
we are free to move to any most similar antecedent world at any time ¢. In particular, we may just
move to the most similar antecedent world here and now: “If you take arsenic, you will be poisoned.”

Second, relatedly, there are antecedents that seemingly do not refer to any time. Take, for example,
Lewis’s humorous conditional “If kangaroos had no tails, they would topple over.” Interestingly, if
kangaroos have no tails, they topple over as well. For timeless antecedents, the most similar antecedent
world for indicatives and subjunctives seems to coincide. This fits nicely to Lewis’s remark that
subjunctives about the future seem equivalent to their corresponding indicatives. “If she were to
eat the cake in 10 minutes from now, she would come to have a stomach ache” indeed seems to be
equivalent to “If she eats the cake in 10 minutes from now, she will have a stomach ache.”

As is widely acknowledged, let us suppose that our beliefs about the future are based inductively
on our beliefs of the past. Then, if the antecedent world refers to the present or future, we are at
present unable to distinguish the antecedent world most similar to the actual world from the most
similar world in 10 minutes. The antecedent world we judge most similar now, or before any time in
the future, is just the very antecedent world we judge most similar up to the present.

Metaphorically speaking, indicative conditionals stick closer to the actual world than subjunctive
conditionals because indicatives involve no time travel in thoughts. The most similar antecedent world
of an indicative can be no further from the actual world than the corresponding subjunctive (at least,
as we always tacitly assumed, that time is more fundamental than anything else, including causation.)
Except in cases where they coincide, indicative antecedent worlds are more similar to and thus more
constrained by the (facts of the) actual world (as it is now). This explains our observation in the
Introduction that the evaluation of subjunctives is somewhat more independent from the actual here
and now than the evaluation of indicatives.

Let us revisit the Oswald-Kennedy example. Both conditionals are composed out of the following
atoms:

O: Oswald killed Kennedy.

S: Someone else killed Kennedy.

2Bennett (1974) and Davis (1979) work out full accounts of antecedent reference, and so does Khoo (2017) more
recently.
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Let us use > for conditionals in the indicative mood, and ,> for conditionals in the subjunctive mood.
The subscript ¢ reminds us that the evaluation of a subjunctive conditional requires us to move to the
antecedent world that is most similar to the actual world as it has been immediately before the point of
time to which the antecedent refers. Let s(A) denote the most similar A-world to the actual world, and
5;(A) the most similar A-world to the actual world immediately before the time at which (the event or
fact described by) A occurs.

As in the Introduction, let us assume that we believe to be true that Oswald actually killed
Kennedy. Whether or not there was a conspiracy to assassinate Kennedy, we believe =0 > S to
be true. Even if Oswald acted alone in killing Kennedy, =O > § is believed to be true in s(—0)
because we believe that Kennedy has been assassinated in s(—0). The fact that Kennedy has been
assassinated in the actual world makes s(—0) more similar to it than a world in which Kennedy has
not been assassinated. The crux is that this fact is not part of the actual world restricted in time up to
immediately before Oswald assassinated Kennedy. If we judge which world is more similar to the the
actual world as it has been before Oswald assassinated Kennedy at time ¢, then the fact that Kennedy
has been killed at time ¢ plays obviously no role. Consequently, this fact is not available to single out
5:(=0).

According to our proposed amendment to Stalnaker’s semantics, s;:(—O) is the world in which
Oswald did not kill Kennedy and is otherwise most similar to the actual world as it has been immedi-
ately before the point of time at which Oswald killed Kennedy. Now, if Oswald acted alone in killing
Kennedy, we believe =O,>S to be false; if there was a conspiracy to assassinate Kennedy, we believe
—0,>S likely to be true. In both cases, we do not consider whether or not Kennedy actually has been
assassinated. The amendment explains this: as we move to immediately before the time referred to in
the antecedent, we do not know whether or not Kennedy has been assassinated. Hence, we are free to
believe either way, probably guided by our context knowledge and system of variable hypotheticals.

Let us indicate how our method would apply to the learning of subjunctive conditionals. Assume
our agent to be modelled is firmly convinced that Oswald killed Kennedy, that is O. Furthermore, it
seems to her that Oswald having killed Kennedy implies that no one else did. From this follows the
material implication O — —S. Hence, the possibility O A S is already excluded.?? Finally, let us
assume that she does not believe in a conspiracy theory according to which many powerful people
planned to kill Kennedy. In fact, she beliefs the anti-conspiracy hypothesis “If Oswald had not killed
Kennedy, no one would have”. To her, this is a counterfactual because she already believes O. We
may define the counterfactual (relative to our agent) =0, >=S by O A (—0,>—S).23 If she now learns
=0,>S (from another person) and accepts it, she learns about a conspiracy theory and accepts it. In
reality, of course, the more likely outcome of this situation is a Ramsey Test disagreement, at least if
the other person believes the same factual information O A —=S..

Learning (and accepting) —O;>S is tantamount to learn (and accept) that the possibility =0 A =S
is excluded. By the default assumption, the most similar possible world from the excluded -O A =S -
world is the world s,(—0) that satisfies S. If there is still some small probabilities associated to the
—0-worlds, they are transferred to this O A S-world. If -0 is already probabilistically excluded,
because the agent firmly believes O in the sense that P(O) = 1, no probabilities are transferred.
However, note that the agent still learns from —O;>S that —S is not the case under the supposition
of =0.%* We conjecture that our method should, in principle, be applicable to model the learning of

221t seems intuitively safe to say that a person cannot be killed by two different assassins. But then, there are cases of
overdetermination. Let us just assume that the agent we model does not consider cases of overdetermination, like the one
where two assassins shoot at exactly the same time.

BIn general, we may define a counterfactual A7>C by =A A (A,>C).

2*Here, one might think about an amendment to our amendment. We might add probabilities to our learning method that
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subjunctive and counterfactual information. However, the respective model will be more complicated
than the corresponding indicative model, because time-indexed duplicate worlds need to be included.
If our conjecture is correct, our amended learning method is even more general than before, in so far
it would also capture the learning of subjunctively conditional information.

We turn now to the learning of (uncertain) causal information by adapting the proposed method.
The adaptation is inspired by Lewis’s (1973c) notion of causal dependence which we apply to Stal-
naker conditionals. This move will allow us to formally implement Douven’s (2012) idea of how the
degree of belief in the antecedent should change as a result of its explanatory status when learning a
conditional. The combination of the methods provides a unified framework that manages to clearly
discern between the more informative causal and merely conditional interpretation of a conditional.

2.5 Learning Causal Information

In the previous sections, we proposed and tested a method of learning conditional information. We
have shown that the predictions of the proposed method align with the intuitions in Douven’s (2012)
benchmark examples and that it can generate predictions for the Judy Benjamin Problem. Now, we
adapt the method of learning conditional information to a method of learning causal information. The
adapted method allows us to conceive causally of the information conveyed by the conditionals uttered
in Douven’s examples and the Judy Benjamin Problem. The combination of the proposed learning
method and its adaptation amounts to a unified framework for the learning of (uncertain) conditional
and causal information.

It may come as a surprise that we propose an account of learning that involves (Jeffrey) imag-
ing. After all, the standard view on learning that « is Bayesian conditionalization on @, while David
Lewis’s imaging on « is widely conceived of as modeling the supposition of @. But learning a con-
ditional may — according to the suppositional view on conditionals — be interpreted as learning what
is true under a supposition (about which we may be uncertain). In particular, learning the conditional
“If @, then y” is thus equivalent to learning the conditional information that vy is the case under the
supposition that « is the case.

Douven aims to provide an account of learning conditional information that is an empirically
adequate account of human reasoning. Douven and Verbrugge (2010) submitted the thesis whether
the acceptability of an indicative conditional ‘goes by’ the conditional probability of its consequent
given the antecedent to empirical testing, and claim that the experiments speak against the thesis.?
Their results indicate that conditional probabilities do not correspond to probabilities of conditionals.
This was proven by Lewis (1976) when conditionals are to be understood as Stalnaker conditionals.
These formal and empirical results obviously provide a severe challenge for Bayesian analyses of
learning conditionals, where conditional probabilities usually take center stage.

Moreover, Zhao et al. (2012) obtained empirical results that indicate a fundamental difference be-
tween supposing and learning. In particular, supposing a conditional’s antecedent a seems to have less
impact on the credibility of the consequent y than learning that « is true. We will provide a framework
that allows us both, to distinguish between the learning of ‘factual’ and conditional information and
to generate empirically testable predictions.

are not actual, or equivalently counterfactual, in the actual world, but that have been actual immediately before the belief as
regards the antecedent was settled. See, for instance, Edgington (2008), Leitgeb (2012a,b), and Hajek (2014) for accounts
of such counterfactual probabilities.

ZThe ‘goes by’ is Lewis formulation that may be found in Lewis (1976, p. 297).
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In Section 2.6, we introduce Douven’s desideratum for accounts of learning (uncertain) condi-
tional information. His own proposal is based on the explanatory status of the antecedent. In Section
2.7, we sketch his argumentation against the method of imaging on the Stalnaker conditional as an
account of learning conditional information. The reason for Douven’s dismissal of the method is that
the rationality constraints of Stalnaker models are not sufficient to single out a model, which may
count as a representation of a belief state.

In Section 2.8, we adapt the method of learning conditional information to a method of learning
causal information. The adaptation is inspired by Lewis’s notion of causal dependence and replaces
the pragmatic assumption by the assumption that the antecedent makes a difference. In Section 2.9,
we apply our adapted method of learning causal information to Douven’s examples and the Judy Ben-
jamin Problem. In Section 2.10, we formally implement Douven’s idea concerning the explanatory
status of the antecedent within our framework.

2.6 Douven’s Account of Learning Conditional Information via the Ex-
planatory Status of the Antecedent

Douven (2015) propounds a broadly Bayesian model of learning conditional information. As the stan-
dard Bayesian view of learning, Douven’s account assumes that learning the unnested indicative con-
ditional “If @, then y”” implies that the posterior degree of belief for y given a is set to approximately
1,i.e. P*(y | @) = 1. In contrast to standard Bayesian epistemology, explanatory considerations play
a major role in his model of updating on conditionals.

Douven proposes a desideratum for any account of learning conditional information, viz. a crite-
rion that determines whether an agent raises, lowers, or leaves unchanged her degree of belief P(a)
for the antecedent upon learning a conditional. He even writes that we “should be [...] dissatisfied
with an account of updating on conditionals that failed to explain [...] basic and compelling intuitions
about such updating, such as, in our examples”.?® Douven’s methodology consists in searching for
an updating model that accounts for our intuitions with respect to three examples, the Sundowners
Example, the Ski Trip Example and the Driving Test Example. The three examples represent the
classes of scenarios, in which P(a) should intuitively remain unchanged, be increased and decreased,
respectively. He dismisses any method of learning conditional information that cannot account for all
of the three examples. He emphasises that no single account of learning uncertain conditional and/or
causal information is capable of solving all of his examples. Taking the examples as benchmark, he
also dismisses the Stalnaker conditional as a tool to model the learning of conditional information.
We have already shown that he errs on both: our account of learning conditional information succeeds
in modelling all of his benchmark examples and is based on the Stalnaker conditional.

The core hypothesis of Douven’s account is that the change in explanatory quality or ‘explana-
tory status’ of the antecedent @ during learning the information results in a change of the degree of
belief for a. If the explanatory status of @ goes up, that is @ explains y well, then the degree of be-
lief after learning the conditional increases, i.e. P*(a) > P(a); if the explanatory status of @ goes
down, P*(a) < P(a); if the explanatory status remains the same, a variant of Jeffrey conditioning is
applied that has the property that P*(«) = P(@). Following Bradley (2005), Douven calls this Jeffrey
conditioning over a restricted partition ‘Adams conditioning on P*(y | @) ~ 1°.%7

ZDouven (2012, p. 3).
?"The partition is restricted according to the odds for the consequent of the learned conditional. For details, see Bradley
(2005, pp. 351-52), and Douven and Romeijn (2011, pp. 650-53).
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Douven and Romeijn proposed a solution to the Judy Benjamin Problem. The problem indicates
that the revision method that minimises the Kullback-Leibler divergence leads to counterintuitive
results for learning uncertain conditional information. Their solution uses the variant of Jeffrey con-
ditioning mentioned above. However, their proposed method fails to account for examples where
the probability of the antecedent is supposed to change, since it has the invariance property that
P*(a@) = P(a), for all @, and thus disqualifies as a general account of learning conditional infor-
mation.?

2.7 Douven’s Dismissal of the Stalnaker Conditional

Douven claims that Stalnaker conditionals are not suited to model the learning of conditional informa-
tion. He argues for this claim by pointing out that a learning method based on the Stalnaker conditional
“makes no predictions at all about any of our examples”.?’ The cited reason is that we would not be
able to exclude certain Stalnaker models as rational representation of a belief state.

Recall from 2.2 that Douven provides three possible worlds models for his point. Each model
consists of four worlds such that all logical possibilities of two binary variables are covered. He
observes that imaging on “If @, then 5 interpreted as a Stalnaker conditional has different effects: in
model I the probability of the antecedent a, i. e. P(@) decreases, in model II P(a) remains unchanged,
and in model IIT P(e) increases. According to Douven this flexibility of the class of possible worlds
models is a problem rather than an advantage, since there would be no rationality constraints to rule
out certain models as rational representations of a belief state.

Consider a scenario of the class, where the antecedent remains unchanged (e.g. the Sundowners
Example). The problem is, so Douven, that there are no criteria to exclude models I and III as rational
representations of a belief state, in which P(a) should not change. In Douven’s words:

In fact, to the best of my knowledge, nothing said by Stalnaker (or Lewis, or anyone else
working on possible worlds semantics) implies that, supposing imaging is the update rule
to go with Stalnaker’s account, models I and III [...] could not represent the belief state of
a rational person; [...] In short, interpreting “If A, B” as the Stalnaker conditional and up-
dating on it [...] by means of imaging offers no guarantee that our intuitions are respected
about what should happen — or rather not happen — after the update [...]. Naturally, it
cannot be excluded that some of these models — and perhaps indeed all on which [...] [the
degree of belief in the antecedent] changes as an effect of learning [the conditional] — are
to be ruled out on the basis of rationality constraints that I am presently overlooking, per-
haps ones still to be uncovered, or at least still to be related to possible worlds semantics
as a tool for modelling epistemic states. It is left as a challenge to those attracted to the
view considered here to point out such additional constraints.>

In the previous sections, we met the challenge Douven mentions in the quote. We discovered two
constraints that singled out Stalnaker models that plausibly represent the belief states in Douven’s
benchmark examples. Imposing the two additional constraints amounts to interpreting the meaning of
a Stalnaker conditional in a minimally informative way and supplementing the analysis by a default
assumption. However, our account is somewhat incomplete because it cannot model explanatory or
causal information conveyed by a conditional.

2Cf. Douven and Romeijn (2011, pp. 648—655), Douven (2012, pp. 9-11).
¥Douven (2012, p. 7).
%Douven (2012, pp. 8-9).
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2.8 An Adaptation of the Method to the Learning of Causal Informa-
tion

In Section 2.6, we have seen that Douven invokes explanatory considerations in order to model the
learning of conditional information. His account presupposes an explanatory reading of the learned
conditional information, which may be of the form ‘If @, then y’. While we are skeptical about
the presupposition that any conditional can or should be read as (a part of) an explanation or causal
dependence, we admit that conditionals often figure in explanations. Hence, the proposed method
of learning conditional information should be able to account for the learning of causal information
conveyed by conditionals; otherwise, the proposed method suffers a major drawback.

In this section, we sketch how the proposed method may be adapted to a method of learning
causal information. The adaptation is inspired by Lewis’s analysis of causal dependence in terms of
counterfactuals. Douven claims that, in any account of explanation that relies on a Stalnaker model,
‘to explain’ means to ‘provide causal information’, where ‘causal’ refers to a Lewis style analysis.>!

We write @ = 7 for the causal reading of “If a, then y”. According to Lewis’s idea of causal
dependence, @ = v is satisfied iff @ > y and —a@ > —y. We may apply the proposed method of
learning conditional information by taking the minimally informative meaning of @ = 7 into account
(instead of the one of @ > y), if we substitute the default assumption. We call the adaptation the
‘method of learning causal information’.

The substitution of the default assumption to what we call ‘causal difference assumption’ runs as
follows. Assume we have no further contextual knowledge. Then, the most similar « = y-world
from any excluded @ = —y-world is a (@ A y)-world, if the excluded @ = —y-world satisfies a.
Furthermore, the most similar @ = y-world from any excluded @ = —y-world is a (-ma A —y)-world,
if the excluded @ = —y-world satisfies —a. In symbols,

[@ = y] = { Wany I Wommy(@) = 1 } (2.18)

min .
= Woan—y if Wa=>—|y(a') =0

Swa=-y
The causal difference assumption is justified, if we understand causal dependence as difference
making a la Lewis.’” The antecedent & makes the difference as to whether y or —y. Hence, @ = y
means that worlds in which « obtains are worlds in which vy obtains, and accordingly that worlds in
which —a obtains are worlds in which —y obtains. It is built in the analysis of causal dependence, so
to speak, that the difference making factors (@ and —«a) are more dissimilar than the ensuing effects.
Note that causal dependence is more informative than conditional dependence. For, the minimally
informative meaning of [@ = 7] is in the absence of further information always a strict subset of
the minimally informative meaning of [@ > y]. The reason is that causal dependence, by definition,
conveys in addition to the indicative conditional information also the information [-a@ > —y]. In
brief, if an agent learns @ = v, our adapted method prescribes that the @ A —y-worlds transfer their

3ICf. Douven (2012, pp. 8-9, especially footnote 7), Lewis (1973c). Furthermore, Douven claims that Lewis’s and
Stalnaker’s semantics for conditionals are “exactly the same” (Douven (2012, p. 8, lines 8§-11)). However, there is a
difference between the Stalnaker and Lewis semantics. In a Stalnaker model, there is always a single most similar world
(or no world) to the actual world, whereas Lewis’s semantics allows for a set of worlds (or no world) whose elements are
equally similar to the actual world. A consequence of the difference is that Lewis’s ‘official’ semantics for conditionals,
i.e. the system VC, does not validate the principle of Conditional Excluded Middle, whereas Stalnaker’s logic C2 for
conditionals does. In Lewis’s nomenclature, system C2 is labelled by VCS. (Cf. Lewis (1973b), Lewis (1973a), and, for
details, Unterhuber (2013, especially Chapter 3.2 and Chapters 3.3.3 and 3.3.4)) The non-identity of Lewis’s and Stalnaker’s
semantics implies that our method of learning causal information is not equivalent to Lewis’s notion of causal dependence.
While the method relies on Lewis’s idea, we stick to Stalnaker’s semantics in this paper.

2Cf. Lewis (1973c).
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probability shares to the most similar @ A y-world, and the —a A y-worlds transfer their probability
shares to the most similar —a@ A —y-world. In other words, if the antecedent « is a difference maker,
then the probability mass of those worlds w that do not satisfy @ = v is shifted to the most similar
a = y-world w’ that agrees with the Boolean evaluation for «, i.e. w(a) = w'(«).

2.9 Douven’s Examples and the Judy Benjamin Problem as Causal Sce-
narios

We apply now our adapted method of learning causal information to Douven’s examples and the Judy
Benjamin Problem.

Recall Example 4, the Sundowners Example, from Section 2.2.6. We model Sarah’s belief state
as the Stalnaker model depicted in Figure 2.8. W contains four elements covering the possible events
of R,—R, S, S, where R stands for “it rains tomorrow”’ and S for “Sarah and Marian can have sun-
downers at the Westcliff tomorrow”.

Let us assume that Sarah interprets the conditional uttered by her sister Marian as conveying the
causal information R = —S. As Douven himself points out, the intuition in the Sundowners Example
derives from the verdict that whether or not it rains makes the difference as to whether or not they
have sundowners, but not the other way around: having sundowners simply has no effect whatsoever
on whether or not it rains.’> Hence, the change of belief between R and —R is more far fetched than
between S and —S. In other words, the worlds along the horizontal axis are more similar than the
worlds along the vertical axis. Since R = =S = (R > =S)A (=R > §), R = —S expresses both that §
is excluded under the supposition of R and —S is excluded under the supposition of =R. By the causal
difference assumption, we obtain minsw1 [R > —=S] =w; and minsw4 [-R > §] = ws. Lewis’s imaging
method results in a shift of probability shares along the horizontal axis of Figure 2.8.

Imaging on the minimally informative proposition [R = =S| = {w,, w3} results in

1 ifw =w
R==S (1 /Y — . f=3 :
PE= () = 3, P(w) { 0 otherwise }

PS5 () =0 PR=75 (wy) = P(wy) + P(wy)

2.19
PR=75 (w3) = P(ws) + P(wy) PR (wy) = 0 @19

We see immediately that both intuitions associated with the Sundowners Example are satisfied,
viz. PR27S(R) = P(R) = P(w;) + P(w») and PR (R A S) = P(w;) = 0. We conclude that the
method of learning causal information yields the intuitively correct results. Our account, thus, allows
to conceive of the conditional learned in the Sundowners Example as conveying causal information.

Recall Example 5, the Ski Trip Example, from Section 2.2.6. We model Harry’s belief state as
the Stalnaker model depicted in Figure 2.9. W contains eight elements covering the possible events
of E,-E,S, S, B,—B, where E stands for “Sue passed the exam”, S for “Sue’s father takes her on a
skiing vacation”, and B for “Sue buys a skiing outfit”.

We assume that Harry interprets the conditional uttered by his friend Tom as conveying the causal
information £ = §. Furthermore, The Ski Trip Example assumes that Harry is equipped with the
following contextual knowledge: Sue buying a skiing outfit may causally depend on the invitation of
Sue’s father to a skiing vacation, in symbols S = B. Finally, Harry observed Sue buying a skiing
outfit, and thus has the factual information that B.

3Cf. Douven (2012, p. 8).
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Figure 2.8: A Stalnaker model for Sarah’s belief state in the Sundowners Example. The blue arrows
illustrate the change of the similarity order such that the received information, causally understood
as R = =S, is minimally informative. Here, the minimally informative meaning of R = =S is

[R=-ST=[R>=SIN[-R>S8]={wy,w3}.
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Figure 2.9: An eight-worlds Stalnaker model for Harry’s belief state in the Ski Trip Example. Harry
learns the minimally informative proposition [(E = S) A (S = B)] = {w € W | (min,_[E] €
[SD A (min,, [-E] € [=S]) A (min,,_[S] € [B]) A (min,,_[=S] € [-B])} = {w1, wg}. Since Harry also
obtains the factual information B, we can also exclude the =B-world wyg.

In total, Harry learns the minimally informative proposition [(E = S) A (S = B) A B] = {wy}.
Since wy is the only world that is not probabilistically excluded, we do not need to appeal to the causal
difference assumption in this example.

Imaging on the minimally informative proposition [(E = S) A (S = B) A B] = {w} results in the
following probability distribution, where we do not display the vanishing probabilities:

P(E=>S)/\(S=>B)/\B(W/) — P*(W,) — Zw P(W) . { (1) i)f‘tl";\/e(f‘x:/;_ss‘éA(S:B)AB =w }:

Pi(wy) =1 (2.20)

The result meets the intuition associated with the Ski Trip Example: P*(E) > P(E), since P*(E) =
P*(wy) and P(E) = P(w1) + P(wy) + P(ws) + P(wg). Later on, we will see that the probabilities of the
worlds wy, wz, wq would not have vanished entirely, if either E = § or § = B (or both) had conveyed
only uncertain information.

In Section 2.2.6, when we interpreted the uttered conditional as merely conveying conditional
information, we needed to rely on the default assumption to model the Ski Trip Example. If we appeal
to the causal interpretation in the Ski Trip Example, we need neither the default assumption nor the
causal difference assumption any more. Again, our framework allows to conceive of the conditional
learned in the Ski Trip Example as conveying causal information.

Recall Example 6, the Driving Test Example, from Section 2.2.6. We model Betty’s belief state as
the Stalnaker model depicted in Figure 2.10. W contains eight elements covering the possible events
of D,-D,G,—G,S, S, where D stands for “Kevin passed the driving test”, G for “Kevin’s parents
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Figure 2.10: An eight-worlds Stalnaker model for Betty’s belief state in the Driving Test Example.

will throw a garden party”, and S for “Kevin’s parents have started to spade their garden”.

Assume Betty interprets the conditional uttered by her mother as the causal information D = G.
Furthermore, Betty infers from her contextual knowledge that because Kevin’s parents are spading
their garden, they will not throw a garden party, in symbols S = -G. Finally, Betty knows that
Kevin’s parents have started to spade their garden, and thus has the factual information that S .

In total, Betty learns the minimally informative proposition [(D = G) A (§ = =G) A S] = {wa}.
In Figure 2.10, we see that the Driving Test Example is structurally similar to the Ski Trip Example.

Imaging on the minimally informative proposition [(D = G) A (S = =G) A S] = {wa} results in
the following probability distribution, where we do not display the vanishing probabilities:

PO=ONS==GINS (/) = P*(w') = 3. P(w) - { (1) iofﬂvl‘zrbvzcs;é/\(s:ﬁG)As =W }:

P(wg) =1 (2.21)

Our method yields again the correct result regarding the intuition associated with the Driving Test
Example: P*(D) < P(D), since P*(D) = 0 and P(D) = P(w1)+ P(w2)+ P(ws)+ P(wg) > 0. Again, our
framework allows to conceive of the conditional learned in the Driving Test Example as conveying
causal information.

The following Judy Benjamin Problem will illustrate that if Betty thinks that the conditionals
D = G or S = -G (or both) convey uncertain information, then the probability shares for some other
worlds will not reduce to zero. This fact fits nicely with the Driving Test Examples’s remark that
“given the spading that has just begun, it is doubtful [or uncertain] (even if not wholly excluded) that
a party can be held in the garden of Kevin’s parents”. We exemplify the application of our method to
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the learning of uncertain causal information now.

Recall Example 7, the Judy Benjamin Problem, from Section 2.2.6. We apply now our method
of learning causal information to this case, in which the received information is uncertain. We show
thereby that the method may be generalised to cases in which the learned information is uncertain,
provided we use Jeffrey imaging.

We model Judy Benjamin’s belief state as the Stalnaker model depicted in Figure 2.11. W contains
four elements covering the possible events of R, —R,S, S, where R stands for “Judy Benjamin’s
platoon is in Red territory”, and S for “Judy Benjamin’s platoon is in Second Company area”. The
story prescribes that the probability distribution before learning the uncertain information is given by:

P(R/\S):P(R/\—|S):P(—|R/\S):P(—|R/\—|S):A—lt (2.22)

In the previous examples, our agents implicitly learned Stalnaker conditionals of the form « > y
with certainty. According to Theorem 1, this amounts to the constraint that P(a > y) = P%(y) = 1
(provided « is not a contradiction). Given this constraint and since P? is a probability distribution,
we have P*(—y) = 1 — P*(y) = 0. This means that we were able to probabilistically exclude any
—y-world under the supposition of a.

Now, our agent Judy Benjamin learns uncertain causal information, i.e. she implicitly learns
Stalnaker conditionals with uncertainty. According to Theorem 1 and since R = § is equivalent to
(R > S)A(=R > —8), this amounts in the Judy Benjamin Problem to the constraint that P(R = S) = %.
By our method, we obtain P(R = —§) = %. In contrast to learning causal information with certainty,
we cannot subtract the whole probabilistic mass from the =S -worlds under the supposition of R, and
accordingly from the §-worlds under the supposition of =R. However, Judy Benjamin is informed
from an external source about the proportion to which she should gradually ‘exclude’ or downweigh
the probability share of R = —S-worlds. Equivalently, we may say that the most similar R = §-
world (from any R = -S)-world) obtains a gradual upweight of probability such that it receives %
of the probability shares of the R = —§-worlds; in turn, however, this R = —S-world then receives
a probability share from the R = §-world weighed by le' Note that in Stalnaker models R = =S is
equivalent to (R > =S) A (=R > S).

We apply now Jeffrey imaging to the Judy Benjamin Problem, where a source external to Judy
provides her with the information that k = %.

k ifw =w (1-k) if wgeg =w
=S/ 0\ . R=S X R=-S
PP = Zwl (P(W) { 0 otherwise } +Pw) { 0 otherwise }) (2.23)
Given the probability distribution before the learning process in Equation (2.22), Judy obtains the
following probability distribution after being informed that P(R = §) = %:

3
PS5 w) = PESRAS) = PS5 wa) = PSR A -S) =
1

PgiS(wg) = PS:S(—!R AS) = g P1§=>S(W4) — PS:S(_‘R A=S) =

The probability distribution of (2.24) does not conform to Douven’s intuitively correct distribution
of (2.14), while the desideratum P§>S (R) = PR) = % is met. Note that the learning of causal

(2.24)

0| W oo —

4
information results in P’;Z’S ("R AAS) = % which may be plausible for cases of causal dependence.

4
However, we do not think that the conditional of the Judy Benjamin Problem is meant to express a
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Figure 2.11: A Stalnaker model for Private Benjamin’s belief state in the Judy Benjamin Problem. The
blue arrows illustrate the specification of a similarity order <’ such that the received information [R =
S']is minimally informative. Note that each world having two outgoing blue arrows (one for R > § and
one for =R > —S) satisfies R = §. The red arrows illustrate the specification of another similarity
order <#<’ such that the received information [R = =S] is minimally informative. Each world
having two outgoing red arrows (one for R > =S and one for =R > §) satisfies R = —S). In sum,
the similarity orders are specified such that one makes [R = S] = {w}, w4} a minimally informative
proposition and the other makes the complement proposition [R = —S] = {wy,ws} a minimally
informative proposition. By the causal difference assumption, we obtain minS;V2 [R = S] =w; and
mingcv3 [R = S] = wy. Furthermore, we obtain minswI [R = =S] = wy and minsw4 [R = =S] = ws.
The teal arrows represent the transfer of k - P(w), while the violet arrows represent the transfer of
1—k-P(w). The application of Jeffrey imaging on [R = S ] with k = % leads to the following calculation
for the probability distribution: PR=5 (w1) = 2+ P(wy)+2 - P(w»), and P85 (wy) = 1-P(w1)+ - P(wy),
1 i

and PR=S (w3) = 1 P(w3) + 1 - P(ws), and PR=S (wy) = 2 - P(w3) + 3 - P(wa).
4 4
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causal dependence relation. In Section 2.2.6, we treated the received uncertain conditional as merely
carrying uncertain conditional information. Applying the method of learning uncertain conditional
information allowed us to offer a solution to the Judy Benjamin Problem that agrees with Douven’s
desired distribution of (2.14).

The Judy Benjamin Problem illustrates quite vividly the main difference between learning con-
ditional and causal information. A merely conditional understanding of the conditional in the Judy
Benjamin Problem does not affect the (row of) —a-worlds, whereas the difference-making or causal
dependence interpretation of the conditional affects the (row of) —a-worlds.

2.10 Stalnaker Inferences to the Explanatory Status of the Antecedent

The method of learning causal information provides a formally precise implementation for when and
how Douven’s explanatory status of the antecedent should change. Recall his idea from Section 2.6
that the explanatory power of the antecedent with respect to the consequent determines the probability
of the antecedent after learning the conditional. The idea is related to abduction, nowadays more
commonly referred to as ‘inference to the best explanation’, or at least to a good explanation. The
schema of such an inference runs as follows: @ explains y (well), and y obtains. Therefore, « is true,
or at least more likely.

We may interpret a Stalnaker agent’s learning of @ = 7 as inference to a good explanation.
Suppose an agent believes the fact y and receives the information @ = y. Then the agent infers that
@ explains y (well).’* For, @ = y implies that =y would be the case, if @ were not the case. But 1 is
the case and thus indicates that « is the case as well. The Ski Trip Example is an instance of this type
of reasoning. Harry learns £ = S, S = B and the fact B. He infers by our method of learning causal
information that S explains B and, in turn, that E explains S. Consequently, PE=SHNS=BAB(E) >
P(E). In general, PZH:W)M(&) > P(a), if £ > % In such a case, we call a the antecedent in a
‘Stalnaker inference to a good explanatory status of the antecedent’, or simply the antecedent in a
‘Stalnaker inference to a good explanans’.

In the Driving Test Example, Kevin’s passing the driving test (D) is at odds with the parent’s
spading their garden (). D does not explain S (well). There is rather a tension between the occurrence
of D and S'. We can again formally implement the reasoning. Suppose S and S = —G, where G stands
for “Kevin’s parents will throw a garden party”. Betty receives the information that D = G. S and
S = -G implies that G is not the case. By D = G, we may therefrom infer that D is not the case
either. For, if D were the case, G would be the case. Consequently, PP=ONSE==GAS(Dy < P(D).
In general, P,(C‘my)/\ﬂy(a) < P(a), if k > % In such a case, we call a the antecedent in a ‘Stalnaker
inference to a bad explanans’. Notice that our framework allows for a probabilification of the Stalnaker
inferences, if uncertain causal information is learned.

2.11 Conclusion

We have seen that Douven’s dismissal of the Stalnaker conditional as a tool to model the learning
of conditional and causal information is unjustified. Rather, this type of learning may be modeled by
Jeffrey imaging on the meaning of Stalnaker conditionals under the following condition: the similarity
order of the Stalnaker model is changed in a way such that the meaning of the conditional is minimally

3*We may also say that « is a ground for y that makes the difference as to whether or not y obtains.
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informative. Both methods of learning information align with the intuititively correct results in Dou-
ven’s benchmark examples. However, Douven’s intuitions about the Judy Benjamin Problem are only
met, if we understand the conditional Judy receives as conveying merely conditional information.

We have shown that the method of learning (uncertain) conditional information may be adpated to
a learning method of (uncertain) causal information. The adaptation is based on the Stalnaker condi-
tional, for which Lewis’s idea of causal dependence is implemented. The two methods come with two
different assumptions, viz. the default assumption and the causal difference assumption, respectively.
The combination of the two methods provides a unified framework that manages to clearly discern
between a merely conditional and a causal reading of the conditional “If «, then y”. Hence, the gen-
eral method cannot be attacked for not being applicable to conditionals that (are supposed to) express
causal dependences. In detail, if no further contextual information is available, conjunctive informa-
tion is strictly more informative than causal information, which is in turn strictly more informative
than conditional information. For, the minimally informative conjunctive, causal and conditional
propositions stand in the following strict subset relation: [@ A y] C [@ = y] C [a > vy].

The causal dependence reading can be used to formalise Douven’s explanatory status of the an-
tecedent. We thereby convey the explanatory status a precise formal meaning that may be used to
operationalize Douven’s idea that explanatory considerations play a core role in learning conditionals.
Furthermore, the results suggest that we should distinguish between a merely conditional or supposi-
tional interpretation and a causal dependence interpretation of a conditional. A supposition should not
affect those cases, in which the antecedent is not satisfied, whereas a difference-making conditional
should. Based on this distinction, we hope that the proposed framework can help psychologists of
reasoning to provide an empirically adequate account of actual reasoning behaviour with respect to
the learning of conditional and causal information.

The advantages of our unified framework of learning uncertain information, as compared to al-
ternative accounts, will be assessed elsewhere. We plan to compare our account in detail to Dou-
ven’s account of learning conditional information and Bayesian accounts of learning conditionals. In
particular, we will show that the Bayesian account of Hartmann and Rad (2017) — that minimizes
the Kullback-Leibler divergence on a fixed Bayesian network — has severe problems to capture the
merely conditional interpretation of conditionals. As a consequence the Judy Benjamin Problem re-
mains troublesome for their account.



Chapter 3

On the Ramsey Test Analysis of ‘Because’

In the previous chapter, we were concerned with the learning of conditional and causal information.
We proposed a method of learning conditional and causal information based on Stalnaker’s (1968)
semantics of conditionals. Now, we move on to the natural language semantics of conditionals and
because. The assertion of a conditional ‘if @, then v’ commonly implies that the antecedent « is
in some way relevant for the consequent y. The semantics of variably strict conditionals by Lewis
(1973a) and Stalnaker (1968) spells out the relation of relevance between antecedent and consequent
via a similarity order between possible worlds.! However, this semantics fails to account for the
relevance between antecedent and consequent, at least in the indicative case. That is, if @ and y are
true in the actual world, then the conditional @ > 7 is true in that world, independently of whether
there is any connection between « and y. For example, ‘If Munich is a town in Germany, then Lund
is a town in Sweden’ is true, provided that Munich is a town in Germany and Lund a town in Sweden.
This seems to be an absurd consequence.

The Ramsey Test approach to conditionals by Géirdenfors (1978) and Gérdenfors (1988) faces an
analogous problem: if @ and vy are believed to be true, then a > y must be accepted in that approach.
Hence, the formal semantics of conditionals by Stalnaker (1968), Lewis (1973a), Giardenfors (1978),
and Girdenfors (1988) fail to distinguish between trivially true and non-trivially true indicative con-
ditionals. This problem has been addressed by Rott (1986) in terms of a strengthened Ramsey Test.
In this chapter, we refine Rott’s variant of a strengthened Ramsey Test and the corresponding analysis
of because sentences. Given that because is used to express explanatory relations, we show that our
final analysis captures the presumed asymmetry between explanans and explanandum much better
than Rott’s original analysis.

Sources. This chapter builds on joint work with Holger Andreas. Substantial content of Andreas
and Giinther (2018) is reprinted by permission from Springer Nature: Springer Netherlands, Erken-
ntnis, On the Ramsey Test Analysis of ‘Because’, Holger, A. and Giinther, M., License Number
4364830123295 (2018), advance online publication, 7 June 2018 (https://doi.org/10.1007/s10670-
018-0006-8, Erkenn).

!Grove (1988) has shown that Lewis’s and Stalnaker’s possible worlds semantics can equivalently be spelled out in
systems of spheres of possible worlds.
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3.1 Introduction

We attempt to analyse the presumed relevance between a conditional’s antecedent and its consequent
by means of a strengthened Ramsey Test. More specifically, we suggest that a conditional be accepted
iff it passes the following test:

First, suspend judgement about the antecedent and the consequent. Second, add the an-
tecedent (hypothetically) to your stock of explicit beliefs. Finally, consider whether or
not the consequent is entailed by your explicit beliefs.

We believe that this variant of a strengthened Ramsey Test has interesting applications in different
areas of philosophical logic:

1. The analysis of indicative, subjunctive, and counterfactual conditionals in natural language.
2. The analysis of the conjunction ‘because’ in natural language.
3. The logical analysis of explanations.

4. The conditional analysis of causation.

The chapters 4 and 5 of this dissertation are devoted to analyse causation in terms of our strength-
ened Ramsey Test. In this chapter, however, we focus on the semantic analysis of indicative con-
ditionals and the word ‘because’ in natural language. In passing, we shall also make references to
explanations, which seem to be related to an analysis of ‘because’ in natural language.

Let us briefly explain why the problem of relevance between antecedent and consequent is par-
ticularly pressing for an analysis of ‘because’. If a speaker asserts “y because of a’, then he or she
already believes, or knows, that o and y. Hence, the standard Ramsey Test conditional o > v is far
too weak for a conditional analysis of ‘because’. For, this conditional does not require the antecedent
to be relevant for the consequent in case @ and 7y are believed to be true.

In addition to the relevance between explanans and explanandum, our analysis aims to account
for the presumed asymmetry of explanatory relations. As is widely agreed upon, the presence of a
tower may well explain the occurrence of a shadow, but not vice versa. That is, we endorse ‘there is a
shadow because of the tower’, but not ‘there is a tower because of the shadow’. The structure of this
simple example captures a large class of asymmetric explanatory relations. We take it as a starting
point to eventually work out a general account of scientific explanations.

The following analysis of ‘because’ will be shown to yield the intended results for the tower-
shadow scenario. Let > designate our strengthened Ramsey Test conditional. That is, & > v iff, after
suspending judgment about @ and 7y, an agent can infer y from the supposition of « (in the context of
further beliefs in the background). The schema of our definition is then:

Because a,y relative to K(S) iff a>vyeK(S) and a,y <€ K(S)

where K(S) designates the belief set of the epistemic state S. We represent epistemic states by belief
bases rather than belief sets. This proves crucial to account for the asymmetry between explanans and
explanandum.

The next step is to generalise the tower-shadow scenario. We shall specify the inferential rela-
tions on the basis of which our analysis verifies statements of the form “y because of @’, provided the
underlying representation of epistemic states satisfies certain conventions. While this analysis cap-
tures the presumed asymmetry for the tower-shadow scenario as well as further classes of explanatory
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relations, there remain cases for which the analysis yields symmetric explanations. We therefore con-
clude with a proposal for a strictly asymmetric Ramsey Test conditional, which in turn yields a strictly
asymmetric analysis of ‘because’.

The present investigation is very much inspired by the work of Rott (1986) on strengthening the
Ramsey Test and his corresponding analysis of ‘because’. We will show, however, that Rott’s analysis
fails to account for the asymmetry of explanatory relations in the case of the tower-shadow scenario
and a related class of explanatory relations. This is why we propose an alternative strengthening of
the Ramsey Test.

Methodologically, we are working upward from the applications to the formal theory. This strat-
egy seems preferable, for example, when it comes to choosing between different variants of a strength-
ened Ramsey Test. Moreover, it is worth noting that we take certain intuitions about the propriety of
explanatory relations for granted, for instance, the intuition of asymmetry in the tower-shadow exam-
ple. Our analysis thus aims to capture this and related intuitions about the propriety of explanatory
directions.

3.2 Belief Revision Theory

3.2.1 Belief Revision: Basic Ideas

Belief revision theory provides us with a precise semantics of belief changes for the Ramsey Test. Let
us therefore very briefly review the basic ideas of this theory. Let K be a set of formulas that represent
the beliefs of an agent and a a formula that represents a single belief. In the AGM framework,
developed by Alchourrén et al. (1985)), one distinguishes three types of belief change of a belief set
K by a formula a:

1. Expansions K + «
2. Revisions K *
3. Contractions K — a.

An expansion of K by @ consists in the addition of a new belief a to the belief set K. This operation is
not constrained by any considerations as to whether the new epistemic input « is consistent with the
set K of present beliefs. Hence, none of the present beliefs is retracted by an expansion.

A revision of K by «, by contrast, can be described as the consistent integration of a new epistemic
input « into a belief system K. If « is consistent with K, it holds that K + A = K * «. If, however, « is
not consistent with K, some of the present beliefs are to be retracted in order to believe a.

A contraction of K by «, finally, consists in retracting a certain formula o from the presently
accepted system of beliefs. This operation will be used to define the suspension of judgement about o
in our strengthened version of the Ramsey Test.

Belief changes can be defined in various ways. In what follows, we explain two approaches to the
determination of belief revisions and contractions. First, entrenchment based revisions, which are part
of the classical AGM theory. Second, partial meet base revisions, which use the AGM framework but
have been developed at a later stage. Before we do so, we briefly introduce the AGM postulates for
belief revisions and contractions.?

ZFor an accessible exposition of the classical AGM theory, including a detailed discussion of the postulates, the reader
is referred to Gardenfors (1988).
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3.2.2 AGM Postulates

AGM Belief Revision Theory aims to specify how a rational agent revises her belief state when ac-
commodating a new belief. In part, the theory was devised to capture the effect on a rational agent’s
belief state when she learns new evidence. However, according to Gérdenfors (1988, p. 48) a “revi-
sion may also be made when you, for the sake of the argument, hypothetically accept a proposition”,
for example in a Ramsey Test situation.

In AGM Belief Revision Theory, belief states are modeled as belief sets. The intended interpre-
tation of such a set is that it contains those and only those sentences that are accepted or believed to
be true by the corresponding agent. A belief set K is a consistent set of sentences that is closed under
logical consequence. Formally, let  denote some logical consequence and Cn(X) the corresponding
set of logical consequences of a set X. Then, for any belief set K, we have K ¥ L and K = Cn(K).
The consequence relation  represents the logic underlying the respective belief revision theory. As
such + governs the object language L of the theory.

We write + « iff the formula « is valid. Let — denote material implication, L an arbitrary con-
tradiction, and T an arbitrary tautology. The consequence relation + needs to satisfy certain minimal
conditions:

1. If « is a truth-functional tautology, then - a.

Fa—p F
HB

3. +1is consistent,i.e. ¥ L.

2. ¢ (Modus Ponens)

Note that the logic governing £ is underspecified. However, the logic requires to include at least
Boolean propositional logic as given by the minimal conditions. Furthermore, Cn(K) denotes the set
{a | K + a for @ € L}. Therefore, the set of logically valid formulas Cn(T) = Cn(0) is included in
every belief set, and the set of contradictory formulas Cn(L) = K, = L is the unique largest belief
set. We follow Gérdenfors in calling the set of all formulas K, the absurd belief set.

Here are the definitions of expansion, contraction, and revision as given by the basic AGM postu-
lates.

Definition 8. Expansion
We say that K + @ be the expansion of K by «, and is given by K + @ = Cn(K U {a}). An expansion
of K by «a satisfies

1. KCK+a
2. ae K +a.

Definition 9. Contraction
We say that K — a be a contraction of K with respect to « only if

(K™1) K — «is a belief set.
(K2) frae fthenK —a =K —8.
(K3) K—aCK.

(K 4) If rathena ¢ K — a.
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(K75) Ifae KthenK = (K —a) + a.
(K76) Ifa ¢ Kthen K —a = K.

(K™5) is called the recovery postulate. Later, we will see that it is problematic when we want to
model an asymmetric because.

Definition 10. Revision
We say that K * a be a revision of K with respect to @ only if

(K*1) K =« is a belief set.

(K*2) Ifra@ & Bthen K «a@ = K = 5.
(K*3) If ¢ mathen K xa # K.
(K*4) a € K *a.

(K*5) If —a ¢ KthenK *a = K + a.

K™6 is an implementation of Girdenfors’s ‘criterion of informational economy’ which demands
for contractions that as few beliefs as possible be removed from K. This means that the operation — of
belief contraction is in some sense supposed to be a minimal change of K. On logical grounds alone
the minimality requirement is underdetermined, i.e. there are several minimal ways to determine
which beliefs are to be kept and which are to be given up. The operation * of belief revision has
the same problem of underdetermination. For Gérdenfors has proven that (K~ 1)—(K~6) plus the Levi
identity is equivalent to (K*1)—(K*5) plus the Harper identity.> Hence, it is now sensible why we
used the indefinite article in the first lines of the definitions, since there is no unique K — @ or K * «
singled out by (K™ 1) — (K~ 6) or (K*1) — (K*5), respectively. Girdenfors tries to solve this problem of
underdetermination by invoking a relation of epistemic entrenchment.

3.2.3 Entrenchment Based Revisions

If we revise a belief set K by a new belief « that is not consistent with K, some beliefs of K need to
be retracted so as to consistently integrate « into the belief system. In other words, we need to retract
—a first in order to be able to accept a. This idea has been expressed by the Levi identity:

K*xa=(K--a)+a. (Levi identity)

The challenge arising here is to find a sensible way of retracting —a from K. From a logical point of
view, there is no unique solution to this problem, set aside trivial belief revision problems. For, there
are several subsets K’ of K such that —a ¢ K’. How shall we choose among those subsets?

Belief revision theory tells us that an operation of contraction (as well as that of a revision) should
be guided by two principles. First, the ‘criterion of informational economy’ or conservativity princi-
ple: when forced to change our beliefs, we should retain as many as possible of the present beliefs.
Second, certain beliefs are more firmly established than others. When revising our beliefs, we should
maintain the former and be prepared to give up the latter, at least if this is logically possible. The two
principles have been been formalised by the theory of entrenchment based revisions.

3See Giirdenfors (1988, Appendix A, p. 211 ff.). The Harper identity states that K — @ = K N K * ~a. We will not use it
in this chapter.
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Let us begin with the formal characterisation of the epistemic entrenchment relation. @ < § means
that « is at most as entrenched as 5. The following postulates formally characterise this relation
(Gérdenfors, 1988, pp. 89-91):

Ifa<pBandB < y,thena <y (EE1)
IfarB thena <p (EE2)
a<aABorB<aAp (EE3)
When K #K,,a ¢ Kiffa <Bforallfe K (EE4)
If B8 < aforall B € L, then a € Cn(0). (EE5)

where L is the set of all formulas of the formal language used to analyse belief changes, and K, the
absurd belief set containing all elements of L.

Epistemic entrenchment orderings and contractions are interdefinable by (G-) which has been
introduced by Girdenfors and Makinson (1988). In what follows, we shall use only the direction from
epistemic entrenchment orderings to contractions:

peK—-aiff fe K G
and either a < (@ V B) or @ € Cn(0). @)
So, a belief S of K will remain in the belief set after a contraction with « iff either « is strictly less
epistemically entrenched than @ V 8 or « is a logical truth. As one would expect, the strict and
equivalence relations of epistemic entrenchment are defined as @ < B iff @ < 8 but not 8 < a, and
a ~ Biff @ < B and B < a. Once contractions are defined, revisions can be determined using the Levi
identity.

The classical AGM theory assumes that belief sets are logically closed. That is, K = Cn(K),
where Cn is a consequence operation that satisfies certain standard properties, such as monotonicity,
compactness, and the deduction theorem (Hansson, 1999, Ch. 1*). In this chapter, we assume Cn to
be given by classical logic. Henceforth, Cn is always used to designate the consequence operation of
classical propositional logic.

3.2.4 Belief Bases

The study of belief bases and revisions thereof is intended to achieve a more realistic representation
of epistemic states and their dynamics. It can be seen as a cognitively more adequate refinement of
classical belief revision theory, which only investigates changes of logically closed belief sets. Why
are belief sets felt to be a deficient representation of epistemic states from a cognitive point of view?
The problem is that even for languages of propositional logic, any belief set is infinite. This contrasts
with the finiteness of human minds and computers. As human minds have only a finite capacity to
memorise sentences that are accepted, so have computers only a finite storage.*

Unlike belief sets, belief bases are allowed to be finite and are usually assumed to be so. The idea
is to have a set H of explicit beliefs that represents all further implicit beliefs in the sense that the
latter beliefs are consequences of H. In formal terms:

K(H) = Inf(H).

4The study of belief base changes has been originated by Sven Ove Hansson. Much of what we are going to say about
such revisions draws on his Textbook of Belief Dynamics (Hansson, 1999).
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K contains all beliefs of the agent with a belief base H, i.e. the explicit beliefs and those beliefs
that the agent is committed to accept because they are inferable from the explicit beliefs. Inf is
an inferential closure operation. We assume that this operation is given by classical logic. Thus,
K(H) = Cn(H).

3.2.5 Partial Meet Base Revision
A contraction of a belief base H by @ can be defined using the notion of a remainder set H1 a :

Definition 11. H L o (Hansson (1999, p. 12))
Let H be a set of formulas and « a formula. H’ € H1 « iff
1. H CH

2. a ¢ Cn(H")
3. there is no H” such that H’ ¢ H” C H and a ¢ Cn(H").

A simple means to define the contraction of H by « is to take the intersection of the members of
the remainder set H La:
H-a-= ﬂ Hla. (FMBC)

This way of defining a contraction is also referred to as full meet base contraction.

We can refine this way of determining contractions by invoking the idea of an epistemic ordering
among the members of H — @. Suppose < is a binary transitive relation. A < A’ means that A is
epistemically not inferior to A. To put it more simply, A < A’ means that A" is epistemically at least
as good as A. Using such an epistemic ordering, we can define a selection function for the remainder
set as follows:

oc(Hla)={H e HiLa | H”" < H forall H’ € H1a}. (Def o)

Then, we take the selected members of the remainder set to define the contraction of H by a:
H-a=(|o(HLa). (PMBC)
It remains to explain the expansion of a belief base H by @, which is straightforward:
H+a=HU{al. H+a)
Now we are in a position to put everything together, thus defining partial meet base revisions:

Hxa= ﬂ o(HL-a) + a. (PMBR)

3.2.6 Prioritised Belief Bases

While the idea of an epistemic ordering of beliefs is quite plausible, it is far from clear how to order the
subsets of a set of beliefs. This does not matter for studying the formal properties of belief changes,
but it does so for studying concrete examples. Hence, we finally show how an epistemic ordering
among the members of a belief base can be translated into an ordering among the subsets of such a
base.

Drawing on the work by Brewka (1991), we assume the epistemic ordering among the items of H
to be a strict weak ordering. Such an ordering can be represented by a sequence of subsets of H:

H={(H,...,Hy).
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where Hy,...,H, is a partition of H. H is called a prioritised belief base. Hi,...,H, are sets of

formulas that represent explicit beliefs, and the indices represent an epistemic ranking of the beliefs.

H; is the set of the most firmly established beliefs, the beliefs in H> have secondary priority, etc.
This prioritisation of beliefs can be used to define an epistemic ordering among the subsets of H:>

Definition 12. H” < H'
Let H be a set of formulas, and H”” and H’ be subsets of H. H” < H’ iff there isno i (1 <i < n) such

that
1. HnH; c H' N H;

2. forall j<i(j>1),H" NHj=H NH,

In the following investigation, we assume that our belief base has exactly two levels of epistemic
priority: the upper level, containing the generalisations, and the lower level, which contains our beliefs
about atomic facts. These levels of epistemic priority affect the determination of belief changes: when
we retract a belief @, we retract first beliefs about atomic facts before we retract generalisations.
If necessary, we also retract generalisations, but only if the retraction of @ cannot be achieved by
retractions of beliefs about atomic facts. For the considerations to follow, it may be helpful to have a
graphical representation of such a prioritised belief base in mind:

G
L

G stands for the set of generalisations, while L contains the beliefs about the atomic facts. L is a
set of literals. A literal is an atomic formula or its negation.

If we need to distinguish between strict and ceteris paribus laws, we can do so by distinguishing
between two corresponding levels of generalisations. Strict laws have priority over ceteris paribus
laws. The notion of a generalisation subsumes strict and non-strict laws.

The present convention about generalisations and literals allow us to define the revision of epis-
temic states (in addition to the revision of belief sets of epistemic states). That is,

(H,<)*a

has a well defined meaning insofar as Definition 12, (Def 0), and (PMBR) together define the revised
belief base H’, while the revised epistemic ordering <’ is determined by the simple convention that
generalisations have priority over literals. So there is an epistemic state (H’, <’) such that (H’, <") =
(H, <) * . Iterated belief base revisions are thus well understood.

Such are the basic ideas and definitions about belief changes that will be used in the present
analysis of ‘because’. We study the properties of belief set revisions using an epistemic entrenchment
ordering of beliefs. Belief base revisions are studied in terms of partial meet base revisions with an
underlying selection function that is defined by a prioritised belief base.

Why do we not study belief set revisions in terms of partial meet belief set revisions? The simple
reason for this choice is that the idea of an epistemic entrenchment ordering is easier applicable than
the idea of an epistemic ordering of subsets of a logically closed (and so infinite) belief set. Despite
the differences between partial meet belief set revisions and entrechment based belief set revisions, it
has been shown that any entrenchment based belief set revision can be represented by a partial meet
belief set revision, and vice versa (Girdenfors, 1988, Ch. 4). Hence, results about the former can be
translated into results about the latter.

3This definition is inspired by Brewka (1991), but the resulting belief revision operation is not equivalent with the one
defined there.
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3.2.7 Why Belief Bases?

In the final analysis of ‘because’, we shall use belief base revisions rather than belief set revisions.
For, the combination of belief bases with our novel variant of a strengthened Ramsey Test allows us
to capture the asymmetry of explanatory relation for a large class of scenarios, including the famous
tower-shadow scenario. Belief set revisions of the classical AGM theory, by contrast, turn out not to
be suited for this purpose (cf. sections 3.5 and 3.6).

Admittedly, belief base revision theory is less well established than belief set revision theory. This
is surprising in light of distinctive merits of belief bases if compared with belief sets. First, there
is the above indicated finite-memory argument in favour of belief bases. A belief set is an infinite
entity and so cannot be fully comprehended by a human mind, at least on a literal understanding of
comprehension. Likewise, a computer cannot store a belief set for obvious reasons.

Second, relatedly, while the study of formal properties is not much impeded by the infinite
character of belief sets, the study of concrete examples certainly is. Note that even the notation
K = Cn(a,,7) is misleading if K is supposed to be a belief set. For, it suggests that the belief set
K is generated by the belief base {«, 3,y}. This is misleading because belief set revisions differ from
belief base generated revisions as regards their formal properties (cf. Hansson (1999, Ch. 4)). More-
over, it is quite a bit more work to completely specify the epistemic priority ordering for a belief set
than it is for a belief base. As a consequence of this, iterated belief changes are easier to define and
to describe using belief bases (cf. Section 3.2.6). It is therefore not surprising that, in the belief set
revision literature, examples of concrete belief changes are hardly formalised. It is next to impossible
to find a fully formalised application of belief set revision theory, even to toy examples. Using belief
bases, by contrast, makes applying belief revision theory to particular examples much easier.

In sum, belief bases are cognitively more plausible and much easier to use when it comes to for-
malising belief systems that concern specific examples. However, there is also an influential objection
to belief bases. This objection appeals to the principle of the irrelevance of syntax (Dalal, 1988),
which is sometimes violated in the belief base approach. Contrary to this principle, Brewka (1991)
has pointed out that choosing the formulation {p A g} over {p, g} may well be intended to make a
difference. This choice is justified, for example, if p and g are only to be given up together.

We are not convinced that the principle of the irrelevance of syntax is justified from a cognitive
perspective. Contrary to this principle, one can point out that the study of belief bases carries on what
Van Benthem (2008) has termed the cognitive turn in philosophical logic, i.e. the development of
logical systems that aim to represent and to theoretically explain human reasoning. For the above
indicated reasons, a finitely bounded human mind has no alternative to working with belief bases.
Note, finally, that there is a very simple way to respect the principle of the irrelevance of syntax
within the belief base approach. It suffices to require that the members of a belief base conform to
a specific logical form. For example, we can require to represent generalisations by disjunctions of
literals, while beliefs about atomic facts be represented by literals. The latter requirement has already
been made explicit.

3.3 The Ramsey Test

3.3.1 The Ramsey Test by Ramsey

Ramsey (1950, footnote 1) proposes the following evaluation procedure for conditionals that is known
as the Ramsey Test (RT):
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If two people are arguing ‘If p will ¢?° and are both in doubt as to p, they are adding
p hypothetically to their stock of knowledge and arguing on that basis about g; so that
in a sense ‘If p, ¢’ and ‘If p, ¢’ are contradictories. [...] If either party believes not p
for certain, the question ceases to mean anything to him except as a question about what
follows from certain laws or hypotheses.

The RT is an epistemic evaluation recipe for conditionals in the sense that the evaluation depends
on the beliefs of the agent(s) involved in the hypothetical discussion. This evaluation recipe for an
epistemic agent has been pointedly expressed by Stalnaker (1968, p. 102):

First, add the antecedent (hypothetically) to your stock of beliefs; second, make whatever
adjustments are required to maintain consistency (without modifying the hypothetical
belief in the antecedent); finally, consider whether or not the consequent is then true.

3.3.2 The Ramsey Tests by Gardenfors and Levi

The AGM theory allows Girdenfors (1988, Ch. 7) to concisely formalise the epistemic recipe of the
Ramsey Test:
a>yeKiff ye K *a. (RTg)

Thus, a conditional @ > vy is accepted in K iff y is believed in the course of revising K by a.

Writing K * @ and speaking of belief set revisions is misleading insofar as this suggests that it
is the belief set itself that is revised. This is not quite correct because there is no sensible way of
uniquely determining the revision of a belief set by a new epistemic input. It is rather the belief
set of a particular epistemic state that is revised, according to the AGM theory. As indicated in
the previous section, epistemic states can be represented in various ways. Syntactic representation
schemes commonly have the form of a pair (A, <), where A is a set of formulas and < an epistemic
ordering among formulas or sets of formulas. A is logically closed for belief set revision schemes,
while it does not have to be so for belief base revision schemes. Most possible world approaches to
belief revision work with epistemic states of the form (W, <), where W is a set of possible worlds and
< a plausibility ordering among these worlds (cf. (Grove, 1988)).

It is thus more appropriate to write K(S)*a or K(A, <) *a and to speak of the revision of the belief
set of an epistemic state. In this notation, S stands for an epistemic state. As regards the Ramsey Test,
it seems consequently more appropriate to write:

a>vyeK.(S)iff ye K(S) = a. (RTy)

K(S) stands for the beliefs in non-modal propositions, i. e. beliefs that can be expressed by formulas of
classical logic without any conditional or modal operator. K-, by contrast, stands for the conditionals
accepted, or believed, by the agent on the basis of the Ramsey Test.

In spirit, the distinction between K(S) and K. (S') goes back to Levi (1988). It was also Levi (1988)
who emphasised another distinction, viz. between believing and merely accepting conditionals, in
light of a famous triviality theorem proved by Girdenfors (1986). If we merely accept conditionals
without viewing them as truth-apt, we avoid the fatal consequences of the triviality theorem for the
Ramsey Test.

®The triviality theorem continues to provoke lively research in belief revision theory (see, e.g., Rott (2011); Leitgeb
(2010); Bradley (2007)).
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We shall discuss triviality briefly in Section 3.6.4. There, it will be shown that an important
premise of the proof by Gérdenfors (1986) is violated for our variant of a strengthened Ramsey Test.
This allows us to remain neutral as to whether conditionals are properly believed or merely accepted.
As (RTy) gives us a clearer instruction of how to carry out a particular Ramsey Test, we prefer (RTL)
over (RT¢) as formulation of the Ramsey Test. A similar strategy has been recommended by Hansson
(1992) who shows that triviality can be avoided by taking belief bases to represent the epistemic
states underlying the Ramsey Test. Following Hansson (1992), we favour (RT;) without making a
commitment as regards the belief-acceptance distinction for conditionals.

3.3.3 Absurdity: Relevance Issues of the Ramsey Test

(RT¢) leads to the absurdity that any two accepted formulas a, 8 bear a conditional relation between
each other, as has been shown by Rott (1986). Suppose «,8 € K. By the AGM belief revision
postulates, we know that, if @ € K, then K * @ = K. Therefore, 5 € K = a. We conclude by (RT) that
a > B € K. Hence,

Ifa,f€K,thena > € K. (Absurdity)

(Absurdity) expresses that a (RT¢) agent accepts a conditional connection between any two formulas
she accepts. If, for example, ‘Munich is a town in Germany’ and ‘Lund is a town in Sweden’ is
accepted by an agent, then (RT¢) prescribes that ‘If Munich is a town in Germany, then Lund is a
town in Sweden’ should also be accepted.

The just observed problem carries over to a Ramsey Test analysis of ‘because’ as proposed by
Ramsey (1950, p. 156, our emphasis) himself; there he relates conditional sentences ‘If «, then v’ and
sentences ‘Because a, y’ by stating:

because is merely a variant on if, when [the antecedent] p is known to be true.

It is a consequence of this view that, if @ € K, then ‘if’ and ‘because’ coincide. Thus, given
Ramsey’s view, (RT¢) prescribes that our agent accepts the sentences ‘Because Munich is a town in
Germany, Lund is a town in Sweden’, and the converse ‘Because Lund is a town in Sweden, Munich
is a town in Germany’. In more general terms, (Absurdity) entails that a (RTs) agent accepts any
because sentence composed of any two accepted formulas, once Ramsey’s analysis of ‘because’ is
adopted. This is in any case not less troubling than the (Absurdity) of the merely conditional reading.
Moreover, the absurdity violates the asymmetry of one usage of because in natural language, viz. the
one according to which the acceptance of ‘because a, 5’ precludes the acceptance of ‘because 3, a’,
at least for some «, 8. We might, for instance, accept that we sometimes get injured because we often
play football, but then we would not accept that we often play football because we get sometimes
injured.’

In sum, (RT¢) fails to capture the semantics of indicative conditionals. This failure leads to
verifying absurd explanatory relations if we accept Ramsey’s analysis of ‘because’ in terms of the
Ramsey Test. The underlying problem is that the conditional connective > does not express a proper
relation of relevance between the antecedent and the consequent. Rott (1986) proposes to invalidate
(Absurdity) by modifying (RT) such that the mere acceptance of «, y does not result in the acceptance
of ‘If @, y’, as we shall see in the next section.

7 Although the latter because sentence seems totally fine in a context, in which the agent performs a so-called inference
to the best explanation: repeatedly playing football may be the best explanation for occasional injuries. This reasoning
towards (as opposed to from) the putative explanatory ‘causes’ seems to justify the usage of ‘because’ in the other direction.
So peculiar as natural language is, we do not want to ban this usage of ‘because’ from natural language. For now, we just
want to focus on the one usage showing the asymmetry without being entirely sure that this usage is strictly asymmetric.
For example, ‘because p and g are true, p A ¢q is true’ does not seem to preclude ‘because p A ¢ is true, p and g are true’.



3.4 Rott’s Ramsey Test Analysis of ‘Because’ 71

3.4 Rott’s Ramsey Test Analysis of ‘Because’

Rott (1986) embeds a parallel analysis of ‘if” and ‘because’ in a systematic theory of universal con-
ditionals. Universal conditionals, Rott claims, are not instantiated in natural language. However, he
proposes a semantics of the natural language conjunctions ‘if’, ‘if ... might’, ‘because’, ‘though’
and ‘even if’ by specifying constraints on the acceptance of ‘antecedents’ and ‘consequents’ of the
respective universal conditionals.®

Rott aims to analyse the type of ‘because’ that points to a reason or an explanation. The basic idea
of Rott’s analysis is that ‘Because «, y’ be synonymous to ‘@ is a reason or an explanation for y’. In
an explanatory sentence, for example, ‘because’ may be seen as a connective that relates explanans
and explanandum. As such a pointer ‘because «, y’ expresses a relation of positive relevance between
(explanans) @ and (explanandum) y. However, we have seen in the last section that (RTs) does not
capture a proper conditional connection of (positive) relevance between antecedent and consequent.

Rott’s analysis of ‘because’ is driven by considerations of how to establish a relation of positive
relevance, and this means for a start to find ways to invalidate (Absurdity). One such way consists
in (i) the modification of (RTs) to his Strong Ramsey Test; another way in (ii) the contraction of the
belief set by the consequent, before the set is revised by the respective antecedent. The implementation
of (i) and (ii) in Rott’s analysis gives rise to the scheme of universal pro-conditionals. This scheme
allows him to derive a semantics of the indicative and subjunctive ifs and of a certain ‘because’ of
natural language.’

3.4.1 The Strong Ramsey Test and the Contraction of the Belief Set by the Consequent

In Section 3.3.3, we have seen that (RT¢) together with Ramsey’s analysis of ‘because’ fails since
this analysis validates (Absurdity). This failure requires a modification of (RT¢) that invalidates
(Absurdity). Rott’s idea is to strengthen (RT¢), which results in his ‘Strong Ramsey Test’:

a>vyeKiffye Kxaandy ¢ K * -a. (SRTg)
We obtain in the situation where a (SRTy) agent already accepts a, y:
Ifa,ye K, then [a>>yeKiff y ¢ K * —al. (D)

Implication (1) shows how (SRTy) invalidates the (Absurdity) that the mere acceptance of @ and v is
sufficient for the acceptance of ‘Because a, y’. The reason is that the second conjunct of the right-
hand-side of (SRTg) still needs to be satisfied. This modification makes (SRTg) “more adequate for
natural language conditionals than” Girdenfors’s Ramsey Test, so Rott argues, since “it explicitly
requires the antecedent to be positively relevant for the consequent” (Rott, 1986, p. 352).10

The situation represented by implication (1) requires the (SRTg) agent to perform a contrary-to-
fact supposition. The counterfactual supposition of —a needs to retract the accepted y from the belief

8<Antecedent’ is here a generalisation of the antecedent of a conditional sentence. It stands for ‘subordinate clause’
of the respective sentence. This mirrors Rott’s view that all of the mentioned conjunctions are derived from a framework
of universal conditionals. In detail, the indicative and subjunctive ifs and ‘because’ fall into the category of universal
pro-conditionals, ‘though’ into the category of universal contra-conditionals, and ‘even if” into the category of universal
un-conditionals. See Rott (1986, pp. 355-363).

Considerations of how to systematically categorise conditionals result in the schemes of universal contra- and un-
conditionals as well.

10This idea has recently been exploited in an analysis of evidential support by Chandler (2013).
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set. In this sense the contrary-to-fact supposition ‘makes a difference’ as to whether y is accepted.!!
An alternative method to invalidate (Absurdity) consists in the contraction of the belief set by the
consequent before (RT¢) is applied.

a>yeKiffye (K—-vy)=*a. (RTy)

In the situation where a (RT;) agent already accepts a, y, the consequent y may not be in the belief
set K after a contraction by y and a subsequent revision by @, i.e. ¥ ¢ (K — y) = @. The consequent
v is only accepted if it is a consequence of the contracted belief set (K — ) revised by the antecedent
a. We may say that (the belief expressed by) « is an inferential epistemic reason for y such that the
supposition of a epistemically brings about the acceptance of y.

3.4.2 Universal Pro-Conditionals and ‘Because’

If we amend the (SRTg) and its dual by (RT;), we obtain the scheme of universal pro-conditionals
that is according to Rott (1986, p.355) “perfect for the analysis of what you can call a ‘conditional
connection’”. We write = for the universal pro-conditional. The scheme is then given by

a=>yeKiff[a>>vye(K-y)]or[-a>>—ye(K-vy)]
iff [ye(K—y)*aandy ¢ (K —7y) * -] (UPC)
or [-y ¢ (K—vy)*aand -y € (K —7y) * —a].
(UPC) says that there is a conditional connection (of positive relevance) between antecedent @ and
consequent vy iff (i) « lets us infer vy in the context of K — v, and the supposition of —a makes a
difference as to whether vy is accepted, or (ii) —a lets us infer —y in the context of K — 7y, and the
supposition of @ makes a difference as to whether —y is accepted.

Rott derives the natural language ifs and ‘because’ from the scheme (UPC) by specifying ac-
ceptance constraints on antecedent and consequent of the respective connective. For universal pro-
conditionals the acceptance constraint is that the acceptance status of the antecedent and the conse-
quent is the same. In accordance with Ramsey’s view, ‘because a, y’ is only accepted if the antecedent
a is accepted. Let “= be the connective of Rott’s ‘because’, where the superscript ¢ indicates that
the antecedent is accepted. Then Rott’s analysis of the natural language ‘because’ is given by

a‘>yeKifa=yeKanda,ye K
iffye(K—y)xaor—ye(K—-7y)x*-a (Becauseg)
and @,y € K.

(Becauseg) can be derived from (UPC) using a proposition in Rott (1986, p. 350):
Proposition 1. If y e K «a andy € K = —a theny € K.

Proposition 2. Let K be a non-absurd belief set and vy a non-tautology. Then (UPC) and «,y € K
implies (Becauseg).

Proposition 2 and all subsequent propositions are proven in Appendix B.

(SRTy) structurally resembles Lewis (1973c)’s notion of causal dependence in terms of counterfactual conditionals.
Using = for causal dependence, we can transcribe Lewis’s idea into the notation of belief revision: « = y € Kiff y € K=«
and —y € K*—a. Note that Lewis’s causal dependence requires a stronger version of difference making than (SRTg), viz. the
adoption of —y in K * = in contrast to the mere retraction of y. Moreover, Lewis might say that ‘y because @’ means v is
causally dependent on @, when @ and 7y are (believed to be) true. Given Lewis (1973a)’s semantics for counterfactuals, we
obtain the following implication paralleling (1): If @,y € K, then [@¢ = y € K iff -y € K * —a].
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3.5 Symmetry Problems of Rott’s ‘Because’

3.5.1 A General Symmetry Problem

We can show now that (Becauseg) is symmetric for a large class of potentially explanatory relations.
For this to be achieved, we distinguish between trivial and non-trivial implications in K. As the mem-
bers of K are non-modal propositional formulas, laws and generalisations are to be represented by
material implications. However, not all implications in a belief set K represent instances of generali-
sations. As is well known, if —a € K, then, for any v, « — y € K. Likewise, if y € K, then, for any «,
a — y € K. How can we distinguish, then, between trivial implications and non-trivial implications in
K, on the understanding that only the latter represent instances of genuine generalisations? Arguably,
a material implication is non-trivial in a belief set K iff it ‘survives’ a contraction by the negation of
the antecedent and a contraction by the consequent:

Definition 13. Non-trivial implication in K

K contains an implication @ — y non-trivially iff
1. a > yeK,and

2. a > yeK--a,and
3.a—->yekK-—-y.

Now, if non-trivial implications represent instances of generalisations, it is reasonable to assume
that non-trivial implications are more entrenched than literals and conjunctions of literals.!? For, this
assumption guarantees that generalisations are available for counterfactual considerations. To see this
consider the following: suppose —a, @ — v € K, where @ — v is a non-trivial implication, such as ‘if
it snows on the street, the street gets white’. Further, suppose that @ < @ — v, where @ < S means
that 3 is strictly more entrenched than a. By (G-) and the entrenchment postulate (EE2), it holds then
that @ — y € K — —a. By the Levi identity, this implies that y € K * @, as it should be. The street
would get white if it were to snow on the street.

If, by contrast, @ — v < —a, we would have (i) —a V y < —a. By (EE2), however, we know
that (ii) ~@ < —a VvV y. Using + (@ — y) & (—a V y), we can infer from (i), (ii), and (G-) that
a — v ¢ K — —a. Hence, our generalisation represented by @ — 7 would not be available for
counterfactual considerations on the hypothetical assumption of @. We could not infer that the street
would get white if it were to snow on the street. It goes without saying that this result is highly
counterintuitive.

We must wonder, finally, whether or not a non-trivial implication @ — v can be retracted in the
course of a revision by a proposition § that is neither related to the antecedent « nor to the consequent
v. Such a retraction does not seem reasonable at all, even though there may be an entrenchment
ordering that requires it. For example, we should not retract ‘if it snows on the street, the street gets
white’ if we get to know that Munich is a town in Germany, Anna goes to the party, etc. The case study
in sections 3.5.2 and 3.6.3 will further support the claim that implications representing generalisations
must be more entrenched than literals and conjunctions of literals.

Hence, it is reasonable to make the following assumption:

Assumption 1. Let « — 7y be a non-trivial implication in K. Let 6,8 be literals or conjunctions
of literals. <g denotes the entrenchment ordering associated with the beliefs of K and <k_; the
entrenchment ordering of the beliefs of K — 6. Then, f <x @« —» yand 8 <x_s @ — v.

12See Hansson (1999, p. 96) for a brief justification of why law-like statements should — in most cases — be epistemically
more entrenched than factual statements.
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The second conjunct of this assumption says that the implication @ — vy remains more entrenched
than literals and conjunctions thereof, after a contraction of K by a literal or a conjunction of literals.
We can show that “= is symmetric, if @ — 7 is an accepted non-trivial implication.

Proposition 3. Let o and y be literals or conjunctions of literals. Further, o,y € K. Suppose that
a — vy is a non-trivial implication in K and Assumption 1 holds for @ — y. Then @ = y € K and
vi=> aek.

Proposition 3 says that, under Assumption 1, if @ — 7y is a non-trivial implication in K, then ‘=
is symmetric since both @ “= y € K and v “= «a € K. In particular, we have the following problem
for Rott’s 4= : if y — « is a non-trivial implication in K, then @ “= y € K. This means, for
instance, if an agent accepts the sensible generalisation ‘if there is lightning, then there is thunder’,
the agent is also committed to accept ‘because there is thunder, there is lightning’. Of course, from
an information-theoretic point of view, it is sensible to say that we believe there is lightning, because
we believe that there is thunder. However, we are interested in the asymmetric usage of ‘because’
that goes beyond a purely information-theoretic relation. To be more precise, we aim to define an
epistemic relation of bringing about according to which we accept, for instance, that lightning brings
about thunder, but we should not accept the converse.

3.5.2 Further Symmetry Problems

We have seen that the notion of because implemented in “= is symmetric on some reasonable as-
sumptions. However, as we shall see shortly, the scope of Proposition 3 is limited. By means of a
simple example scenario, we lift the limitation by showing that “= does not capture intuitively asym-
metric relations of relevance. The scenario illustrates the symmetry of “= over and above Proposition
3. It may be understood as revealing further symmetry problems for (Becauseg) by characterising an-
other class of problematic applications. The characterisation of a class means here that once the reader
understands the underlying structure of the example scenario, she may easily come up with her own
examples of the problematic class.

Suppose there is a tower (#), the sun is shining (s), so that the sun casts a shadow (sh).13 (1, s,
and sh are propositional constants to be used for the below formalisation of the example.) Intuitively,
the presence of the tower and the sunlight explain that there is a shadow, but not vice versa, i.e. there
being a shadow does not explain that there is a tower. After all, there might be, for instance, another
opaque object exposed to sunlight. However, it seems that the following common-sense generalisation
is entailed by our background knowledge:

tAs— sh. )

We assume in our scenario that (2) is epistemically more entrenched in the agent’s background knowl-
edge than the facts ¢, s, and sh. Let us assume, moreover, that K = Cn({t, s, sh,t A s — sh}). Note
that (2) plays the role of a non-trivial implication that remains more entrenched than any literals or
conjunctions of literals after the contraction of the epistemic state by some literals or conjunctions
thereof. Assumption 1 is thereby satisfied, and thus (2) constitutes a special case of Proposition 3 ac-
cording to which a non-trivial implication may be of the form @y Aay A ... A@,, — 7y for a finiten € N,

3The example is similar to the famous tower-shadow scenario, for which there is wide agreement that the height of the
tower together with the altitude of the sun explain the length of the shadow, but not vice versa. However, see Van Fraassen
(1980b, pp. 132-34) for an interesting challenge of this agreement involving the notion of relevance. Note that we simplified
the original tower-shadow scenario such that a wider class of examples succumbs to the asymmetry problem of Rott’s
(Becausey).
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where the @; are literals. If such a non-trivial implication with a conjunction of antecedent conditions
is accepted, we obtain oy Ay A ... A, ‘= yaswellasy ‘= a; Aay A ... A,. In particular, suppose
the non-trivial implication (2) with n = 2. Then a (Becauseg) agent is committed to both the plausible
direction that ‘There is a shadow, because there is a tower and the sun is shining’ and the less plausible
direction that ‘There is a tower and the sun is shining, because there is a shadow’.

Following our cognitive habits, we do not list all of the antecedent conditions when using ‘be-
cause’, especially if there are many. Rather we only state the pertinent ones given a particular contex-
tual knowledge. If this is true, the scope of Proposition 3 is limited. For, this proposition does not tell
us whether @) Aay A ... A @, — y being a non-trivial implication entails that @ Aay A ... A, ‘= y
andy ‘= a; A ag A ... Ay, where 1 < k,1 < n. In what follows we show that further symmetry
problems arise for non-trivial implications of the logical form a@; A @, — v, and because sentences
of the form @ “= vy and v = «a, where a; and vy are literals, respectively. We illustrate this further
class of symmetry problems by proving the following proposition about the tower-shadow scenario, in
which an antecedent condition of a generalisation remains implicit in the background knowledge, viz.
‘the sun is shining’. Thereby we show that “= may express a symmetric relation even if Proposition
3 is not applicable.

Proposition 4. Assume a (Becauseg) agent accepts all facts and the generalisation of the tower-
shadow scenario, i.e. t, s, sh,t A s — sh € K, where the order of epistemic entrenchment is ¢, s, sh <
tAs— sh. Then,t%= she Kift<shand sh%=> re Kif sh <t.

The proposition shows that Rott’s analysis only verifies the desired direction ‘because of the tower
there is a shadow’, if ‘there is a tower’ is at most as entrenched as ‘there is a shadow’, and thus both
beliefs are given up when the belief set is contracted by ‘there is a shadow’. Moreover, a (Becauseg)
agent is committed to believe the undesired direction ‘because of the shadow there is a tower’, if ‘there
is a shadow’ is at most as entrenched as ‘there is a tower’. The question is, of course, why should
some of those atomic beliefs be more or less entrenched? It seems to be an ad hoc strategy to assume
the entrenchment ordering that verifies the intended results. Why should the belief that there is a tower
be strictly less entrenched than the belief that there is a shadow?

Even if we grant that ¢ < sh in order to obtain the desired asymmetry, a change in the epistemic en-
trenchment ordering could change the set of accepted because statements. There is a general problem
surfacing here: a given epistemic entrenchment ordering alone cannot do both (i) represent firmness
of belief and, somewhat independently, (ii) encode explanatory relations of because sentences. In
other words, either an ordering of epistemic entrenchment is used for the representation of epistemic
firmness, or it is used to obtain the desired asymmetry — but you do not get both from one ordering. To
be clear, it seems too much of a demand for one ordering of epistemic entrenchment that it can satisfy
the role of representing epistemic firmness and ensure the relatively stable asymmetry of because.
This trade-off between the representation of firmness and asymmetry seems to apply to any account
that directly and only relies on an ordering of epistemic entrenchment. It is by no means obvious
that there should not be a certain independence between the firmness of belief and the acceptance of
explanatory because statements.

Our analysis, in contrast, has no such sensitivity to the firmness of particular beliefs. The firmness
of particular beliefs can change without changing the direction of accepted because sentences, at least
when the relevant generalisations are in place. Of course, our analysis hinges on the assumption
which generalisations the agent accepts. But the generalisations also allow us to vary the firmness of
particular beliefs, while preserving the asymmetry of because.

The underlying structure of the tower-shadow scenario illustrates the tendency of (Becauseg) to
express a symmetric relation. In addition to the symmetry shown by Proposition 3, the scenario
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illustrates why “= is prone to symmetry problems, even if certain antecedent conditions are not
explicitly stated. The tower-shadow scenario thus lets us recognize symmetry problems for (Becauseg)
even beyond the assumptions of Proposition 3.

Rott seems to be aware of the symmetry problems. He writes in Rott (1986, p. 347):

[If] someone insists that because is positively about an asymmetric causal relation in the
world, I have to confess that I cannot give a satisfactory interpretation of this ‘causal’
because. 1 shall concentrate on the ‘informative’ because specifying just reasons. Yet I
conjecture that this ‘informative’ because is the more common and the more general one,
and that the ‘causal’ because can eventually be characterised as a special case by a few
non-epistemic conditions.

The quote is interesting in at least three respects. (i) Rott distinguishes between several interpretations
of the word ‘because’ that correspond to different usages of the word. He calls the usage that points
to reasons ‘informative’, and the usage that expresses an ‘asymmetric causal relation’ ‘causal’. (ii)
Rott assumes that a concept of causation needs to satisfy ‘a few non-epistemic conditions’. Hence, he
writes that a causal relation be ‘in the world’, although he outlines a purely epistemic account. (iii)
Rott conjectures that the ontological ‘causal’ usage is derivative as a special case from the epistemic
‘informative’ usage.

We agree that the word ‘because’, like many natural language connectives, has several interpre-
tations, and thus is used in a variety of ways. As for the non-epistemic conditions that a concept of
causation may have to satisfy, the requirement that a cause precedes its effect seems still promising.
As is well known, this requirement is central to both Hume’s and Ramsey’s account of causation.'*
Moreover, the requirement of temporal precedence has been adopted by Spohn (2006) in his ranking-
theoretic elaboration of the basic Humean idea about causation. We shall not further pursue this line
here, but confine ourselves to finding an epistemic interpretation of ‘because’ that is asymmetric. We
leave it open, however, whether or not this interpretation deserves to be called ‘causal’. In doing so,
we bracket the topic of causation for now and return to it in the next chapters.

Recall from Section 3.4 Rott’s basic idea that the ‘informative’ usage of ‘because’ expresses a
reason or an explanation. But then Rott’s analysis runs into the following difficulty: (Becauseg) fails
to capture the asymmetry associated with some explanations, as we have seen in the tower-shadow
scenario. In other words, if an explanation should intuitively be asymmetric, then (Becauseg) is too
permissive as it allows for intuitively incorrect converse explanations. We consider this difficulty to
call for a complementation of Rott’s merely ‘informative’ because with an epistemically asymmetric
because.

3.5.3 Using Belief Bases

So far the symmetry of Rott’s ‘because’ has been characterised within the original AGM belief revi-
sion theory, assuming validity of all AGM postulates as established in Gardenfors (1988, Ch. 3). This
accords with the framework assumed in Rott’s analysis. Now we switch from the original AGM the-
ory, which employs belief sets, to belief revision using belief bases (as outlined in sections 3.2.6-3.2.4)
and Levi’s formulation of the Ramsey Test.

14<A cause is an object precedent and contiguous to another, and so united with it, that the idea of the one determines the
mind to form the idea of the other, and the impression of the one to form a more lively idea of the other.” (Hume (1739/1978,
p. 170)) One might wonder whether the temporal order of cause and effect is a properly non-epistemic condition in the
context of Hume’s work, but this is a question that need not concern us here. See also Ramsey (1929/1990).
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As regards revisions and contractions, belief bases behave somewhat differently if compared to
belief sets.!> Notably, recovery (K~5), which is needed in the proof of Proposition 4, is not valid
for belief base revisions.!® Thus the question arises: could we resolve the symmetry problems of
(Becauseg) by resorting to belief base revisions instead of belief set revisions? The answer to this
question is no — as the below proposition shows.

Proposition 5. Assume a (Becauseg) agent accepts all the formulas in K(H,<) = K(S) for H =
{t,s,sh,t A\ s — sh}, where the order of epistemic priority ist ~ s ~ sh <t A's — sh. Thent ‘=
sh ¢ K-(S) and sh ‘= t € K~(S).

As compared to Proposition 4, Proposition 5 makes things even worse for Rott’s analysis of be-
cause. Using belief bases, (Becauser) does not verify the desired direction ‘because of the tower there
is a shadow’. Moreover, a (Becauseg) agent is still committed to believe the undesired direction ‘be-
cause of the shadow there is a tower’. This shows that it is by no means a trivial task to find a Ramsey
Test operator capturing the asymmetry of the tower-shadow example, even if we employ belief bases.

In sum, switching from belief sets to belief bases does not resolve the problem that Rott’s analysis
of ‘because’ verifies the undesired direction that there is a tower because of the shadow. In the next
section, we propose an alternative strengthening of (RT) that avoids this troublesome result and fares
better in capturing asymmetric relations of relevance.

3.6 Our Ramsey Test Analysis of ‘Because’

3.6.1 Further Strengthening the Ramsey Test Semantics

Ramsey (1950, p. 247) expresses his idea about the semantics of conditionals as follows:

In general we can say [...] that ‘If ¢ then ¥’ means that ¥ is inferable from ¢, that is, of
course, from ¢ together with certain facts and laws not stated but in some way indicated
by the context.

In Ramsey’s approach to conditionals, so-called ‘variable hypotheticals’ guide an agent’s infer-
ences. More specifically, a set of these law-like variable hypotheticals, together with a set of factual
beliefs, including the antecedent ¢, let the agent infer the consequent ¢. The inferability from law-
like generalisations and facts is thus tantamount to the acceptability of conditionals, as has also been
pointed out in Levi’s (2007) interpretation of Ramsey’s approach. Ramsey’s test question is whether
the consequent can be inferred from generalisations judged to be reliable and some facts that specify
the boundary conditions or contextual knowledge so that the generalisations are applicable. A con-
ditional ‘If ¢ then ¥’ is thus acceptable just in case the consequent is inferable from the antecedent,
the atomic facts judged to be true, and the judged to be reliable generalisations. Notice that Ramsey’s
idea requires the retention of reliable generalisations. Otherwise, the conditional cannot be inferred.
This is very much in line with the discussion of non-trivial implications of Section 3.5.1.

Inspired by Ramsey, our test question is: after the suspension of judgment on everything that
entails antecedent and/or consequent, is an agent disposed to infer the consequent from the antecedent
and the remaining background beliefs including the generalisations? This basic idea of our semantics
may be expressed by the following evaluation recipe:

15See Hansson (1999) for a very comprehensive study of belief base revisions and contractions, including a detailed
comparison to belief set revisions and contractions.

16Hansson (1999, Ch. 2) discusses the recovery postulate in detail. In Van Benthem and Smets (2015, p. 302) recovery is
justifiedly called “the most conroversial” AGM postulate.
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First, suspend judgement about the antecedent and the consequent. Second, add the an-
tecedent (hypothetically) to your stock of explicit beliefs. Finally, consider whether or
not the consequent is entailed by your explicit beliefs.

Our basic idea is thus split into two steps. The first step consists in an ‘agnostic move’, i.e.
our agent suspends acceptance and/or rejection of antecedent o and consequent y with respect to her
epistemic state.!” The second step then consists in supposing or hypothesising the antecedent «, and
checking whether the consequent vy is thereby inferred.

In order to render our idea precise, we introduce a belief function that helps us formally implement
the agnostic move.

Definition 14. Belief Function
Let L be some arbitrary classical contradiction, and ¢ a formula.

1) ifpeK
B(g)={-¢ if-¢pekK
L otherwise.

Now, we are in a position to present the core of our strengthened Ramsey Test semantics. Let >
be the conditional connective of the Strengthened Ramsey Test. Then our evaluation recipe can be
formally expressed as follows:

a>»yekK.iffa>yeK. - (Bla)V B(y)iff ye K - (B(@) V B(y)) * «a. (SRTp)

The evaluation of @ > v consists of two steps. (i) The agnostic move is implemented by a contraction
of the belief set K by B(a) V B(y). The result is a new belief set K’ such that —a, @, —y,y ¢ K’ is
guaranteed. Moreover, K’ does neither contain B(a) V B(y) nor =B(a) V =B(y). The contraction by
B(a) Vv B(y) amounts to the agent’s operation of suspending acceptance and/or rejection with respect
to @ and y. We call the result of this contraction the agnostic belief set K'. (ii) @ > y € K. iff
a >y € K. iff y € K’ = a. The second step requires for a > 7 to be accepted that (RT) is satisfied
for @ > vy with respect to the agnostic belief set K of step (i).
We noted that ~a ¢ K — B(a) V B(y). By the Levi identity, we obtain:

veK—(Bla)V B(y) «aiffy e K- (B(a) V B(y)) + a. 3)
Moreover, we have:
yeK—-(B(@)V B(y)+aiff K — (B(@) V B(y)),a +vy 4

where + is the provability relation of classical logic. We arrive thus at an alternative formulation of
(SRTp):
a>vekK, iff K- (B(@)V B(y)),aty. ®))

This formulation emphasises the inferential character of our strengthened Ramsey Test: @ > y
means that y is inferable from @ together with the beliefs in K — (B(a) V B(y)).

"The first step is reminiscent of the Pyrrhonian epoché by Edmund Husserl (1913, §§31-33). This phenomenological
epoché denotes the method of suspending or bracketing (German: Einklammerung) the acceptance status of one’s beliefs
about the world. We apply the Pyrrhonian idea with a — by far — smaller scope: we demand an agent to suspend her respective
belief status of the particular antecedent and consequent under consideration. We call the bracketing or suspension of
antecedent and consequent ‘agnostic move’ and credit Pyrrho by labelling our Strengthened Ramsey Test (SRTp).
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Interestingly, (S RT p) validates (Absurdity) if we employ belief sets. Suppose @,y € K. Applying
step (i) yields «,y ¢ K’. However, by the recovery postulate, (o V y) — y € K’ and thus, by closure,
a—vyeK' Hence,ye K—(aVvy)x*a.

In contrast, (S RTp) invalidates (Absurdity) if we employ belief bases. For, then, recovery is not
satisfied any more. Let S = (H, <) be an epistemic state. Then, it is an open question whether or not
v € K(S') * @, and thus whether or not @ > y € K> (S).

Using belief bases provides Ramsey’s semantics of conditionals a transparent meaning: a > y
means that y is inferrable from « together with the ‘facts and laws not stated’ in the conditional, but ex-
plicitly stored in the agnostic epistemic state S”’. In other words, our agent will accept & > y € K.(S)
only if she is disposed to (classically) infer y from « together with the literals and generalisations
stored in the agnostic epistemic state S”.

According to Ramsey’s quote in Section 3.3.1 ‘two people’ can disagree when arguing ‘If p, will
q?, even if both believe —p for certain. Our (S RTp) clarifies the sense in which p > ¢ € K(S) and
p > —q € K(S) are contradictories: the ‘laws or hypotheses’ of S must be different. It could be that
two agents accept the same facts while they accept different generalisations. Hence, they would not
have a dispute about facts but about how to revise the beliefs. If for ‘either party’ —p € K(S), then
K(S’) = p entails either g or =g or none of g, —q. A consistent epistemic agent cannot accept both
p > g and p > —q. Based on different sets of generalisations, however, two agents may well have
different inferential dispositions. This is Ramsey’s wisdom wherefore he speaks about ‘two people’.

Let us compare Rott’s (SRTg) and (Becauseg) with our (SRTp). Our semantics is closer to
Girdenfors’s (RTg) than Rott’s is. The only difference, apart from using the formulation (R77), to
(RTg) consists in bracketing the epistemic status of antecedent and consequent. After this suspension
of judgement, (RT¢) is applied in the standard way. The bracketing of the epistemic status in the
agnostic epistemic state may be seen as a further strengthening of (RT ;) in the sense that not only the
consequent is contracted from the belief set, but also the antecedent. Almost ironically, we solve prob-
lems of excessive symmetry by a ‘more’ symmetric contraction as compared to (RT;). The additional
epistemic suspension of the antecedent is the reason in virtue of which our semantics does not require
a contrary-to-fact-supposition, but nevertheless expresses a relation of positive relevance. In contrast,
(Becauseg) requires a counterfactual supposition in view of cases in which the antecedent a remains
in K —v. For, then K-y = (K —-vy)*a, and so y ¢ (K —vy) *@. Without a contrary-to-fact-supposition,
our semantics does not rely on a notion that structurally resembles a counterfactual notion of causal
dependence.

3.6.2 Another Analysis of ‘Because’

By Ramsey’s view on the relation between ‘if” and ‘because’ and Rott’s constraint on universal pro-
conditionals, we can read our (S RTp) ‘if” as ‘because’ in the case when a,y € K. Thus, we obtain the
following analysis:

aP=yekK. ifa>yeK.anda,y € K. (Becausep)

To avoid well-known paradoxes involving tautologies, we may furthermore require that the conse-
quent of an explanatory relation is contingent. That is, we may require that y ¢ Cn(0). But we shall
not further explore paradoxes with logical truths surrounding conditionals and explanatory relations
as this is a different topic.

Arguably, the semantics of (Becausep) is simpler than that of (Becauseg) insofar as it does not
rest on counterfactual suppositions. In comparison to (RT), our semantics puts more emphasis on
the inference relation between antecedent (plus context knowledge) and consequent by bracketing the
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epistemic status of the antecedent and the consequent — which is in the spirit of Ramsey’s ideas about
conditionals. Moreover, our semantics solves the class of symmetry problems associated with the
tower-shadow scenario of Section 3.5.2, as we shall see in the next section.

3.6.3 Symmetry Problems Resolved

We reconsider now the tower-shadow scenario with respect to our analysis of ‘because’. In the original
AGM framework, we will see that our analysis does not provide the desired asymmetry, because of
the recovery postulate governing the belief set. If we use belief bases, however, we can show (1) that
our semantics for ‘because’ validates the intuitively correct (explanatory) because statement, and (2)
that our semantics invalidates the intuitively incorrect, converse because statement.

Proposition 6. Assume a (Becausep) agent accepts all facts and the single, more entrenched gen-
eralisation of the tower-shadow scenario, i.e. t,s,sh,t A's — sh € K. Thent’= sh € K. and
shP=tekK..

The proposition shows that (Becausep) validates (with respect to K) that ‘because there is a tower,
there is a shadow’, as desired. However, in the original AGM framework, our semantics validates
(with respect to K) also the undesired direction ‘because there is a shadow, there is a tower’.

Let us move on to belief bases. The following proposition shows the asymmetry we were looking
for.

Proposition 7. Assume a (Becausep) agent accepts all the formulas in K(H,<) = K(S) for H =
{t,s,sh,t A's — sh}, where the agent may assume whatever epistemic ordering <. Then t P= sh €
K.(S), but sh "= t ¢ K. (S).

The proposition shows that (Becausep) validates (with respect to K(S)) that ‘because there is a
tower, there is a shadow’, as desired. Using belief bases, our semantics invalidates (with respect to
K(S)) the undesired direction ‘because there is a shadow, there is a tower’. Note that this result holds
independently of any assumptions about the epistemic ordering among the members of the belief base
H.

The result is reasonable since a shadow may be cast by various things. It does not have to be a
tower. To this claim, one may object that the shadow cast by rhis tower has a particular shape that is
normally only produced by the very tower. This objection presupposes that an agent can uniquely infer
the antecedent from the consequent. But there are frequently occurring examples where the agent is
not able to do this. Here is such an example: person A sees person B taking poisonous arsenic, which
leads to the death of B. Once A has suspended judgement about B’s poisoning himself and his death,
the assumption of B’s taking arsenic lets A infer B’s death, but the assumption of B’s death does not
allow A to infer B’s intake of arsenic.

We note that the generalisation ¢t A s — sh figures as ‘directed inference ticket’” when using belief
bases in virtue of the absence of recovery. In general, it is easy to show that an implication @ — vy
is ‘non-trivially’ in a belief base H iff @ > y € K.(H, <), where «,y are literals or conjunctions
thereof. In contrast to “= , the ‘non-triviality’ of an implication @ — y € H is not sufficient for the
acceptance of y > a € K- (H, <).

In the original AGM framework, (Becausep) succumbs to the same class of symmetry problems
as Rott’s analysis. In contrast to (Becauseg), however, our semantics provides the desired asymmetry,
but only if we use belief bases. We conclude that, using belief bases, our strengthened Ramsey Test
semantics solves the class of symmetry problems characterised by the tower-shadow scenario. The
idea behind (Becausep) is thus able to capture these asymmetric relations of relevance.
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It is worth noting, finally, that the asymmetry of ‘because’ may also be captured by (Becausep)
together with a belief set revision scheme that does not validate the recovery postulate. Severe with-
drawals by Rott and Pagnucco (1999) and the related scheme of mild contractions by Levi (2004)
seem to be the most obvious choices for such a scheme. These findings may cast doubt on the validity
of the recovery postulate from a different angle.'®

3.6.4 Note on Non-triviality

A note on triviality is in order here. As is well known, Gérdenfors (1986, 1988, Ch. 7) has shown that
his version of the Ramsey Test implies, in the context of the full set of AGM postulates, that there
are only trivial belief revision systems. (The precise meaning of triviality need not concern us here.)
Therefrom, he concluded that either the Ramsey Test or a rationality postulate called preservation

if-a¢ KandfS € K,thenff € K =« (K*P)

has to be given up (where 8 may well be a conditional). Does our strengthened Ramsey Test fall prey to
the triviality theorem? It does not. For here is a counterexample to (K* P). Suppose K = Cn(g — —r).
Hence, g > —r € K.. Now, let us revise K (consistently) with ¢ — r such that (i) g < —~q V r for
the beliefs of K’ = K« (¢ — r) = Cn({g — r,q — —r}). Using (G-), we can infer from (i) that
(g > r) € K" — (=g V T), where T stands for a tautology. Hence, (¢ — —-r) ¢ K’ — (-~g vV T). By
the definition of >, this implies that ¢ > -r ¢ K.. Hence, (K*P) is violated. (For belief bases, an
analogous result can easily be obtained with the same formulas.) Our semantics of > is therefore
non-trivial in the sense that a crucial premise of Girdenfors’ triviality theorem is violated.

Girdenfors’s triviality result forces us to chose between preservation (for conditionals) and the
Ramsey Test. Our semantics for > does not validate preservation in the first place. Hence, we can
side with the Ramsey Test without falling prey to the triviality result.

3.6.5 Note on Package Contraction

We have expressed the suspension of judgement about the antecedent a and the consequent y using
a contraction by the disjunction @ VvV y. We should acknowledge, however, that the suspension of
judgement can also be expressed by an operation called package contraction. This operation contracts
a belief set K by another belief set A. Such contractions can be determined using ideas about partial
meet revision, which are based on the notion of a package remainder:

Definition 15. K1 A (Fuhrmann and Hansson (1994, Sect. 8))
Let K and A be two sets of formulas. B + A means that B entails at least one member of A. K’ e K1 A
iff

1. K CcK
2. K'¥A
3. there is no K”” such that K’ ¢ K”” € K and K" + A.

A selection function for K LA can then be invoked, as explained in Section 3.2.5. (The notion of a
selection function applies to remainder sets of belief sets and belief bases.)

18For the usual criticisms of this postulate, see, for instance, Hansson (1991) and Makinson (1987).
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Why did we not chose package contractions to define the suspension of judgement about the
antecedent and the consequent? This question is easy to answer if we work with belief bases and
adopt the conventions of Section 3.2.6 as well as Definition 12, (Def o), and (PMBC) for belief base
contractions. Let us assume these definitions (i.e. Definition (12), (Def o) and (PMBC)) also for
belief base package contractions. On these conditions, it is easy to show that (H,<) —a Vy = (H,<
) — {a,y}. So it does not make a difference which operation is used. For simplicity, we chose the
contraction by a V y as opposed to the package contraction by {a, y}.

If we do not work with belief bases or deviate from the conventions in Section 3.2.6, using a pack-
age contraction by {a, vy} rather than a contraction by « V v may well have unintended consequences.
Suppose the strengthened Ramsey Test conditional >, is defined using a package contraction. Fur-
ther, assume «,y € K(S) and @ — 7 has high epistemic priority, and is epistemically superior to both
a and y. (Epistemic priority may be spelled out in terms of an ordering among the members of a belief
base, an entrenchment ordering, or an ordering of subsets of K that defines a selection function o.)
Then, it is reasonable to expect that @ >, y. For, there is an inferential connection between @ and y
that is based on a generalisation with high epistemic priority. Now, suppose that a V y has even higher
epistemic priority than @ — . Suppose, for contradiction, @ >, y. By the deduction theorem, this
implies that (i) @ — y € K(S’), where S’ = § — {a, y}. Because of the high priority of @ V y, we have
aVy € K(S’) and so (il)) —a — y € K(S’). Since K(S’) is closed under classical logic, (i) and (ii)
imply that y € K(S’). This, however, contradicts " = S — {«,y}. Hence, @ >, y ¢ K.(S).

The underlying problem is that, if & V vy has epistemic priority over @ — y (while we do believe
a — vy quite firmly), the package contraction by {a,y} forces us to give up @« — y. We avoid this
problem if we define the suspension of judgement via a contraction by a V 7.

3.6.6 Note on the Logic of the Strenghtened Ramsey Test Conditional

Unfortunately, working out the logical theory of our strengthened Ramsey Test Conditional > is
a comprehensive enterprise, in particular if we consider belief bases part of its semantics. On the
surface, it seems that > behaves similar to the conditional operators due to Stalnaker (1968), Lewis
(1973a) and Girdenfors (1988), or the systems of non-monotonic reasoning a la Kraus et al. (1990).
However, this appearance is misleading. The logical theory of > is quite different from the conditional
logics of the mentioned operators. One of the reasons is that > does not validate a rule called RCM by
Chellas (1980), which corresponds to the rule Right Weakening (RW) in the context of non-monotonic
reasoning systems. These rules are needed in many proofs of the standard properties of conditional
logics, even very weak ones.
Here are the rules, where — stands for the material implication and > for a conditional operator:

Fa—=B v>a
y>p

RW : (6)
Fa—f
(y>a)— (y>p)

Here is a counterexample to RW for >: Suppose H = {p,q,r,q Ar — p}, where p,q,r,< gAr —
p. LetS = (H, <).

RCM :

)

A S-(pVvg =S ={rqgAr— p}. Therefore, S’ x g+ p,and so g > p € K.(S).

i) S—-(pvgvVvr)y=S8'"={qAr— p}. Therefore, S’ xq¥ pVrasK(S’')=Cn({q,q Ar— p}).
Consequently, g > (p vV r) ¢ K- (S).
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(i) and (ii) show that the following instance of RW or RCM is not valid:

Fp—opVr g>pekK.(S)
qg>(pVr)eK.(S)

RW :

®)

Fp—opVr
(@> peKs(S)) = (g>(pVr)eKs(S))
We see that the logical weakening of the consequent of > is not valid. This property might be
interesting in the context of relevance logics. For now, let us resume the main thread of the chapter.

RCM : 9

3.7 Generalising the Tower-Shadow Scenario

3.7.1 Conjunctive and Disjunctive Scenarios

We have spent quite a bit of time investigating the explanatory directions of the famous tower-shadow
asymmetry. It proved anything but trivial to capture these directions in a Ramsey Test framework. Our
solution to this problem is of course intended to work not only for a single example, but for a wider
class of explanatory relations. Let us therefore specify further classes of explanatory relations that are
well captured by (Becausep).

Suppose our prioritised belief base consists of two levels: an upper level G of generalisations and
a lower level L of literals, as explained in Section 3.2.6. Further, let us distinguish between different
types of generalisation:

ar A A, oY ©)
aV...Va, >y (D)
where a1, ..., @, are literals. We say that a generalisation of type (C) represents a conjunctive explana-

tory scenario, whereas a generalisation of type (D) represents a disjunctive explanatory scenario.!® It
seems as if these generalisations give rise to corresponding explanatory relations, in the sense of the
present Ramsey Test analysis of ‘because’. Suppose ¢ is a generalisation of type (C). Then, ‘y be-
cause of @;’ is verified by an epistemic state (H, <) if () 6 € G, and a1,...,a, € L. Suppose ¢ is a
generalisation of type (D). Then, “y because of «;’ is verified by (H, <) if (i) 6 € G, and «; € L. Recall
that H =G U L.

These explanatory relations do in fact hold for a large class of conjunctive and disjunctive explana-
tory scenarios, but there are exceptions. Suppose a lit match that is dropped and lightning individually
suffice to bring about a forest fire, on condition that oxygen is present. Further, assume that both a lit
match has actually been dropped and lightning has actually occurred. So, there is a forest fire. Intu-
itively, we would endorse ‘there is a forest fire because of lightning’ and ‘there is a forest fire because
of the lit match’. The example can be formalised by the following prioritised belief base:

mAo—f, [hNo—f
m,l,o,f

where the propositional constants have the following natural language interpretations. m: a lit
match has been dropped in the forest. [: there is lightning with electrical discharges to the ground of
the forest. f: there is a forest fire. 0: oxygen is present.

19The distinction between conjunctive and disjunctive explanatory scenarios is taken from an analogous distinction in the
literature on actual causation (cf. Halpern and Pearl (2005, Sec. 3)). Disjunctive scenarios amount to cases of overdetermi-
nation if more than one of the antecedent conditions is satisfied.
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Letustestforl > f. (H,<)—(Vf) = ({mro — f,Ino — f},<’). Hence, f ¢ (K(H,<)—(IV f))+1.
Therefore, I > f ¢ K.(H,<). So our Ramsey Test analysis of ‘because’does not verify ‘there is a
forest fire because of lightning’, which is counterintuitive.

The present example is a variant of a scenario of overdetermining causes in the literature on actual
causation (Halpern and Pearl, 2005, Sec.3). So we can describe this example as one of overdeter-
mining causal explanations. It is easy to see that the problem in question arises not just because of
the overdetermination structure but because of the combination of this structure with a background
condition that is needed for the two explanations of the forest fire. We try to solve this problem by
drawing on ideas about causal graphs, as introduced in the literature on actual causation (cf. Halpern
and Pearl (2005)).

Let us view the members of a belief base H with two levels G and L in terms of an undirected
graph in the following way. The propositional constants of the literals in L are represented by nodes,
while any two nodes whose propositional constants occur together in some generalisation in G are
connected by an edge. We can derive the literal y from the literal @, using certain generalisations in
G, only if these literals are connected by a path. Let us call such a path explanatory iff there is a
derivation of y from « that uses generalisations of G and, possibly, also literals of L. In the case of
a scenario of overdetermination, we have two different explanatory paths with two different literals «
and a’. Arguably, for @ to explain vy, it suffices if there is a subgraph that contains one explanatory
path from « to y. This view is analogous to the widely shared intuition that overdetermining causes
are proper causes.

Drawing on this picture of explanatory paths, we can account for overdetermining explanations
by weakening our strengthened Ramsey Test:

a >y € K- (H, <) iff there are (H’,<") and L™ € H s.t.
(H',<') = (H,<) - \/ L, a>yeK-(H,<), and (SRTp)
L~ is a possibly empty set of literals.

\/ A designates an arbitrary disjunction of the members of the set A of formulas. This translates
directly to our analysis of ‘because’:
Because a,y (relative to K(H, <)) iff
(Becausep/)
a,y€ K(H,<)and a >,y € K. (H, <).

The motivation for this refinement may be summarised as follows: to capture explanatory relations
in terms of inferential connections between literals, it is sometimes necessary to ignore explanatory
paths that are parallel to the one under consideration. Fortunately, there is no need to specify the
meaning of ‘sometimes’ in this justification. In the literature on actual causation it is a common
strategy to identify active causal paths in terms of a subset of the nodes of a given causal graph
(Hitchcock, 2007; Halpern and Pearl, 2005). The index ‘s’ in > stands for ‘subset’, thus indicating
that a subset of H suffices as background theory for @ to be inferentially relevant for 7.

This refined analysis of ‘because’ solves our problem. For this to be seen, observe that (H, <)
contracted by \/{m} yields (H’,<") =

INo—>f, mAo—f

Lo,f

and / > f € K.(H’,<’). In the next section, we shall see that (Becausep:) works for any combi-
nation of conjunctive and disjunctive scenarios. That is, we can combine generalisations of type (C)
and (D), in an arbitrary way, to form explanatory paths.
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3.7.2 Inferential Ramsey Test Explanations

Our Ramsey Test analysis of ‘because’, combined with belief bases, qualifies as an inferential ap-
proach to explanation. For, it is essential to this analysis that the explanandum can be inferred from
the explanans, in the context of certain generalisations and possibly further background conditions.
In this section, we shall specify which explanatory inferential relations are captured by our analysis,
given the members of the belief base satisfy the conventions of Section 3.2.6. Thereby, we charac-
terise a large class of explanatory relations for which our analysis of ‘because’ works correctly and
completely.

We confine ourselves to explanatory relations between presumed facts that are expressed by liter-
als. An inferential explanation of this type may be characterised as follows:

Definition 16. Inferential explanation of y by «

We say that « inferentially explains y — in the eyes of an agent a — iff there are G and L such that
1. G is a set of generalisations

. L1is a set of literals

. a and vy are literals and believed to be true by a

2
3
4. all members of G U L are believed to be true by a
5. GUL,atrvy

6

.GULFv.

Figuratively speaking, we can say that « explains 7y iff there is an inferential path from « to y such
that @ is an essential premise of this path, and all premises are believed to be true. Our analysis of
‘because’ by (Becausep) captures precisely this inferential understanding of an explanation:

Proposition 8. Let @ and y be literals. Epistemic states are represented by prioritised belief bases
with two levels: an upper level G of generalisations and a lower level L of literals, as explained in
Section 3.2.6. A (Becausep:) agent accepts ‘y because of @’ with respect to (H, <) iff @ inferentially
explains y — in the sense of Definition 16 — in the eyes of the agent accepting all members of H.

One must wonder, however, whether (Becausep-) is strictly asymmetric in the sense that “y because
of @’ implies that ‘a because of ¢’ does not hold. This is not so. Symmetric explanations can be
constructed if we have GU L,a +yand GU L,y + «.

Should we therefore further strengthen our semantics so as to yield a strictly asymmetric condi-
tional? Is our common sense and scientific notion of ‘because’ asymmetric in the sense that ‘y because
of @’ always precludes ‘a because of y’? While it is difficult to provide a clear-cut example of a prop-
erly symmetric explanation, we hesitate to answer this question in the affirmative. We could enforce
strict asymmetry, of course, by simply defining @ >, y iff @ >, y and y > a. This would rule out
a number of further cases, such as inferential relations that are based on definitions or mathematical
laws.

The question of whether explanatory relations are strictly asymme