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Abstract

In previous papers the present author has successfully predicted chip formation in machining carbon steels with a model that supposes all
carbon steels to have the same flow stress thermal softening and a temperature independent strain rate hardening but to be characterized by
individual strain hardening behaviours. It has been necessary to suppose thermal softening to be shifted to higher temperatures than observed
experimentally. It is now found alternatively that the thermal softening shift is not required if it is supposed that the strain rate hardening
increases slightly in proportion to temperature at temperatures greater than 600°C. The new model results are illustrated and compared to
experiment for the low alloy steel BS970:708M40. The relation between flow stress and friction modelling is also discussed.

© 2019 The Authors. Published by Elsevier B.V.

Peer-review under responsibility of the scientific committee of The 17th CIRP Conference on Modelling of Machining Operations

Keywords: Cutting; Chip formation; Friction modelling

1. Introduction

In a previous series of papers [1-4] the present author has
developed a flow stress model for annealed carbon and low
alloy steels. Its use in simulations of metal cutting in general
engineering conditions, without built up edge formation, leads
to successful prediction of cutting forces, chip thickness ratio
and temperatures (damage modelling is needed for built up
edge prediction). The flow stress model is of product form Eq.
1 (where the symbols have their usual meaning).

5=/(z)g(z)o(T) (1)

In principle the functions f, g and @ are independent so
may be determined in any convenient conditions, for example
fand g may be measured at room temperature and @ at low
strain rate, say 107/s. In practice such choices lead to poor
predictions of experimental results. However the simple
structure of Eq. 1 can be maintained if appropriate choices of
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conditions and adjustments to measurements are made.

It has been supposed that the functions @ and g are the
same for all the steels (as is revisited in section 2). Differences
between the steels then come from their strain hardening but
inputting strain hardening measured at room temperature and a
strain rate of 107/s to simulations does not lead to agreement
with observations. At high strain rates steels show an upper
yield point, or yield delay [5] that influences chip formation.
This was first considered qualitatively by Zorev who stated
that steels form thinner chips at high speeds than at low speeds
because there is insufficient time for them to deform ahead of
the tool [6]. This is approximately accounted for in [1-4] by
supposing that the initial yield stress is larger than actually
measured at low strain rate while the yield stress at a strain of
1.0 remains unchanged. The increase in the initial yield stress
is determined by assuming the measured strain hardening
exponent is reduced three-fold (see section 3 for more detail).
This is the same change in exponent as found by Oxley in his
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inverse method of determining flow stress from machining
experiments [7].

Thermal softening of steels shows a dynamic strain ageing
peak (blue brittleness) in temperature ranges that depend on
strain rate. Fig. 1 shows @(7T) measured for a 0.35%C steel at
strain rates of 0.1 and 450/s [8]. The ageing peak temperature
increases from =~ 400 to 600°C as strain rate increases from 0.1
to 450/s. The peak temperature is not much different at the
machining strain rates of 10°-10*s (see section 2) but when
O(T) for these strain rates is used in [1-4], poor agreement is
again found between prediction and observation. It has been
necessary to assume the rapid softening above the ageing peak
temperature to be delayed to 900°C, as also shown in Fig. 1.
Whether it is physically realistic to delay the softening to
above the normal Acl temperature for steels, perhaps due to
rapid heating rate during metal cutting, has never been clear.
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Fig. 1. Example ©(T) behaviours: dashed lines measured values at two strain
rates for a 0.35%C steel [8], solid line as modelled in [1-4].

The original work here revisits this thermal softening
question. New simulations show that it is not necessary to
delay the thermal softening. ©(7) as measured leads to good
predictions of experimental results if, instead, the strain rate
hardening, previously measured at room temperature, is
assumed to increase with temperature at temperatures >
600°C, by a small amount as is well-known from metal
forming conditions [9].

The new approach is illustrated by simulations of chip
formation from machining a BS970:708M40 low alloy steel
(equivalent to AISI 4340) at uncut chip thickness h = 0.3mm
at cutting speeds v, from 50 to 300m/min, with a tool of rake
angle y = 6°. Fig. 2 shows experimentally determined specific
cutting and thrust forces F'¢c* and Fr* and chip thickness ratio
t/h, compared to the previously simulated results [4]. They
serve as a bench mark against which to judge the new
simulations. This steel and its machining conditions are
chosen because chip/tool contact temperature measurements,
from the tool/work thermocouple method, also exist for
further comparisons with simulated results. The experimental
data are accurate to £+ 5%.

Chip / tool friction must also be modelled. Eq. 2 gives the
behaviour assumed here, with 7 and o, the friction and normal
stresses at the contact, u the friction coefficient and & the local
shear flow stress of the chip material, assumed equal to the

local 5/43 .

T= min.(ua k) 2)

n’

In this work, x = 1 always. This ensures that Eq. 2 gives 7 =
k over most of the contact. This approach differs from others
in which u varies with cutting conditions, chosen to depend
for example on sliding speed [10], temperature [11] or both
[12]. The relation between these approaches is discussed, after
presentation of the new results in section 4 and discussion of
the flow stress modelling in section 5.
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Fig. 2. Experimental and simulated F¢*, F7* and #/h: 708M40 steel, y = 6°.
2. O(T) and g(E ) for carbon and low alloy steels

The assumed similarity of © and g for all annealed carbon
and low alloy steels is revisited here, starting from results
from a current cooperative action between researchers in The
International Academy for Production Engineering (CIRP).
This has produced thermal softening and strain rate hardening
data for annealed AISI 1045 steel [13]. Figs. 3a and 4a give @
and g determined by the present author from these data. @ is
stress at temperature relative to stress at room temperature
determined at strain rates from 2000 to 6000/s by Hopkinson
bar tests. Fig. 3a’s results are for three levels of strain, from
0.05 to 0.45, after correcting temperatures to allow for
adiabatic heating. g is the stress at strain rate relative to the
stress at a strain rate 10~/s determined by screw, drop hammer
and Hopkinson bar machines at room temperature to avoid
strain ageing, and a strain of 0.05 to avoid heating effects.

The results of Fig. 3a may be fitted to a superposition of a
curve continuously decreasing with increasing temperature
and a curve peaking at 650°C, as in Eq. 3. The coefficient a
defines the height of the peak. a = 0.25 for the fitting line in
the figure. The Fig. 4a results may be fitted to a power law, as
in Eq. 4. my = 0.03 and 0.04 for the upper and lower fitting
lines. Many other functional ways to fit the data are to be
found in the literature, both phenomenological and physically
based. The present choices are simple ones.

O(T)=1-0.000917 +1.56x107"T* +

aexp [—6.5><10_5 (T—6502 )J (3)

2(2)= (1+§)m° &)

The present results are compared to pre-existing ones in the
literature in Figs. 3b and 4b. In both cases the solid lines are
the fitting lines from Figs. 3a and 4a. Fig. 3a contains results
from [8] for pure Fe and 0.15, 0.35, 0.45 and 0.55C steels.
Variations between them are < £ 10%; Fig. 3a shows the mean
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values. It also contains results for a 0.18C steel [14], a
708M40 steel [15] and a 0.75C (eutectic) steel [16]: all these
data are from rapidly pre-heated Hopkinson bar tests. Finally
another 0.45C steel result is added [17]. These are the
evidence for ® not varying between annealed steels, though
there is large scatter around the size and position of the ageing
peak that will be considered further in section 5. (Johnson and
Cook also observed the ageing peak but ignored it for fitting
to their softening equation [18].)
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Fig. 3. ©(T) determined (a) for an annealed 0.45C steel [13] compared to (b)
other results derived from the literature.

In Fig. 4b a large number of pre-existing results match
those in Fig. 4a: these include previous work on AISI 1045
[19], Johnson’s and Cook’s original results for AISI 4340
extracted from the raw data in [18] and results for the
equivalent steel 708M40 [15], as well as for a 0.25%C steel
[20]. However there are also significant departures from the
Fig. 4a bounds. The figure includes, as the dashed lines, the
Eq. 4 curves for m,= 0.08, 0.06 and 0.02. The Johnson and
Cook results for ARMCO iron, again from [18], follow the m,
= (.08 line; a review of early work on mild steels has results
that follow m, = 0.06 [21]. It is not safe to assume g to be the
same for all steels though m,= 0.03 to 0.04 for many cases,
including that followed up here.

(my reduces with increasing hardness of the steel, for the
same reason and equivalently as the strain rate coefficient C in
the Johnson-Cook law reduces with increasing hardness. The
increase in flow stress as strain rate increases from 10~ to
10™/s at room temperature is similar for all the steels, at ~ 200
to 250MPa, whatever value the yield stress has at the strain
rate 107%/s, based on [22]. Then g, which is the ratio of the
high to low strain rate yield stress reduces as the low strain
rate yield stress increases.)

This section’s review gives a justification for applying the
thermal softening and strain rate hardening Eqs. 3 and 4, with

their coefficients obtained from tests on AISI 1045, to
simulating chip formation of BS970:708M40.
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Fig. 4. g (E) determined (a) for an annealed 0.45C steel [13] compared to
(b) other results derived from the literature.

3. Simulation conditions

Simulations of machining BS970:708M40 steel have been
carried out with the commercial code AdvantEdge-2D v7.4,
with the thermal softening flow stress model of Eq. 3 with a =
0.25 and the strain rate hardening model of Eq. 4 with m, =
0.03 and 0.04. The Eq. 4 behaviour has also been augmented
in the manner of Eq. 5, with mr= 0.0002 and T, = 600°C, i.e.
half the melting temperature (K).
m=my+mp (T =Tpy), T >Tpy Q)

Strain hardening, measured at room temperature and quasi-
statically is taken from [4] to follow Eq. 6, with ¢, = 1.0. The
as-measured coefficients are o) = 765MPa, ¢, = 0.0094 and n
= 0.083. The coefficients as-modified for yield delay (see
section 1) are gy, = 990MPa, ¢, = 0.0094 and n = 0.028

f(&)=0o(1+2/5)".

=0y (1+gc/£0)n,

Three sets of simulation results are presented in Section 4:
(i) with as-measured strain hardening, Eq. 3 thermal softening
(a = 0.25) and Eq. 4 strain rate hardening (m, = 0.04); (ii) as
(i) except as-modified strain hardening; (iii) as (ii) except Eq.
5 strain rate hardening (my = 0.03 and 0.04, m7=0.0002).

In all cases the work thermal conductivity, specific heat
and density are taken to be 39W/m°C, 570J/kg°C and 7860
kg/m®. The tool thermal conductivity is taken as 40W/m°C
and its cutting edge radius as 20um. Minimum mesh size is
Sum.

E<e,

(6)

g>e,
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4. Results

The three sets of simulation results are in Figs. 5-7. With
as-measured strain hardening (Fig. 5) there is agreement
between measured and simulated F-* and ¢/ but simulations
underestimate F7*. Modifying strain hardening (Fig. 6) results
in the simulations underestimating all of Fc* Fr* and /A,
systematically. Simulations and experiments are brought back
approximately into agreement by assuming the strain rate
hardening exponent m to increase with temperature at
temperatures above half the melting point (Fig. 7). In this
case, the simulations with m, = 0.03 and 0.04 span the
experimental F* and both slightly underestimate F7* and /4.
Overall agreement is similar to that previously found by
delaying thermal softening (Fig. 2).

w2
1

rrrrr & Experiment
""" O~ Simulation

g
=
8
172}
é o
-
B 2f o}
=
= o
A
St
* G‘ .
Sy ®
%7 o T
hﬂ 0 1 1 1
0 100 200 300
Cutting speed v (m/min)

Fig. 5. Experimental and simulated F¢*, F7* and t/h, with the as-measured
flow stress input to the simulations.
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Fig. 6. Experimental and simulated Fc*, F7* and #/h, with the as-modified
strain hardening flow stress input to the simulations.
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Fig. 7. Experimental and simulated Fc*, F7* and #/h, with the as-modified
strain hardening and augmented strain rate hardening flow stress input to the
simulations.

A similar agreement between the effects of enhancing
strain rate hardening and delaying thermal softening is found
for the predicted average temperature rise over the chip / tool
contact. Fig. 8 shows that both give agreement with
measurements from the chip / tool thermocouple method [4].

~ 1400 —e— Experiment [4]
& O Simulation [4]
o A Simulation, Fig. 7 model,
5 12001 (m,=0.03)
o
<
£ 1000
2
8 800}
c
o)
© 600
0 100 200 300

Cutting speed v, (m/min)

Fig. 8. Experimental and simulated average chip / tool contact temperature.
5. Discussion
5.1. Flow stress modelling

Section 2’s review shows that the previous assumption that
all steels can be treated as having the same values of g (E ) and
O(T) is over-simple. The softest steels (mild steel, also iron)
have appreciably larger strain rate hardening exponents m than
other steels, as a consequence of the chosen product form, Eq.
1, rather than an additive form, as [22], of flow stress model.
However many steels have m values in the range 0.03 to 0.04
(Fig. 4b). The sensitivity of cutting forces and chip thickness
ratio to changes in m in this range is not very high (Fig. 7).

Of more concern is the wide scatter in &(7) in the blue-
brittle temperature range of 500-700°C (Fig. 3b). However,
Fig. 8 shows that the chip / tool contact is above this range for
v. > 50m/min. The primary shear generates bulk chip
temperatures in the range ~ 250-300°C. The main plastic flow
regions do not experience the blue-brittle condition.

However the situation changes as v, falls below 50m/min.
The chip / tool contact falls into the blue-brittle range. Fig. 9
shows the sensitivity of F.* to a (the size of the blue-brittle
peak, Eq. 3). There is a large sensitivity at v. = 25-50m/min,
an almost negligible sensitivity at 100m/min and no sensitivity
at 150m/min. Bar charts of F* and #/h show the same trend.
For v¢ < 50m/min (when 42 = 0.3mm) the size of the blue-
brittle peak must be considered, but built up edge forms at v, <
50m/min. Then damage modelling is also necessary [23].

v, =25m/min v, =50m/min v, = 100m/min v, = 150m/min

lamm

000025050 000025050 000025050 000025050

Fig. 9. Senslthlty of Fc*toa (Eq. 3) in the range 0 to 0.5, at cutting speeds Ve
from 25 to 150m/min and /2 = 0.3mm.
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The simulations behind Fig. 9 are with the same flow stress
model as for Fig. 7, i.e. with the strain rate hardening
increased above half the melting point (Eq. 5) and, in the case
of Fig. 9, my = 0.03. With my= 0.0002, m increases from 0.03
to 0.15 as T increases from 600 to 1200°C. This apparently
small change has the same effect as previously was obtained
by delaying thermal softening to 900°C (comparing Figs. 2
and 7). Changing m from 0.03 to 0.15 changes g|(¢ )from 1.2
to 2.8 at the strain rate 10*/s and from 1.3 to 4.0 at the strain
rate 10*/s. Inspection of Fig. 3 shows that these sizes of g(E )
do indeed modify ©(T) similarly to the previously supposed
delayed thermal softening. Whether delayed softening or
augmented hardening is physically more realistic remains an
open question.

The previous delayed thermal softening and the present
augmented strain rate hardening flow stress modifications
change the flow stress at temperatures > 600-700°C; i.e. in the
friction, shear, region next to the tool rake face. The present
work’s relevance to friction modelling is considered next.

5.2. Friction modelling

Simulations have been carried out, varying x4 (Eq. 2) from 0
to 1. The predicted F- and Fr have been resolved parallel and
perpendicular to the rake face to obtain the friction and normal
forces Fr and Fy. The nodal forces acting on the cutting edge
radius, i.e. the ploughing forces, can be isolated with the
software. Then F and Fy can be calculated both from the total
forces and after subtracting the ploughing forces.

Fig. 10 shows the dependence of F/Fy on p in two cases,
v, = 100 and 300m/min. In the 100m/min case, F/Fy is shown
derived from both the total forces and without the ploughing
forces. From total forces F=/Fy has a non-zero intercept as u
reduces to zero. Without ploughing forces, F/Fy = u below a
critical value of u. For higher u F/Fy becomes constant. The
transition corresponds to the friction law changing from 7 =
uo, to 7= k. The critical value of u for the transition is seen to
be higher for v. = 100m/min than for 300m/min.

Simulations have explored further how u.,;; varies with v,
from 50-150m/min, with 4 from 0.1-0.3 mm (with minimum
mesh in proportion to h), and also with tool rake angle (y = 6
or 0°) and tool thermal conductivity (K,,,; = 40 or l00W/m°C).
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Fig. 10. Predicted F»/Fy variation with u for two examples, v, = 100, 300
m/min, h = 0.3mm. F;/Fy are obtained from both total F¢ and Fr and after
subtracting ploughing forces (Fig. 7 flow stress model, m, = 0.03).

Fig. 11 shows the dependence of u., on v, for different
values mainly of / but also of y and K,,,;. The dependence on y
and K,,,;is minor within the range studied. The results for y =
6° and K,,,, = 40W/m°C are unified by plotting u.,;; against /v,
The solid lines in Fig. 11 are Eq. 7 (4 in mm and v, in m/min).

Herir = 1'23(hvc )_ o3l

(7)

hv, unifies the results more successfully than does the
physically plausible variable of rake face temperature. Fig. 13
shows a systematic influence of 4 in addition to temperature
when u..;; is plotted against average rake face temperature. It
suggests that strain rate is also important.
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Fig. 11. . dependence on v,, varying A, y, K, (Fig. 10 flow stress model).
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Fig. 12. u. dependence on mean rake face contact temperature.

The trends of Figs.11, 12 show strong qualitative similarity
to results from heavily loaded pin-on-disc and other tests that
attempt to replicate the machining condition but without chip
formation [10-12]. Particularly the range of x from 0.3 to 0.7
is similar but the dependence on / (Fig. 11) and the size of
temperature (Fig. 12) differ. These lead this author to believe
that the machining test cannot be totally substituted.

However simulations which input a value of x varying with
v.and A, rather than applying x = 1 as in the main part of this
paper, can give good agreement with experimental forces and
chip thicknesses. Applying ., to the simulations in section 4
gives the same results as ¢ = 1 (demonstrated in Fig. 10). An
advantage of this approach is that the steel’s high temperature
flow stress behaviour becomes unimportant: when © = uo, is
active on the rake face there is no secondary shear. Fig. 13
illustrates this for a case when u.; = 0.43. In Fig.13a (u =
0.45) there is a large rake face strain rate that is eliminated in
Fig. 13b (x = 0.40).



Thomas H. C. Childs / Procedia CIRP 82 (2019) 26-31 31

The values of u from machining tests that relate to figures
such as 11 are values after removing ploughing forces. Tests
should therefore be carried out with tools of two different edge
radii, to enable ploughing components to be determined. Then
experimental laws such as Eq. 7 could be established. It would
be of fundamental interest then to relate such laws back to
flow stress models.
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Fig. 13. Strain rate contours, 4 = 0.3mm, v, = 100m/min: x = (a) 0.45, (b) 0.4.
6. Conclusions

Flow stress models for annealed carbon and low alloy
steels that are based on measurements of strain and strain rate
hardening at room temperature and thermal softening at strain
rates in the range 10°-10%s need strain hardening to be
adjusted for yield delay and either thermal softening to be
delayed to 900°C or strain rate hardening to be augmented at
temperatures > 600°C for accurate chip formation prediction.
This is demonstrated here for machining a low alloy steel
BS970:708M40, equivalent to AISI 4340. It is a change of
view from that developed in [1-4] in which only thermal
softening delay was considered.

The paper also considers the relationship between flow
stress and chip/tool friction modelling. The description of chip
/tool friction as depending on the chip shear stress under the
local rake face conditions of temperature and strain rate can be
replaced by a friction coefficient varying with cutting speed
and uncut chip thickness but coefficients of the friction model
should be obtained from cutting tests. It is of fundamental
interest to integrate flow stress and friction modelling
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