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Addressing Endogeneity in International Marketing Applications
of Partial Least Squares Structural Equation M odeling

ABSTRACT

Partial least squares structural equation modeling{FE8) has become a key method in
international marketing researdbsers of PLSSEM have, however, largely overlooked the issue
of endogeneitywhich has become an integral component of regressioysabplications.
Thislack of attentions surprising, givernhat thePLS-SEM method is grounded in regression
andysis for which numerous approaches for handling endogeneity have been prdmsed.
identify and treat endogeneity, and cremt@areness of how to deal with this issis study
introduces a systematic procedthiat translates control variables, instrumental variabied
Gaussian copulas intoR”rL.S-SEM framework.We illustrate the procedure’s efficatly means

of empirical dataand offer recommendatiots guideinternationaimarketing researcheas

how to effectively address endogeneity concerns in Bies&SEM analyses.

KEYWORDS
Control variable, endogeneity, Gaussian copula, instrumental variable, omittddey&is-

SEM, partial least squarg®LS), structural equation modelingEM)



INTRODUCTION

The ambition to make causal clailmfundamental tanternational marketing research.

Consider, for example, a samplingretentresearch questions addressed in articles published in
Journal of International Marketings coopetition between foreign and local partners good or
bad for international joint veure performancéShu et al. 2017)How do strategic fit between
hosthome country similarity and exploration exploitation strategies impact firmrpeafece

(Peng Cui et al. 2014)? Do macroenvironmental factors such as cultural dimensions and
globalization forces moderate the relationship between product diversifieatd market vak

of large international firmg&Qiu et al. 2015; Tianjiao 2014)?

Analyzing such research questions lieggia research design that randomly assigngorations
or customers to different experimental conditions, and thenftesigferencesamong the
groups(Antonakis et al. 2010However like in many other fields of scientific inquirfe.g.,
Clougherty et al. 2016; Sande and Ghosh 2088garchers in international marketsejdom
undertake randomized controlled experiments. This is not surprgugm thatsuch
experiments are prohibitively expensiee,simply impossible tconduct, due to managers and
firms’ unwillingnessto be randomlyassignedo thetreatment and control groufBascle 2008).
As aconsequere, researchetgpically rely onsurveybasedorimarydataor secondary data
(e.g., Nakata and Huang 2005) in which independent variables cannot be exogenously

manipulated (e.g., Clougherty et al. 2016).

At the same time,portunities forendogeneityo be present are widespreadoughout
international marketing empirice¢ésearch designand dataontexts As Deng (2016, p. 1) notes,

“endogeneity is pervasive and sometimes inevitable in international busidesarketing



studies.” Nunerous researchensive, therefore;alled for a routine consideratiosf endogeneity

in these and related fields.g., Hult et al. 2008; Sande and Ghosh 2018).

Endogeneity arises, for example, when a firm’s international marketetgges (e.g., channel
selection, entry modes, and advertising spending) are nonrandom and influenced by firm and
industrydevel factorsThesefactors may include a firm’s corporate culture and organizational
capabilitiesor market forces such as industry growth and competition intensity (Jin et al. 2016).
But these factorare typicallydifficult to measure and include in statistical modelg., Hult et

al. 2008).Similarly, a multitudeof factors which are difficult to consider in full, potentially
influencea firm’s international marketingerformancdi.e., the outcome of a firm’s decision-
making regardingnternationalization activities; Souchon et al. 2018these situationsf an
omitted construct or variable affects both the dependent variable and one or more independent
variable(s) in theegression model, the condition will induce a correlation between the
independent variable(s) and the error term (Wooldridge 20183)ce, variation in the omitted
construct or variable will manifest in the error term, thereby violating a &eyat modeling
assimption of regression analysidhe error terms assumed to haan expected value of zero
(Wooldridge 2013). As a consequenttes coefficient estimates from standard regression
analyss arebiased and inconsistemiereby becomingausally uninterpretabkndpotentially

triggering type | and type Il erro(Papieset al. 2016).

Dealing with endogeneity has beextersively discussed in the marketing literature, especially
with respect to differerfiorms of regression and panel models (e.g., Ebbes et al. 2011; Park and
Gupta 2012; Rossi 2014as well as conjoint analysfs.g., Liu et al. 2007)But little research
addressesndogeneity in structural equation modeling (SEMJhile several studies have

discussed endogeneity in the contekfaxtorbased SEM (e.g., Bollen et al. 2014; Kirby and



Bollen 2009) there is a paucity of research on this topic in partial least sqaatesural
equation modelingPLSSEM; Wold 1982)whose usage hagcently gained momentum in
international marketingRichter et al. 2016and businessesearch in generde.g., Ali et al.
2018; Nitzl 2016; Ringle et al. 2018pome researchersven claim thatPLS-SEM does not
allow for addressing endogeneity at &.g., Antonakis et al. 2010; Mcintosh et al. 2014;
Ronkkd and Evermann 2013)his assertions astonishing anthaccurategiventhat PLSSEM

is grounded in regression analysis (Lohmoller 1989, Chaptésr2yhich numerous approaches

for handling endogeneitgxist (e.g., Ebbes et al. 2005; Park and Gupta 2012; Staiger and Stock
1997).Indeed,Benitez et al. (201&ecently madan advance in this direction lspmbining the
standard PLSSEM algorithm with the twostage least squares (2SLS) method, but did not

consider variables that control for endogeneity’s sources.

Overall research has not yet developed a comprehensive framework that (1) cotiseders
multitude of approaches applicable in PEEM and (2) offersguidelines for assessing
endogeneity in this context is thereforenot surprising thaPLS-SEM applicationsdo ot use
approachesgor assessingndogeneity. Specificallyour review ofarticlespublished in the ten
year period between 2008 and 2017the Journal of International Marketinglnternational
Marketing Revievand the Journal of International Business 8tas—the three highest ranked
international marketing journals in Hult et al(z009)journal ranking—shows thanone of the

43reviewed PLSSEM studies tested for endogeneity (Table Al in the Appendix).

Addressinghis gap in research, this study explains and illustrates how to deal with endggeneit
in PLS SEM-based international marketing studies. Based on a discussion of endogeoeisy’s
and consequences, we focus on omitted varia@ddke principaland most commonly

examinedsource of edogeneity (Bascle 2008; Clougherty et al. 2018J)e thendescribe the



different methods of (statistically) responding to endogeneity in regnesedels and translate
these to #LS-SEM context Based on the above-mentiordidcussion, we offer a systematic
procedure for identifying and treating endogenait?LSSEM and illustrate its use in an
empirical exampl®f corporate reputation,@nceptirequently examined in international

marketing and business research.

TREATING ENDOGENEITY IN REGRESSION MODEL S

While endogeneity can have various roots, such as measurement errors, stmslitausality,
common methodariance and (un)observed heterogeneity (Bascle 2008; Mcintosh et al. 2014;
Papies et al. 2016; Sande and Ghosh 2018), endogeneity problenudtercaise from omitted
variables that correlate with onemore independent variable(s) and the dependent variable(s) in
the regession model (e.g., Bijmolt et al. 2005; Rossi 2014). Omitting such variables induces a
correlation between the corresponding independent variables and the dependaetvariar
term(Wooldridge 2010). That is, the independent variables then not only explain the dependent

variable, but also the error in the model.

Consider the following regression moaéierey represents the dependent variakRiegndx. are
independent variableg, the interceptf; andp, the regression coefficients xf andx., ande

the error term:

y = Bo + Brx1 + Bax, + &, (1)

Let us assume that the independent varigbie uncorrelated witla (i.e., Xz is exogenous),
whereas« is endogenousince itis correlated with the error tere(i.e.,Cov(xy, €) # 0).
Hence, endogeneity occursthis regression modekample Note that this terminology, which

is used in the endogeneity literatvgooldridge 2010)should not be confused with the terms



used for theexplanationof PLS path models with exogenous (i.e., independent) and endogenous
(i.e., dependent) constructs (Chin 1998). In the following, and iwlitethe literature, we refer

to endogenous and exogenous to identify variables that endogeneity does (nof)vira et
dependent and independent to identify constructs that explain other constructs in thenPLS pat

model,or are explainedby them

A straightforward way ohandling,or at least reducingndogeneity is to spiy a setof control
variablegBernerth andAguinis 2016) accoutg for a part of the dependent variable’s variance
(Ebbes et al. 2017yVhile carefully chosen control variables oftalleviateendogeneity problems
substantiallyPapies et al. 2016), the success of this endeBmends on the researcher’s ability to
(1) identify relevant control variables, and (2) collect corresponding data. Froaoitee

specifying a great number of control variables does not necessarily accoalhbf@ndogeneity
in the mode(Bascle 208; Reeb et al. 2012) amdntradictghe basic philosophy of Occam’s

razor (i.e., the principle of parsimony) upon which the scientific disciplins.res

Despitetheir careful selection of control variablessearchers alseeed to apply atatistical
approach to address endogeneityhére could be a potential endogépg@roblem. Two broad
statisticalapproaches have been develofmedxamine the presence of endogeneistrumendl

variable and instrumealtvariablefree approache@apies et al. 2016).

Instrumental Variable Approaches

In econometrics and other areas of applied research, the instrumental \(iiphfgproachs
the technique of choioghendealing with endogeneity (e.g., Bound et al. 1995; Staiger and
Stock 1997; Villas-Boas and Winer 199%his approactusesnformation in additionally

specified independent variables (called Itsjlecomposéheendogenous independent



variables’ variance inttwo parts (Bascle 2008The exogenas part, which does not correlate
with the error termand the endogenous pasthich still correlates with the error terifihe
estimation of theegression model then onlgesthe exogenous part, which endogeneity does
not affect to provide unbiased and consistent regressstimatesThe 1V approaclis usually
implementedy means of theSLSalgorithm.This algorithm’sfirst stage involvesegressingn
independent variablen anlV, followed by computing the predicted values from this equation

and using them as input for re-estimating the original model in the second stage.

To illustrate the approach, consider the regression model example given in Equiatibnsl.
assume that thedependent variabbe is endogenoysvherease is exogenouslhefirst stage
of the IV approach involves regressitng endogenous variable on the exogenous variabig

and the IVz

X1 =Yoo+ ViZ+ ya2x; + 4. (2)

Here,y, representshe intercepty, the regression coefficient afy, the regression coefficient
of x,, and{ the error termEstimatingEquation 2 yields predicted valuesxf(i.e., x,), which
expresghe exogenous part of the ip@mdent variable; . In the second stagee replacex; in

the originalregression model (Equation With X, to estimate the following

y=p"0+ 1% + B x, + €. (3)

Endogeneity occurs when there is a significant difference betgye@guation 1) ang’,

(Equation 3, with the latter represeinty the influence of the independent variablel®genous
partony. To test for this difference, researcherstheeDurbinWu-Hausman test (Hausman
1978).If the test indicates a significant difference betweerpthstimatestesearchers should

revert to the endogeneitorrected estimateg&uation 3. If the Durbin\Wu-Hausman test does



not indicate aignificantdegree oendogeneity, researchers should use thecoorected

estimategrom the original regression model (Equation 1).

To work effectively, he IVs must meet two criteria: the instrument relevance critamoithe
exclusion restrictionFirst, according to the instrument relevance criteriba correlation of

each IV with the endogenous variable should be strong, which means thastaffecty; on

the dependentariablex; in Equation 2 must be pronounced and significant (Papies et al. 2016).
If it is not, the correcte@ coefficientestimats (Equation 3may beconsiderablyiased(Rossi
2014).But ss Bound et al. (1993) not&he cure can be worse than the diséage further
substantiatan IV’s relevance and adequacgsearchers need to test whetkeinclusion in the

first stage regressiofE(uation 2) improves the modeR8 valuesignificantlyby referring to the
F-statistic As a rule of thumb, aR-statisticvalueof 10andhigher isgenerallywiewed as

indicative that théV is adequate (e.g., Staiger and Stock 198[f¢rnatively,Stock et al.

(2002) povide a table of criticaF-statisticvalues for IV models based on the number of
instruments usedNote thatin situations with only one endogenous variable and one IV,
researchers must apply a multivarigtgest(e.g., Angrist and Pischke 200@)test for the IVS’
adequacy. In contsg situations with multiple endogenous variables require considering at least
the same number of IVs to enstinatthe approach draws on an identified, or adentified

model (Murray 2006b).

Second, ecording to the exclusion restrictiéor evaluating IVs when examining endogengity
eachlV shouldnot be correlatedith the error termn the original regression mod@iurray
2006b).This requirement cannot be assessed statistically unless the researchesspecdi
IVs than endogenous variables. In this cse Sargatestandthe Hanse's Jtestallow testing

for significant correlations between the Vs and the error {&ascle 2008; Wooldridge 2010).



Rejecting the null hypothesis of no correlation, however, does not hedpitpwhich of the 1Vs
are exdogenous (Papies et al. 200\@hile this test provides some empirical substantiatiben
the first stage model ver-identiied, researchers should primarily rely on theoretical

arguments when assessing Mg’ adequacye.g., Murray2006a).

Researchhasproposedhe control function approach naodificationof the 2SLS method, which
also leveragelVs to control for endogeneityspecifically, he control function approach draws
on thefirst stage regression (Equationt@)obtain the fitted residual&; — x;), which arethen
included in the original modéb obtaincorrect(ed) estimates of the coefficieritarthermoreto
interpreting thesignificance of thditted residualsequiresrunning theDurbin\Wu-Hausman test
(Papies et al. 2016)That is, f a coefficient is significant, researchers should revert to the

endogeneitycorrected estimates.

The control functionrapproachs particularly advantageowshen estimating regression models
with discrete dependent variabl@etrin and Train 2010However, such model typesirrently
cannotbe estimated in PL-SEM sincethe standard algorithm requires the dependent constructs
to be continuougLohmaller 1989, Chapter 4lor linear models as typically estimated in PLS
SEM, the control function approach yields exactly the sasglts as the 2SLS approgétapies

et al. 2016).

Instrumental Variable-Free Approaches

When considering the 1V approactientifying conceptually fittingVs is very challenging
(Rossi 2014), especially in light tife data constraints characterga typical research project.
Research has suggestiadtrumentfree approachesat do not requird/s to bespecified as a

solution.For examplePark and Gupta (2012) introduced the Gaussian copula approach, which



controls for endogeneity lirectly modeing the correlation between the endogenous variable
and the error terrby means of a copula.ndther instrumentree approachproposed by Ebbes

et al. (2005)is conceptually similato the IV approach in that it splits an endogenous variable
into an exogenous and an endogenous part. Howbiglatent instrumental variables (LIVS)
approach does ndrawon an observed variable, but generates an unobserved (i.e., latent) IV.
Ebbes et al. (2008ssume thahelatent instrument is discrete with at least two categories
separahg the sample inth latentcategoriesAs suchthe LIV approach belongs to the class of
normal mixture models with components (Papies et al. 2006)ose model parameters can be

identified forL > 1 and nonaormality of theendogenous regressor (Ebbes et al. 2005).

The LIV approach can be used in a PEREM context but afundamental challenga its

application is the selection of the numbecafegoried.. A priori, this number is unknown but

has a substantial effect time resultsWhile Papies et al. (2016, p. 608)ggest that “the
researcher fits at leabt= 2, 3, 4 and 5,there is no clear guidance regarding the desired stability
of the estimates in order to vdryand, hence, regarding this parameter’s final chéitéhe

same timewhile the statistical software R facilitatdse use of the Gaussian cop@pproach
current softwarsupport forthe LIV approach is limitetbecausenodels can only include one
independent and one dependent variable (REndo package ver3idgksit8se two issues limit

the LIV approach’s applicability, we focus on tBaussiarCopula approach, whickllows

correctingfor endogeneityn the absence ad¥s.

Table 1 provides an overview of the advantages and disadvantages of (1) the conlrel varia
approach, (2) the IV approach, and (3) two types ofr®é-approache@.e., Gaussian copula

and LIV) whendealing with endogeneity in PLSEM.
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===|nsert Table 1 about here==
ADDRESSING ENDOGENEITY IN PLS-SEM

Procedure

PLSSEM is a statistical method to estimate path models with latent var(ablemoller 1989,
Chapter 2; Wold 1982). Unlike factor-based SEM, which considers constructs as common
factors that explain the covariation between the associated indi¢GRiceskog 1978 PLSSEM

is a compositdased approach to SEM that uses linear combinations of indicator variables to
representonceptual variableg astatistical mode{Henseler et al. 2014; Sarstedt et al. 2016).
PLS-SEM estimates the parameters of a set of equations in a structural equatibbhymode
combining an approach similar to principal components analydisregressiofbased path
analysis. Specifically, theLS-SEM methoduses partial regressions to estimate the path
coefficients between the latent variables and their indicators in the meastirandelsas well

as between the latent variables in the structural méatahstance, Lohméoller (1989, Chapter 2)
and give an introduction the PLSSEM algorithm Approaches for dealing with endogeneity in
regression models cdinerefore beeadilytransferred to PLSSEM. However, contrary to
regression analysis, in which the approaches us@tiserved)ndicator variables as input, their
implemenation in PLS-SEM draws on the composite scores obtained after the algorithm
convergencélLohmoller 1989, Chapter 2)Figurel illustrates our systematic procedure for
dealing with endogeneity in PLSEM. The following sections discuss each step in greater

detail

=== InsertFigurel about here==
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Stage 1 of the procedure requires checkingsting forendogeneitys necessarySpecifically,

the meaningfulness of considering endogeneity in PLS-SEM depends on whethechers use
the method for predictive or explanatory modeling purposes. In predictive modeling, theepurpos
of the analysis is to predict new or future observations (Shmueli 2010). Here, the maim ¢®nc
predicting the case values of the dependent variables, rather than (causafygtimg the
structural paths. Controlling for endogeneity is not useful in this aasenay reduce the

model’s predictive power (Ebbes et al. 20@9)nverselyin explanatory modeling, which
involves “the use of statistical models for testing causal explandt{@msmnueli 2010, p. 290)
controlling for endogeneity is crucial in order to adequately test hypatkieapies et al. 2016).

In practice, however, researchasng PLSSEM generallybalance prediction and explanation

in that theyexpect their model to have high predictive accuracy, while also being grounded in
well-develomd causal explanatiofSarstedt et al. 2017apregor (2006; p. 626¢fers to this
interplay as explanation and prediction theory, noting that this approach “implies both
understanding of underlying causes and prediction, as well as description of thkoreti
constructs and the relationships among them.” @usditingmayrequire the consideration of
endogeneity, depending on whether explanation (i.e., testing theory) or prediction (eryveto de

managerial recommendations) prevail in a certain research project

Stage 2 of the procedurgigurel) uses existing theory and prior research findings to identify
potential endogeneity issues a pridfiriprior research adequately theorized, detected, and treated
endogeneity issues in a specific research context, this knowledge should be applied whe
proposing a PLS path model and collecting data. This typically involves includinglcontr
variables in the modebr gathering data on Vs for an ex post assessmsinig the 1V approach

(e.q., Ebbes et al. 2017; Reeb et al. 2012). Thus, if prior research sddigasendogeneity is

12



an issue, or the resultastdoubtthatall the endogeneity sources hdeen detected, researchers

shouldalsotestwhether endogeneigubstantiallyaffects the model estimates.

To do so, Stage 3 of the proced(ifggure 1)applies the Gaussian copula approach. If the results
do not indicate a problemgsearchers can use the original model's estim@tbsrwise, the
sources of endogeneity must be further explored and controlled for in the nexttstep of
procedure. Since endogeneity problems in international marketing often arisenfiitted

variables (Jean et al. 2016)t&je4 involves conceptually identifying the missing information
and adding control variables to the PLS path model (Papies et al. 2016). Including suitable
control variablehandlesor at least reducethe impact of endogeneity on the model estimates
(Ebbes et al. 2017)nlsituations where no suitable control variables are available, researchers
can draw on the Napproach. If IVs are unavailable, or researchers cannot identify at least one
suitable IV for each endogenous variable in a partial regression modetatinege the Gaussian
copula results, if available, and report that they cannatifgeadequate omitted variables that
explainthe endogeneity problerti.the Gaussian copula results are not available, because they
do not meet the method’s requirements, researchers should interpret the ori§ipaitFimodel
estimates and specify thheason(s) for not addressing the potential endogeneity issues as a

limitation (Figure 1)

The Gaussian copula approach in PLS-SEM

To illustrate the Gaussian copula approach in PLS-SEM, consider a simple path itfodakew
dependent latent variab¥g, explainedby two independent latent variabdésandX». Each of
the latent variables is measured using three indicdtmsre2 shows this simple path model.
The hexagons represent composites formed by linear combinations of the indidatdesaas

indicated by the arrows linking the indicators and the composites. These arrows do not

13



necessarily correspond to the measurement model specification, which efledieve or
formative(Sarstedt et al. 2018)lowever, we use this illustration because F8EMV forms
composites from the indicator variables to represent the conceptual vameaihiesriodel

estimation.
=== InsertFigure2 about here==

Model estimation in PLSSEM draws on a three-stage approach that belongs to the family of
(alternating) least squares algorith(isateosAparicio 2011). Stage 1 of the PISEM

algorithm iteratively determines indicator weighdsmpositescores, and path coefficients. The
algorithm cmverges when the indicator weights change only marginally from one iteration to the
next. Stages 2 and 3 use the final composite scores from Stage 1 as input for a seliearpf 0
least squares regressions. These regressions produce the final indicatgs|aadicator

weights, and path coefficien&s well as related elemenssich as the indirect and total effects,
andR? values(e.qg., Sarstedt et al. 2017%Yith reference to our example, the final stage of the
PLSSEM algorithm entails regressifYgon X; and Xz to estimate the structural model path

coefficientsp; andp,:

Y=o+ B1X1 + B Xy + € (4)

Let us assume that the independent variAbie thought to be correlated with the error teen (
of the dependent variab¥ and may therefore induce an endogeneity problem in the estimation

of Equation 4.

The Gaussian qoula approach requires thempositescores of the endogenous constiXicio
benon-normally distributed. If this requirement is migte Gaussian copula &f can be

calculatedas follows (Papies et al. 2016):

14



c* = O HH(XY)), )

whereH (x) is the empirical cumulative density function abd! is the inverse normal
cumulative density function. Next, the copula is included as an additional independdsievaria
thatcontrols for the correlation between the error term and the endogenous independent

construct in the regression model:

Yy = Bo+ Pix1 + Baxa + facy" + € (6)

To attend to the endogeneity problemstjmating Equation 6 yields the new path coefficigdjts

andp;.

To determinewvhether endogeneity is at a critical level, researchers need to assess the copula
coefficient’'s(f3) significance using bootstrapping (Hausman 1978; Park and Gupta 2012)
significant coefficient indicates a critical level of endogenditthe copula coefficieris

significant, researchers can assume tharalogeneity issue is presergven though treated by
including the copula in the regression model (Equatioif @e coefficient is not significanho

critical endogeneity issue affects the regression results

While the standar@aussiarcopula approachssumes single endogenous variabRgrk and
Gupta (2012) also discuss the case of modeling multiple endogenous variables siusilfane
Doing sorequirescreatng the copula for each individual endogenous variable andgadl
copulas to the original modédlhe procedure separatelgmputesall the Gaussiaoopulas of the

specified endogenowsriables(Park and Gupta 2012).

15



Control Variablesin PLS-SEM

If the Gaussian copula approach indicates a significant degree of endogeresitghess should

use control variables to identify its sources. The introduction of control variables sheayd a

be grounded in strong theory (Bernerth and Aguinis 2016). That is, researchers shoulccte expli
(rather than implicit) regarding the role of control variables in the asaysl potentially even
match the hypotheses preciselyheir choicg(Spector and Brannick 2010)ypical examples of
control variables used in international marketing models include a companyisioeae, size,
export experience, years of global experience, percentage of produatsexsielas, number of

countries entered, and cultural dista(eg., Peng Cui et al. 2014; Shu et al. 2017).

The use of control variables in PLS-SEM is analogous to regression models. Melyprec
control variables are included as singam constructs in a PLS path model. Each control
variable is then linked to the dependent latent variable whose predictor construdisdrave
identified (or are assumed to be) as possibly exhibiting endogenettythiNd criticisnof the

use of singlatem constructgDiamantopoulos et al. 2012) does not apply to control variadses,
theyusuallyrepresent observable characteristics. However, if the control variablesaepr
unobservable concepts (e.g., cultural dimensions), they need to be measured by means of
multiple items. Finally, the interpretation thie control variables’ effect is also analogous to
regression models and depends on each control variable’s measurement sdaleanvhe

categorical or metri;mn PLSSEM (Hair et al. 2017).

Once specified, researchers needde bootstrapping tssess the control variables’
significance. Similar to the analysis of interaction effects in-BEM (Hair et al. 2017; Chapter

7), the assessment of significant control variables shoultha$eeffect sizeto also consider

16



their relevance. According ©©hin (1998)f2 values of 0.02, 0.15, and 0.35 suggest small,

moderate, and substantial effects.

Thelnstrumental Variable Approach in PLS-SEM

Implementing the 1V approach in the context of PREM requires adjusting the final stage of
the PLSSEM algorithm. In its original form, this stage uses the compsestres obtained after
convergence as input to run a series of ordinary least squaressiegs that estimate the
structural model path coefficients. Instead of using ordinary least squgressiens, however,
this stage now uses 2SLS (Benitez et al. 20MBenimplementing the IV approach in PLS-

SEM, researchers need to ensina they include at least one IV per endogenous variable.

Analogous to regression analysis, the IV approach’s implementation reqseasahers to find

IVs thatare highly correlated with the independent varialilestrument relevance), bate
uncorelated withthe dependent variable’s error tefexclusion restriction)in international
marketing previousregressiorbased models used 1Vs suchlasorganization quality, brand

guality, environmental causes, brand strength (Swoboda and Hirschmann 2017), exposure to a
multinational companies’ marketii@woboda and Hirschmann 201&hdexport memory

(Souchon et al. 2016). Howevengtidentification of suitable Vs is highly contesgpecific and

the most challenging step in the analysig., Larcker and Rusticus 2010). Angrist and Pischke
(2009, p. 17) argue that finding good IVs requires “a combination of institutional knowledge and
ideas about processes determining the variable of interest,” especthkyess no true test for

their quality(Rossi 2014).

To illustrate the implementation of the IV apprbae PLS-SEM, consider the simple model in

Figure2 with the construck: possibly exhibiting endogeneity. We now introduce an IV (i.e.,

17



Z1), measured by three indicators, that correlates strongly with the congtrbat not with the
errortermof Yz in the original model. Threafter, we create and estimate the model shown in

Figure3.
=== InsertFigure3 about here==

Next, a 2SLS analys uses theompositescores ofX; and Xz, obtained from the first model
(Figure2), and the compositEores oZ;, derived from the second mod€igure3).

Specifically, we regres¥; onz; andX; to obtainX;:
X1 =vo +v1Z1+ 72Xz, (7)

We first assess the IV’s strength by comparingRhealues of the first stage regression
(Equation 7) with and without the IMhe esultsof anF-test indicate whether tHe2value of
the regression model with and without the IVs differ significantltheére aresignificant
differences, we continue with tla@alysis by theoretically substantiating tAats not correlated
with theerror termof Y1 (e.g., Semadeni et al. 2014; Staiger and Stock 199#)e case of an
over-identified model,tatistical assessmertty means of the Sargaéest andhe Hansels Jtest

may supportthis analysis

Finally, we reestimate the original model by regressihgn Xz andX; from Equation 7 to

obtain the corrected path coefficient estimageandp;:
Y = By + Bi Xy + BrXy + €. (8)

The DurbinWu-Hausman teqHausman 1978llowsfor testing whethegf; (Equation 8)

differs significantly frompg; (Equation 5). Ifso, researchers should revert to the IV approach’s
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coefficients (Equation 8). Otherwise, if the difference is not significaetarehers should

continue using the results of the partial regression model’s originaBEMsestimation.

EMPIRICAL EXAMPLE TO ADDRESSENDOGENEITY IN PLS-SEM

Model and Data

To illustrate our procedure for identifying and treating endogeneity (FiDukee draw on a
corporate reputation model originally presentedbg| (2010). The goal of this model is to
explain the effects of competen€e@dMP) and likeability LIKE), whichrepresent corporate
reputatiors two dimensions (Sarstedt et al. 2013; Schwaiger 2004), on customer satisfaction
(CUSA, and ultimatelyon customer loyaltyCQUSL). This modehasbeen usedb illustrate
aspects of thelB5-SEM methode.g., Hair et al. 2017; Hair et al. 2018) and has also been
frequently applied imn international marketing contekEor exampleZhang and Schwaiger
(2012)use this model to study the differentiating eféeat corporate social responsibility and
other antecedent dimensions on corporate reputatithmee Western countries (Germany, the
USA, andtheUK) andin China.Similarly, Radomir and Alan (2018) apply this model to
contrast the effects of service quality and relationship investment on corpmratation
assaesments of Romanian and UK consumEtsthermoreWalsh et al. (2009 eveloped and
validated a variant of this model using cross-country data, which features prdyniméme
international marketintiterature. For examplegeveral researchers havged this model to
analyze the moderating effeaftinstitutional countrydifferenceqSwoboda et al. 201@&nd

cultural dimensions (Swoboda and Hirschmann 2017) on the relationship between corporate

reputation and customer loyalty.
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Figure 4 shows the original model, which includes two partial regression m@del$JSLis
regressed o@OMP, CUSAandLIKE, while (2) CUSAIs regressed oBOMP andLIKE. The
following illustrations focus on the first, more complexgression model. The measurement
models ofCOMP, LIKE, andCUSLdraw on three reflective items eagthereasCUSAIs
measured with a single item. The model estimation draws on data from two majonGerma
mobile communications network providers and two smaller competitors. A total of 344
respondents rated each item asesenpoint Likert scale. Observations with missing values
were deleted, leaving a total sample size of 336. We used the statisticals&f(RaCore

Team 2018)STATA (StataCorp 2015), and SmartPLS 3 (Ringle et al. 2fiit5he
computations. For the PLSEM estimations, we use Mode A for all composftarstedt et al.
2017a). The results of the bootstrap routine with 5,000 samples, applying the no sign changes
option,enableus D test for the coefficients’ significancé/e find that the measurement models
meet all the relevant evaluation criteria. In the structural model assessiniapath

coefficient estimateexceptCOMPto CUSL, are significant and the modeR¢values are
satisfactory(for this application, Hair et al. 2017 provide further details of the BEB}results

and their assessment)

=== InsertFigure4 about here==

Most of the corporate reputation modeinalysesake a predictive perspective (e.g., Schwaiger
2004).However,in line with Eberl (2010), who elaborates tive causaéffects of corporate
reputatiors two components (i.eCOMP andLIKE) on CUSAandCUSL, we consideour
analysisprimarily explanatory in nature. Hence, following Stage 1 of the proceé&igargl),

we continue by applying the Gaussian copula approach.
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Application of the Gaussian copula approach in PLS-SEM

Beforeinitiating the Gaussian copula approathmeet its assumptions, we first verify if the
variables, which potentially exhibit endogeneity, are normally distributedFigure 1). We do
so by running the Kolmogoro®mirnov test with Lilliefors correctio(Sarstedt and Mooi 2014)
on the standardized compossisres ofCOMP, LIKE, andCUSA which the PLS path model
estimation provides. The results show that none of the constructs has normally ddsdmres,

which allows us to consider them endogenous in the Gaussian copula analysis.

Next, we create three regression models in which we consider the independenttsi2&iP
(model 1) LIKE (model 2) andCUSA(model 3) as possibly exhibiting endogeneity. In addition,
to simultaneously account for multiple endogenous variables when applying theaGaogsila
approach, we create four regression mottelsinclua all possible combinations of multiple
endogenous variabl@s this PLS path model examplelKE andCOMP (model 4),LIKE and

CUSA(model 5),COMP andCUSA(model 6),andLIKE, COMP, andCUSA(model 7).

We use the constructs’ standardized composite scores to compute the Gaussiaof topula
partial regressions in the structural model. To cross-validate the resulisedéwo different
statistical software packages, which returned the same re3UAJA 14 (StataCorp 2015) and
the REndo package of the R program (Gui et al. 20b/implementSTATA, we used specific
commands (1) to compute the Gaussian cumulative distribution fun@jao, create the copula
asthe inverse of the Gaussian normal cumulative distribution function, and (3) to tatbela
modelthatincludesthe Gaussian copul8incethe REndo package does matrentlysupport

the computation bootstrap standard errors, we used our own Rirdtihes boot packag@anty

and Ripley 2017) to run this part of the analyses.
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=== |nsert Tabl@ about heree==

Theresults in Tabl@ show that only one Gaussian copula (i.€us# is significant(p < 0.1)
when treating one endogenous variable, which points to a potential endogeneityndadand
thesignificant Gaussianopula in the modethanges the effeaf CUSAon CUSLby 0073 units
(from 0.509 to 0.582), which points to a potential endogeneity prolole@USA(model 3).
Similarly, ccusais also significant ithe CUSAmodelsin combination withLIKE (model 5, p <
0.1), COMP (model 6, p < 0.05), andKE andCOMP (model 7, p < 0.1). This confirms the

possibility of CUSAbeing endogenous.

Application of the control variable approach in PLS-SEM

Following Stage8 of the procedure for identifying and treating endogeneity (Figureelnext
include control variables in the mogdeihich from a theoretical perspective, are likely to
influence customers’ loyaltfEberl 2010)The first control variablesgrviceprovidey
distinguishes between large, globally operating mobile phone services psovide
(serviceproviderl; ny= 251) andsmaller locally operatingcompetitos (serviceprovider2;
ne) = 85). In addition, we include a second control variabée\cetypg which isrelevant from
a sevice marketing perspectivanddistinguishedbetweerncustomers with a contraand those

with a prepaid plan.

Analyzing the impact of the two control variables, both separately and joimbiyssthat neither
has a significant influence on tlBJSLconstruct. Specifically, theervicetypevariable has
a-0.003 effect (sig.=0.9172=0.000),andthe serviceprovidewariable has &.038 effect
(sig.=0.319#2=0.003 on CUSLwhen included separately. Including both control variables

simultaneously changes the results only marginally. As none of the comtiadblesdentifiesa
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source of endogeneity, we continue with the procedure (Figure 1) by runningdperdach on

the data.

Application of thelV approach in PLS-SEM

The application of the IV approach in the context of our model requires selectiviglaat is
correlated withCOMP, CUSA andLIKE. At the same time, the IV needs to be uncorrelated with
the omitted determinants of customer loyalty and, hence, be uncorrelatedUiits error

term. Our implementation of the IV approach uses customers’ perceived switching casts as
IV. Switching costg€omprisethe time, money, and effort that consumers expect to expend when
changing the service provider. In the mobile phone masketching costs comgrimarily in the
form of transfer cost@lemperer 1987) when ending a relationship with one provider and
starting a new one with anoth&pecifically, thamplementatiorand configuration afhe new
relationshiprequirethe customer tonvest time, effort, ath other assetsvhile ending an old
servicemayalso requirgrocedural tasks (Ray et al. 201Rence, interms of thanstrument
relevance criteriont is reasonable to assume ttiaperceived switching costs correlate with

the customers’ satisfactiand reputation assessmeittscaussignificant transfer costs limit

their freedom to configure the business relationship. Given the manifold factorslietce
loyalty, arguingthat perceived switching cosaseuncorrelated with omitted variables that affect
custometoyalty (exclusion restrictionis more difficult. However,research has identified
customers’ variety seeking tenderethat is, the tendency of individuals to seek diversity in
their choices of servicew goods” (Kahn 1995, p. 139)asamajor determiant of customer
loyalty (e.g., Berné et al. 2001Since this tendency ismsychological trait that is independent of
individuals’ preferencestructures ant stable over timéMenon and Kahn 1995yariety

seeking igprobablyunrelatedo customers’ perceptiaof the switching costsNetwork qualityis
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anotherkey determinant of customer loyalty thatesevantfor the context of our study (e.g., in
terms of coverage, stability, and voice quality; Lim et al. 2006work qualitycan differ
substantially, gpecially inrural areasand cannot be fully observed a priori. Poor network
coverage will have a stng negative effect on customer loyalty, independettt@tustomers’

perception otheswitching costs.

We use an extendersion of Jones et al.’s (2006)ale and measure th@itching costdy
using fourreflectiveindicators §witch to switchy), each measured orfige-point Likert scale.
For our analysis, @ extract al(standardizedyompositescoredrom the SmartPLS 3 software.
We subsequently run the IV approach by using STAT#egresamethod (StataCorp 201'4s
well asthe statistical software R with iISER packagédKleiber and Zeileis 2017)p validate the
results. Both programs provide the same restiétble3 shows theesults of the analysifor the

IVs.

To assesif the IV is strong (Figurel), we use the wedlR test’'sF-value, which compares th
valuesof the first stage regression with and withthé 1V. We consider three modelsach of
which considers another predictor construdCofSLaslikely to exhibit endogeneity (i.eLIKE,
COMP, andCUSA. The results iMable3 show that including the IV significantly increases the
1%t stageR? valuewhen considerin€@ OMP andLIKE as edogenous, as evidencbhy the
weaklDtest values well above 10. Conversely, the mod€liglue only increases marginally
when considerin@USAaslikely to exhibit endogeneity. Hence, in the following step, we use
theWu-Hausmartestto asseswhetherthe coefficients of the IV approach diffsignificantly

from the original coefficients. The results in Table 3 show that, in our analysisjgimaloand

IV coefficientsdo notdiffer significantly. When consideringlKE andCOMP as endogenous,

the WuHausman tesdpecifically returnsp-values of 0.216°
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=== |nsert Table8 about heree==

Including switching costas an IVdoes not explain the endogeneity probkeorigin. More
specifically, the 1V correction dEUSAincreases the corresponding point estimate to above one,

further indicating thathe switching costgonstrucis not a suitable IV.

Following the procedure iBigure 3 we shouldherefore examinthe resultof the Gaussian
copula approactSpecifically, researchers shoukiinterpret the results that assu@ESAis
endogenous, since includi@JSAs significant Gaussian copuila the modethanges the
relationship ofCUSAon CUSLfrom 0.509 to 0.58%Table 3) This finding is in line with por
researchwhichhastheoretically aneéémpiricallysubstantiate endogeneity problemsith
customer satisfaction, especially its relationship to customer Igyadtyov et al. 2013).
Nevertheless, this analystso illustragés thatin the context of our empirical example,
consideing endogeneity does not, from a theory testing perspectimagmge any conclusions

drawn from the model estimation.

To summarize, by carrying out the procedure shown in Figure 1, we identified aglotenti
endogeneity issue based on the Gaussian Copula results. However, we have not been able to
explain the problem by the available control and instrumental varidltias.in this kind of

situation the researcher shoudgbortthe Gaussian Copuspproach’solution,acknowledging

thatthe findings do not reveal the origins of the endogeneity.

SUMMARY AND CONCLUSIONS

While addressing endogenehgas become antegral conponent ofregressiorbased analyses in
international marketin@Jean etla2016), users of theLS- SEM methodhaveoverlookedhis

issue A potential reason for thidisregards thepredictive naturef PLS-SEM, which, if taken
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into full consideration when using the methoehders endogeneiigrelevant (Ebbes et al.
2011).However, researcheconventionallyuse PLSSEM to test formal hypothes, which
corresponds to an explanation perspecimrgle simultaneouslyleriving managerial
implications, whicHollows a prediction perspective. Endogeneity becomes an important
concerntherefore depending on whether researchers emphasize explanapoediction in

their analyses.

Similar toscholarsvho have applied PLSEM in international marketing and other disciplines
methodological researchers halsofailed to consideendogeneity ifPLS SEM, with some
authors suggesting that endogeneity cannot be accounted BLBSEM framework(e.g.,
Antonakis et al. 2010; Ronkkd and Evermann 2013). Such notions are astorssiteBl.S
SEMis a regressioibased techniqueyhich makes common approaches for identifying and
treating endogeneity accessible in this specific methodological coBenitez et al. (2016) took
a first step in this direction bgombining the standard PLSEM algorithm with thSLS

method without, however, considering actual Vs that allow for decomposing the independe
variables’ variance into endogenous and exogenous Banicening thescopeof their research,
this studyintroduces a systematic procedure for identifying and treating endogen@lt§in
SEMthat takesnto accounthe most recent statistical developments in the literature on
endogeneity. Specifically, implementing the Gaussian copula appaddcbssethe sigificant
concerns associated with identifying strong and V&gl Moreover, ombining this novel
approach with the inclusion of control variables and the classic IV appeoaties

comprehensive assessment of endogemdign applyindPLS-SEM for explnatory purposes.

Our application of the procedure to empirical data discloses endogeneity lits EXir0)

corporate reputation model, which has been frequently used in different variations in
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international marketing and international busimesearch{e.g., Swoboda et al. 2016; Zhang
and Schwaiger 2012). Our analysis suggestshiegZUSAconstrucis subject to endogeneity
but contrd variables or IVs were not able to hanthés problem. Correcting for endogeneity
using the Gaussian copula approbeads toa pronounceathange in the modelstimateswhile

nevertheless leaving the general conclusions intact

We hopethis articlewill be thestarting point fofuture PLS-SEM researclon endogeneity.
Researchermayendeavoto introduce bootstrappingased approachés test the strength of an
IV, its validity, and relevancen PLS-SEM. Further, he weaklID test and WHausman test are
parametric tests and therefatielate the nonparametric natuwePLS SEM, thus requiring other
tests to be identifiedMoreover, further researchould advance the understanding and
applicability of IV -free approachesuch assaussian copulas or Ebbes et al.’s (200%)
method.For example, simulation study resuttsuld provide researchers with threshdtus
decidingif a significant Gaussian copula entails a rather negligdvla substantiglendogeneity
problem. Future research should also identifyys to parametrizéhe LIV approach which our
study did not consideatueto its strong dependency on thelection of theaumber of latent
instrument categorig®apies et al. 2016) and lack of software support. Such a step would open
ways for a benchmarking study of the Gaussian copula and LIV approaches in theafontex
PLSSEM. In these rgards, a Monte Carlo simulation study, in whprlspecified levels of
endogeneitypiasthe parameter estimatasould allowfor comparing théV andlV -free

approachésfficacy regarding identifying and treating endogeneity.

RecentPLS SEM developments, such as the consiskRitf- SEM approach (Dijkstra and
Henseler 2015), which allowier mimicking factorbased SEM results, and the introduction of

model fit criteriainto PLS SEM (e.g., Henseler et al. 201dayhelp researchemsith specific
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explanatory research goals. The next logstep is to extend PLSEM's capabilities to address
endogeneity issugs empirical international marketing research when using consRL&ht
SEMto estimate models on the grounds of common factor model data (Rigdon et al. 2017;
Sarstedt et al. 2016). This kindladvancemerghould be straightforward in terms of our
research findingssincethe consistenPLS SEM method usethe compositescoresobtained

from astandardPLS-SEM-based estimatioas input.

Futureresearclshouldalso exploreother approaches to detect endogeneity problems in PLS-
SEM. Research has brought forward a number of latent tdaksiquesuch as finite mixture
PLS (Hair et al. 2018), PLS prediction oriented segmentation (Becker et al. 2013), and PLS
iterative reweighted regression segmentatchlittgen et al. 2016) to uncover unobserved
heterogeneitySarstedt et al. (2017b) recently introdueeslystematic procedure for identifying
and treating unobserved heterogeneity in PLS path models. Combaviel latent class
techniques, the procedueeables researchers(iij checkif unobserved heterogeneity has a
critical impact on the results, (2) decide on the number of latent segments tdrosteihe data,
and (3) recover the segmerpiesific model estimateslowever, future research needs to assess
the interplay between the various sources of heterogeneity on the one hand and @gadogene
the other and develop guidelinesagsess if endogeneity is at a +witical level in the segent

specific solutions.

It would be particularly interesting talso considerhe fuzzy-set qualitativecomparative analysis
of regression model$sQCA; Woodside 2013). A joint consideration of these techniques may
allow researchert betterassess ancbntrol for endogeneity embeddedunobserved
heterogeneitylvanov et al. 2013; Schlittgen et al. 2016). Moreover, in this study we did not

address how to deal with endogeneity issues in PLS path models that include intenawtipn te
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which are used, for example, in PS&EM-basednoderator analysdsiair et al. 2017Henseler

and Chin 2010)As international marketingesearchers frequently apply such analyses, Jin

et al. 2016; Leonidou et al. 2017), future studies should use insightsefsech on regression
analysis(e.g., by using special 2SLS analyses to account for interaction termssaodthé

control function approach; see, for example, Sande and Ghosh 2018) to furnish recommendations

on how to adequately address this issue in BESA

Finally, in its standard fornrPLS SEM does not suppodstimatinglongitudinal or panel data
without limitations(Roemer 2016)Once thePLS-SEM methodadvances in thes#rectiors,
assessing the efficacy of other approadbesandling endogeneitguch aghe lagged variable
approach(Jean et al. 2016), the crdssgiged corelation procedure (Tyagi and Wotruba 1993),
the Arellane-Bond(1991)estimator(Kumar and Pansari 201&)d the Granger causality test
(Filipescu et al. 2013), would be particularly interestiRglatedly, extending the PLSEM
algorithm to accommodate binary dependent variables would provide an opportunity to consider
endogeneity methods specific to such modeirggs such aghe control function approach and
its extensionge.g., Garen 1984; Wooldridge 2015). These kinds of advances would be
particularly beneficial for international marketingsearch, which frequently relies on
longitudinaland panel datge.g., Kumar and Pansari 20183, well adinary outcome variables

(e.g., Obadia et al. 2017; Westjohn et al. 2017).
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TABLES

Table 1. Comparison of Approaches to Deal with Endogeneity

M ethods
Criteria

Control variable
approach

Instrumental variable

Instrumental variable-free approaches

(1V) approach

Gaussian copula

Latent instrumental variable
(L1V)

Number of variables

Data on additional
variables must be
collected

Instrumental variables
have to be identified and
data has to be collected

No additional variables needed

No additional variables needed

Distribution of variables

No assumptions
required

No assumptions require

Endogenous variables have to be-hon

normally distributed

Endogenous variables have to be
non-normally distributed

Nature of dependent
variable

Discrete or continuous

Continuous

Discrete or continuous

Continuous

Statistical tests

Not necessary

Test for significance
and relevance

Test for significance

Test for significance

Acceptance in scientific
community

Widely accepted and
commonly used

Widely accepted and
commony used

Relatively new and thefere rarely used

Relatively new and thefere rarely
used

Implementation in
software

No additional
implementation
necessary

Supported by, for
example, SPSS, STATA
and R software package

The REnddGui et al.2017)package

, supports the Gaussian copula approac

)

The REndqGui et al.2017)
hpackage supportdV model with
one dependent and one independ
variables

ent
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Table 2: Results of the Gaussian Copula Approach

Original mode Gaussian copula Gaussian copula Gaussian copula
model 1 model 2 model 3
(endogenous (endogenous (endogenous
variablee COMP) variable: LIKE) variable: CUSA)
Variable | Value | p-value | Value p-value | Value p-value Value p-value
COMP 0.016 | 0.746 0.014 0.848 0.017 0.763 0.021 0.707
LIKE 0.331 | <0.01 0.331 <0.01 0.370 <0.01 0.331 <0.01
CUSA 0.509 | <0.01 0.509 <0.01 0.511 <0.01 0.582 <0.01
Ccowmp 0.002 0.974
CLiKE -0.033 0.245
Ccusa -0.041 0.063
Gaussian copula Gaussian copula Gaussian copula Gaussian copula
model 4 model 5 model 6 model 7
(endogenous (endogenous (endogenous (endogenous
variables: variables: variables: variables:
LIKE, COMP) LIKE, CUSA) COMP, CUSA LIKE, COMP,
CUSA
Variable | Value | p-value | Value p-value | Value p-value Value p-value
COMP -0.006 | 0.939 0.021 0.705 -0.027 0.717 -0.037 0.653
LIKE 0.381 | 0.000 0.341 0.000 0.333 0.000 0.362 0.000
CUSA 0.509 | 0.000 0.580 0.000 0.592 0.000 0.589 0.000
Ccomp 0.019 | 0.737 0.039 0.432 0.047 0.405
CLIKE -0.041 | 0.283 -0.008 0.790 -0.024 0.509
Ccusa -0.039 0.084 -0.049 0.045 -0.047 0.061
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Table 3: Resultsof thelV Approach

Coefficients R2values Weakid test Wu-Hausman test
Endogenous
First stage | First stage
Variable | COMP | LIKE | CUSA F-value | Significant? p-value
without 1V with 1V
LIKE -0.075 | 0.506 | 0.454 0.496 0.560 49.478 YES 0.216
COMP 0.120 | 0.278| 0.490 0.433 0.560 97.647 YES 0.216
CUSA -0.087 | 0.081] 1.113 0.295 0.300 2.575 NO 0.216
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Table Al: International marketing studiesthat apply PLS-SEM

Journal International Marketing Review Journal of Journal of International Marketing
I nternational
Y ear Business Studies

2017 Gomes et al. (2017); Moon and Oh (2017); Pin ) :
and Thompson (2017): Rahman et al. (2017) Ashraf et al. (2017); Obadia et al. (2017)

2016 Andéhn and L'Espoir Decosta (2016); Hensele
al. (2016b); Jean et al. (2016); Richter et al. Lew et al. (2016)
(2016); Schlegelmilch et 2016)

2015 L . . Khan et al. (2015); | Griffith and Yanhui (2015); Morgeson et al. (201
Rippé et al. (2015); Sinkovics et al. (2015) Obadia et al(2015) | Sheng et al. (2015)

2014 Freeman and Styles (2014); Griffith et al. (2014 Ashraf et al. (2014); Diamantopoulos et al. (2014

2013 : . Schotter and Magnusson et a{2013); Obadia (2013); Swobodg
Sinkovics etal. (2013) Beamish (2013) and Elsner (2013)

2012 Lam et al. (2012) Hilmersson and Jansson (2012); Johnston et al.

(2012)
2011 Hortinha et al. (2011); Nijssen and Douglas (201
Sichtmann et a(2011)

2010 . Navarro et al. (2010); Sichtmann and von
Duque and Lado (2010) Shi et al(2010) Selasinsky (2010)

2009 Fey et al. (2009) Lages et al. (2009); Nijssen and Herk (2009)

2008 Brettel et al. (2008); Nijssen and Douglas (2008)

Number of articles 15 7 21
(2008-2017)
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FIGURES

Stage 1: Decide if you need to

Stage 2: Use prior knowledge to
address endogeneity issues

Stage 3: Run the Gaussian copula
address and explain endogeneity issues

' Stage 4: Explain endogeneity
i to detect ity issues

Does related prior research
identify endogeneity issues?

Research Goal?

Assumpticns of the

P No
approach fulfilled?
Primarily Primarily @ . control
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Address and explain
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oes endogeneity represent research. Do you identify approach detect i suitable control that include additional
a potential problem? critical endogeneity issues? endoneneity issues? variables available? ool ablmalt

Include Vs

<>

Do you suspect additional
sources of endogeneity

<> <>

Is a valid and strong
instrumental variable
available?

problems?

Do the results of the original
Use the results
model and the IV model of the IV model *
significantly differ?

Use the PLS results and

address endogeneity line
with prior research *

Use the PLS results Are results of the Use the results of the

copula approach available? Yes Gaussian copula approach

No

* Considercontinuingat Stage &ind use the Gaussian copula apprda@ssest what extehthe endogeneity problem has been successfully addressed by the model.

Figure 1: Procedureto Address Endogeneity in PLS-SEM
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Figure2: Simple PL S Path Model

Y11

Y12

Y13

49



Figure 3: First Stage of the IV Approach
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Figure 4: The Simple Corporate Reputation M odel
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ENDNOTES

1 Other sources of endogeneity include measurement error and nonrecuratiengieips

between construc(®/oadldridge 2010).

2 This implementation is similar to other methodological extensions, such as finite @rft8r

(Hair etal. 2018), which uses composite scores as input for mixture regressions.

3 The model and data can be downloaded finttms://www.plssem.net/

4 The parallel findings from the application of the Gaussian coppfaoach to single and
multiple endogenous variables is not surprising, since the technique computes the copulas

separately when considering multiple endogenous variables in the PLS path model.

® While these arguments support the use of perceived switching costs, we ndies tisatat an
ideal 1V, as one coul@éxpectthis variable to correlate with other service perceptions (e.g.,
perceived service quality) that are relevant for customer loyalty and whiclwveheeputation

dimensions only capture indictly (e.g., Raithel and Schwaiger 2015).

® We also ran the control function approach on the model using switching costs as the IV. We
used the statistical software R for the calculation and the boot package to bob&sstmtard

errors(Canty and Ripley 2017As expected, the results parallel those of the IV approach.
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