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Abstract

In this study a fully 3D numerical model based on the Smoothed Particle Hydrodynamics
(SPH) approach has been developed to simulate turbulent open channel flows over a fixed
rough bed. The model focuses on the study of dynamic free surface behaviour as well as its
interaction with underlying flow structures near the rough bed. The modepisved from

the open source code SPHysigstt://www.sphysics.ofg by adding more advanced
turbulence and rough bed treatment schemes. A modified sub-particle-scale (SPS) eddy
viscosity model is proposed to reflect the turbulence transfer mechanisms andiedvdd

force equation is included into the momentum equations to account for thenesisf
roughness elements on the bed as well as on the sidewalls. The computed results of
variousfree surface patterns have been compared with the laboratory measurentiemts of
fluctuating water surface elevations in the streamwise and spanwise directioas of
rectangular open channel flow under a range of flow conditions. The comparison has
demonstrated that the proposed 3D SPH model can simulate well the complex free surface
flows over a fixed rough bed.

Keywords: SPHysics; free surface flow; rough bed; flow surface dynamics; underlying flow
structure; flow turbulence; bed drag
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1. Literature Review on Dynamic Water Surface Patternsin Turbulent Open
Channel Flow

Flows with a free surface in civil engineering applications are mainly turbulent. These include
flows in man-made channels and rivers. The study of turbulent flow structures for flatvs wi

a free surface is essential to understanding the fluid dynamics for suiclkengineering
applications. All turbulent flow structures in the natural environment are inherbmde-
dimensional (3D). These types of flow are characterised by turbulent stsietua range of
scales, intense energy dissipation, and random vorticity [Mathieu and Scot, 2000].

When a fluid flows over a solid boundary, the fluid-air interface is often obseovée t
wrinkled. In open channel flows with the absence of the wind, the vertical velocitigs m
dissipate at the surface, generating horizontal velocities and deforming tlaeesur
Furthermore, turbulent eddies can never die inside the flow; they must end perpelydatul

the free surface, causing temporal changes in water surface elevation aboveothese v
[Smolentsev and Miraghaie, 2005; Savelsberg and Van de Water, 2009]. Studies of the
dynamic behaviour of water surfaceequires the measurement of the instantaneous
elevations of the water surface and the instantaneous velocities of the imgd@dw.

Several techniques have been used to provide a means of measuring these instantaneously and
synchronously [Dabiri, 2003; Savelsberg and Van de Water, 2006; Cooper et al, 2006;
Nichols et al, 2010; Nichols et al, 2016]. Horoshenkov et al. [2013] measured the
instantaneous water surface elevations in turbulent open channel flows asthgtance

wave probes. The advantage of using conductance wave probes is that, they are easy to set up
and calibrate compared to the early mentioned techniques. Conductance wave prolses can al
be operated at different frequencies to avoid mutual interaction between two or osetg cl
spaced probes, and generally provide high dynamic accuracy.

A number of experimental studies have been conducted and reported in the litenature
understanding the linkage between the dynamic behaviour of the water surface and the
turbulent flow structures underneath it [e.g., Smolentsev&Miraghaie, 2005; Cooper at al.
2006; Savelsberg et al., 2006; Savelsberg & Van de Water, 2009; Fujita et al., 2011;
Horoshenkov et al.,, 2013; Krynkin et al., 2014]. Kumar et al. [1998] performed an
experimental investigation of the characteristics of free surface éudaih horizontal glass
channel flow with Reynolds Numbers ranging from 2898800. Their results indicated that

the persistent structure of the water-air interface can be classified iredytpes: upwellings
downwellings and spiral eddies. Statistical analyses of Dabiri [2003] have shown thaethe
surface deformation is strongly correlated with the near surface vortieky With a
correlation coefficient of about 0.7 to 0.8. Smolentsev and Miraghaie [2008fmped an
experimental study of flow conditions ranging from weak to strong turbulencery wide

open channel having an aspect ratio (flow width/flow depth) higher than 40. Theyembse
that three types of disturbance are always presented on the free suttfaeesame time:
capillary waves, gravity waves and turbulent waves that are generated Haentetactions
between the bulk flow and the water surface. The turbulent waves were fo{fBich@gntsev



and Miraghaie, 2005] to be the most domintype, having a characteristic size (in the free
surface plane)of approximately half the mean flow depth. An interestingddads also been
observed on the free surface is that these turbulent waves havey osdeyitclose to the
average flow velocity, while the speed of capillary and gravity waves wdezedif. This
feature was also observed by Fujita et al. [2011]and Nicholas [2014] who stated thatthe wat
surface waves travel with velocity close to the mean flow velocity. Savelsinerdy/an de
Water [2009] reported that although there are several appealing relations bemveeriace

flow field and water surface gradient, the water surface of fully developed dnthildw
exhibits a dynamic behaviour of its own. They attributed this to the large eddies wffacds
turbulent flow exciting random gravity and capillary waves which move liigdctions
across the water surface. Fujita et al. [2011] showed that there is a cmrbletiveen the
vertical velocity components and the boil vortices on the surface that aduadb the
gravity waves. Horoshenkov et al. [2013] experimentally studied the free sdsfaaeic
behaviour and its interactions with the underlying turbulence of shallow open cllamnrsel
over a gravel bed. The temporal change in water surface elevations was measigred us
conductance wave probes in the centre of the channel at different streamwisas0Hlitey
found that the free surface roughness patterns are strongly controlletk iplwiproperties

and are not strongly influenced by gravity waves. Horoshenkov et al. [2013halsedsthat

the free surface roughness patterns can be described by a well-correlated afaiytidal

and established a number of empirical relationships between the water surfacterarand

the corresponding hydraulic parameters. Nichols et al. [2016] determined the fiae sur
profile for several flow conditions by using the LIF technique and showed that the
independent surface behaviour noted by [Savelsberg and Van de Water, 2009] wasaot due t
travelling waves, but due to each individual water surface feature ongillagitically in time

as it is carried in space by the bulk flow. It was concluded that this complexidghaf
oscillating surface features, overlapping and out of phase in space and timapnsitde for
decorrelating the surface pattern from the turbulence field that geniérdtes spatial period

of the oscillation was shown to match the characteristic spatial periotieospatial
correlation functions of [Horoshenkov et al., 2013], giving a physical explanationédor th
oscillatory form of spatial correlation function observed.

2. Literature Review on SPH Applicationsin Open Channel Flows

Numerical simulations are used as a very valuable tool in the field of hydrothygand
hydraulic engineering to solve complex problems that are impractical to examine
experimentally. They also have the advantage of disclosing details of flostuses without

the spatial-temporal limitations of laboratory instruments. Thus they candprcam
economical and flexible tool to study flows of practical interest. In nigadesimulations, the
physical governing equations are described by one of two main approaches. The igst one
the mesh-based approach in which the fluid domain is decomposed into a fixed grid.
Examples of this approach are Finite Volume (FV), Finite element (FE) and Eiffiérence

(FD). However, simulating complex flows with large deformations is limited affitudi

with these methods due to the numerical diffusions raised from the advectimitethe
Navier-Stokes (N-S) equations [Gotoh and Sakai, 1999]. The second approach is mesh-free
where the fluid domain is decomposed into moving points of space commonly called
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“particles”. The Finite Points [Onate et al., 1996], Free Mesh [Yagawa and Yamada,,1996]
and Moving Particle Semi-implicit (MPS) [Koshizuka et al., 1998] techniques &re al
examples of mesh-free approaches. Such techniques are inherently well suited for
simulation of flows with complex boundaries. In recent years, the most popular Lagrangian
mesh-free method to have been used is Smoothed Particle Hydrodynamics (SPH). Although
the SPH method has been widely used in coastal hydrodynamics, using this methed for
simulation of open channel flow problems has received little attention, espdoiallige
simulation of turbulent free surface flows over rough beds. The SPH technicgiealbyi
formulated by [Gingold and Monaghan, 1977], initially focussed on the provision tibssiu

to astrophysics problems related to the formation and eventual evolution of gfllaxed

Liu, 2004]. It finds wide use in solving applied mechanics problems due to its ageanft

using a discretization method to approximate a continuum as a set of particlano3ihe
compelling advantage of the application of the SPH method is its inherent abilige tthe

set of particles to predict the behaviour of highly strained motiotutithe need for grids

or meshes [Violeau, 2012]. Due to its meshless nature, SPH can handle complex solid
boundaries and can also define free surface flows without the typical problemd-bagged
methods that they need to be coupled with a suitable technique such as volume of fi)id (VO
to capture the air-water interface.

The treatment of inflow and outflow boundaries in SPH is the key for the sudcessf
simulation of open channel flow problems. In recent years, different inflow anweutf
boundaries have been implemented. For example, Lee et al. [2008] used a perindic ope
boundary by which the fluid particles that leave the computational domain through the
outflow boundary are instantly re-inserted at the inflow boundary, and the fldiclggmclose

to one open lateral boundary interact with the fluid particles close twthplementary open
lateral boundary on the other side of the computational domain. However, this boundary
treatment is not suitable for applications in which the fluid volume leavingaimputational
domain does not have the same fluid volume that needs to be generated to enter the
computational domain at the sameei In the technique developed by Shakibaeinia and Jin
[2010], the fluid particles leaving and entering the computational domain are added to and
subtracted from an additional type of peets called ’storage particles” which exist before the

inlet and after the outlet of the domain of interest. With the method used bydeeesil.
[2012], the desired pressure and velocity conditions are imposed at the inflow tegien

inflow particles and water depth time series are determined by increasing orsiheciba
number of particles in the vertical direction. Meister et al. [2014] peaddrthe same
numerical technique and the analytical solution of the main velocity and the coriiegpond
pressure distribution were initially imposed. Moreover, Tan et{28115] performed an
incompressible SPH (ISPH) technique to simulate open channel turbulent flows over a
smooth bed. The comparisons indicated that the velocity trend in the upper region is quite
promising, but the error becomes larger near the channel bed as the flow depth becomes
shallower. Kazemi et al. [2017] used similar techniques of Federico 204R][and Tan et al.
[2015], but with the difference in that the inflow particle velocites linked with those of

the inner fluid particles, so that the flagvevolved naturally without any prescription of the
inflow velocity.



There is quite limited literature on describing the wall roughness in 18Béls of free
surface open channel flows. This is a key issue since a hydraulically rough suittedéoex

most practical hydraulic engineering applications. Gotoh and Sakai [1999] treated the bed
roughness by incorporating a drag force term into the momentum equation for aglungi
wave interaction with porous bed. Khayyer and Gotoh [2010] implemeatstmilar
treatment for dam break flow over a frictional bed. Generally theultse®f particle
shapshots provided a good match with the measured data. Cleary & Prakash [2004]csimulate
the historical St Francis dam collapse using real topography which was dafiledindary
particles with an interpolation length in the range of 10 m for coas®ution simulations.

The predictions were found to be reasonably consistent with thevebdtmod time scales.
Roubtsova and Kahawita [2006] modelled the well-known Vaiont disaster in Italy 1963,
where the topography of the valley was treated by particles and imposing the sliayoun
condition. Although the slip boundary and water levels were not known with a highigurecis

the simulated results agreed fairly well with the sequence of events. Dzetho[2014]
performed the SPH modelling of dam break flow through a narrow rough valley. Tt aim
their study was to show the differences between using a hydraulically sraoaih {where

only the roughness coefficient was considered to account for the drag) and a hyjraulica
rough terrain (where both the roughness coefficient and form drag were considered tb accoun
for the drag due to roughness elements). For a hydraulically smooth surface, twoerteffici

of eddy viscosity were specified; one for particle-particle and anothepdudicle-wall
interactions. For a hydraulic rough surface, the terrain roughness was defined by etbgating
grid-nodes resulting in pyramid-shaped elements. The computed results were comghared bo
with measurements on a physical model and results obtainedar@brFV model. The
comparison of the water surface level skahat the SPH results obtained by either way of
defining the roughness terrain agreed better with the experimental data tH&vi thedel.

More recently, Kazemi et al [2017] and Gabreil et al [2018] treated the beldnessyby
including drag force term into the momentum equation to simulate 2D turbulent agparetch
flows over fixed beds. Their results of velocity and shear stress show a goddwitadhe
measured data.

In mesh free methods, the free surface can be easily and accurately trabket nimerical
diffusion. Since no particles exist in the outer zone of the water surface, thy démasiluid

particle drops abruptly on the surface. Different techniques have been develdpedSPH
literature to handle this. According to the incompressible SPH (ISPH) apprbacheé
surface particle is recognized by using the density ratio. A particle is iderdasie free
surface particle if its density is less than a certain threshold value [Kikahiz al., 1998

Shao and Lo, 2003]. However, this technique may not be suitable for the weakly compressible
SPH (WCSPH) approach noise may exist in the pressure field near the surfaceesi,

other researchers have numerically computed the water surface elevationheSiig Isat

model Petkovsek et al, 2010; Dzebo et al, 2014]. The Tis Isat model calculates water depth at
any chosen point using the SPH kernel function. Furthermore, Lee et al. [2008] and &arhadi
al. [2016] used another technique called particle divergence to compute the wiaes sur
level. In a 2Dmodel, the divergence is equal to 2.0 when the kernel is fully sgbfant
enough away from the free surface boundary). Near the water surface the kernel isdrunca
due to the insufficient number of neighboring particles, and thus the divergence becomes
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smaller than 2.0. This feature is implemented to recognize the free sunfadespd.ee et al.
[2008] and Farhadi et al. [2016] suggested that a threshold criteriomgafingm 1.2to 1.5
can be used to determine which particles belong to the water surface. Mosireé therface
particles are accurately detected and some of them could not be detectéslb&bause the
free surface particles that could not be detected have a pressureogeryoctero. The defect
is acceptable, and it could be further minimized by kernel correction techniques.

In summary, although in the last few decades the SPH modelling technique hasdedgn wi
used to simulate different free surface flows, very few researchegsusad the SPH for the
simulation of turbulent open channel flows. Almost no work has ever been reportesl in t
literature of using SPH models to simulate bed roughness in turbulent flowsoAalty, the

SPH model has only been used to examine the dynamic behaviour of the water surface i
coastal hydrodynamic problems. Therefore, it is important to investigate the itpdlitis

model for simulating free surface turbulent flows over rough beds. In tlésioggrovements

to the 3D SPH turbulence modelling will be made to address the shear stresswand ne
treatments of rough beds will be developed to account for the form drag forces due to
roughness elements. In this study, the improvements made by Gabreil et al [201&] will b
extended by taking into account the influence of the 3D flow near the bed and thelsde wa
of the channel. The improved model will then be used to examine the dynamic behé&viour o
the water surface and its interactions with the underlying flow structuresneatier This

work will pave the way to implement the SPH technique in different open chiéowiglwith

more complex geometries and rough boundaries, and to extract more details onvthe flo
structure and water surface behaviour, since these details are diffialdtain using grid-
based methods.

This paper is structured as follows. Section 3 covers the 3D numerical modpl aed the
improvements made on the turbulence model and bed roughness treatment. Section 4
describes the experimental program carried out in a rectangular hydraulcviitma well-

defined rough bed. Instantaneous water surface elevation measurements are reported,
including the equipment and calibration processes. Section 5 provides the 3D SPH simulation
results with the water surface behaviour being compared with the meastae&etdion 6
presents discussion of the findings, the achievements of the work, and recomoneniteati
improvements that could be made on the models to more accurately simulate such free surface
flows.



3. Brief Model Review

Implementation of 3D SPH numerical model would allow for more information on the
underlying flow structure and water surface pattern to be disclosed, and hebetter
understanding on the linkages between the underlying flow and free surface pattern
throughout the flow cross section could be addressed.

This section aims to modify the recent 2D SPH code [Gabreil et al., 2018] akeal im
suitable for 3D free surface flows. Therefore the code will be significamgproved by
including a suitable 3D turbulence model to simulate the turbulence transfer rsethani
found over the cross sectional area of a free surface channel flow. A newbaumgtary
treatment will also be developed based on the concept of drag force model and included code
to account for the existence of 3D roughness elements on the channel bed and on both side
walls. The numerical results of water surface patterns will be compadinine whether

the improvements made on this model can simulate this type of flow adequately.

3.1 SPHysics code

SPHysics codghftp://www.sphysics.orgis a free open-source SPH code that was released in
2007 and developed jointly by researchers at the Johns Hopkins University (U.SeA.), th
University of Vigo (Spain), the University of Manchester (U.K.) andUheversity of Roma

La Sapienza (ltaly). The code is based on Large Eddy Simulation (LES) and it uses the
concept of weakly compressible SPH (WCSPH) to solve the Navier-Stokes equations wi
different optional add-on features such as boundary treatment, turbulence closure, and
viscosity formulation. It is programmed in the FORTRAN language, and has been developed
specifically for free surface hydrodynamics [GOmez-Gesteira et al., 2BRPlysics code has

been used to simulate different phenomena including dam breaks, breaking waves, floating
and sliding objects and wave impacts on structures. In this code, a \@riegtures are
available to choose various compiling options and a user manual is also provided. In
SPHysics, four different time integration schemes are implemented, i.e. tHietdtre
Corrector, Verlet algorithm, Symplectic algorithm and Beeman algorithm. TédicEor-
Corrector solution has been mostly used due to its being explicit in timgration and
straightforward to implement. Besides, it is also a second-order integsatigion, by which

the particle velocities, densities, positions, and pressures are computed. To achieimhumer
particle stability, a variable time step is controlled by the CodRaigdrich-Levy
(CFL)condition, the forcing term condition, and the viscosity condition [Monaghan, 1892]. |
applications of SPH for slightly compressible flows (where the flow pressuowariputed by

the Equation of State using an artificial sound speed), the fluid particles ebenipit
oscillations in the pressure field. Researchers have overcome this problenidosnipera

filter over the density of fluid particles, normally every 20 to 30 titeps to smooth out the
density and pressure noises. Two different density filter methods are avalabéefs in the
SHPysics code. One is called the Shepard filter and the other is the Moving Leass Square
(MLS) filter. The advantage posed by the SPH method is that kernels can be calculated
through a table or sub-routine. A kernel function defines the width of the influkmmain

and must satisfy the requirement that it behaves as a delta function as the smoottiing leng



http://www.sphysics.org/

tends to zero. Thus the dimensional influence of the neighbouring particles rimidete
Within SPHysics, the user is able to choose from the available kernel functi@RHIrthe

wall boundaries are treated mainly to ensure that fluid particles cannot petletravalls,

and that the no-slip fluid condition is satisfied. Different wall treatments Heaan
implemented in SPH applications, for example ghost particles, repulsive particles an
dynamic particles. In SPHysics, two different choices of solid boundaravaiéable for
users; repulsive particles and dynamic particles. The dynamic wall pargelgnént is
advantageous mainly because of its computational simplicity, since the wall gzagrel
computed inside the same loop as the fluid particles, and thus the computational time is
reduced. SPHysics code treats the inflow and outflow boundaries using the gpepedi
boundary described by Lee et al. [2008].

3.2 Model setup and computational parameters

To be dimensionally consistent with the experiment, the numerical flume widttakers as

0.46 m wide for the four flow conditions listed in Table 1. To provide cafit numerical
accuracy and low CPU load simultaneously, the numerical flume length was consideeed t
three times the total flow depth as sketched in Figure 3. This length is believed to be sufficient
enough to numerically visualize spatial stable patterns of water surface. THepiuiticle

size was selected as 0.0015 m for flow conditions 1 and 2, and 0.0025 m for conditions 5 and
8, respectively. This provides a range of 80,0000 ~ 98,0000 particles involved in the
computation domain. The selection of particle size is to ensure enough resolutiionthét

bed roughness elements and also to minimize the kernel truncation near the boundaries.
Similar to 2D model [Gabreil et al., 2018], a cubic spline kernel was adoptedvikernel

size of h = 1.5dx. The real water viscosity, & 10° m?/s) was used and the MLS filter was

applied every 30 time steps to smooth out the density and pressure fluctuations. The
computational time step was automatically adjusted to follow the Courabilitgta
requirement [GoOmez-Gesteira et al., 2012]. To reduce the CPU time and meet the requirement

for achieving flow stability, a speed of sourtg = 20 m/s was used throughout this
computation. This value is approximately 3 times larger than the minimum regairem
(Cominy = 10U, ) as suggested byonaghan, 198]. The XSPH variant was found to result

in numerical dissipation and therefore it was turned off. The 3D SPH naneridel was
run for flow condition 1, 2, 3, and 4 listed in Table 1 until time t exceeded 6sihg an
output time of 0.02 s. To reduce the time of simulation and to reach the stabtpuiter,

an analytical solution based on the power ldw=U _ (y/H)“™ was initially imposed

within the fluid block for each flow condition. It should be noted that ngthias been
imposed on the inflow/outflow, bottom and side wall boundaries, instead theetirflolv

has been developed by the influence of the proposed 3D turbulence modebgridrce
equations demonstrated later. The valuanah the power law equation was determined
from the best fit with the experimental time averaged streamwise velmatyjes at the
flume centreline agn=2.8, 3.0, 3.2, and 3.8 for flow condition 1, 2, 3 and 4, respectively. It
was observed that stable depth averaged streamwise velocity has been achiev&0 at
after the flow was initialized for the four flow conditions. This allows for 8.0f data



gathering that could be said to have no longer been under the influence ofidhenimdel
setup. Similar to the previous 2D model [Gabreil et al., 2018], the bed reféeeaty,was
taken 4.0 mm below the top of the spheres (the red dashed-line in FigurlyyHich the
mean flow deptth,, is measured. In this 3D model, a valuehgf= 0.32D was used for

flow conditions 1 and 2 (shallower), afij = 0.24D was used for flow conditions 3 and 4

(deeper). This actually makes physical sense in that shallower flow conditiongeezpe
proportionately higher flow resistance and therefore need a larger roughness theight
generate this higher flow resistance. This also can be observed in the calculssdfi/#he

hydraulic roughnesXlisted in Table 1. Since the flow is 3D, it is expected that smaller

values ofh,, as compared to those values used in 2D model, can provide a better match with

the experimental velocity profiles. This could be attributed to theHatina 3D model, the
lateral and vertical velocities near the bed and side walls of the channel alsulcemove
some momentum from the flow which is not accounted for in the 2D model. Both

h, =024D and h; =0.32D are within the range widely reported in the literature
[Nakagawa et al., 1975].
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Fig.1. A sketch of 3D numerical model domain including bed roughness elements; (a) cross
sectional view; (b) longitudinal view; (c) top view.

3.3 Treatment of turbulence and roughness elementsin 3D model

Similar to 2D model of [Gabreil et al,. 2018], the flow turbulence sheasssts modelled by

using the eddy viscosity Sub-particle Scale (SPS) model [Gotoh et al., 2001; L&damd S
2002]. In this 3D numerical simulation of free surface flows, it was found lileabriginal

SPS turbulent model using fixed Smagorinsky constant provides a much smalletrgissar s
value as compared with the experimental data. This phenomenon was also observed in the
previous 2D SPH model of [Gabreil et al., 2018]. Czernuszenko and Rylov [2000] preposed
simple analytical model based on the generalisation of Prandtl’s mixing length approach that

could be used to obtain the mean velocity and shear stress distributions in 3D non-
homogeneous turbulent flows. This simple model was also implemented in the current 3D

SPH model by modifying the original SPS model. That is to say, the fixed prédicin

the turbulent eddy viscosity was replaced by a mixing length formulation wdpcesent the
turbulent eddies scale. For more details on the improved mixing length formutatiin
refer to [Gabreil, 2017].
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In 3D turbulent open channel flow, the flow is not only influenced by the existenite
roughness element on the channel bed, but it is also influenced by the verticallsd&his
section aims to develop a new treatment of rough boundary to account for the ceagifo
to the roughness element on both types of boundary.

To prevent the inner fluid particles from penetrating the bottom and sideauatiaries, the
dynamic SPH particles approach [Dalrymple and Knio, 2001] has been implemented. It has
been found that this boundary treatment behaves as a hydraulically smooth bedioasd it

not adequately exert a frictional effect on the flow. In the present work, theeihzed was
covered with hexagonally-organised spheres with a diameter of 25 mm. Such a rough bed can
be classified as hydraulically rough, since the hydraulic roughness is indepentfentloi
Reynolds Number. Therefore, the frictional forces on the channel bed have to be accounted
for.

In the current numerical simulation, the bed drag force was quantified using the dtagsic
formula given in [Gabreil et al., 2018] and added to the momentum equation. It should be
noted that, in 3D flow over rough bed the drag force acts in the streamwitealvand
lateral directions. The lift force was neglected here due to being very smatlisubetlieved

to have no significant influence on the flow. The vertical drag forces wmy computed on

the sidewalls where high vertical velocities occur due to the interaction betvweeow and
sidewall corners. Following Gabreil [2017], the drag forces acting on thealeside walls

are proportional to those on the channel bed through the shear stress distribuatithe
different regions of the cross section.

4. Experimental Study

4.1 Aims of the experiments

The aim of these experiments was to measure the temporal change inuvfater alevations

at different locations in the streamwise and lateral directions. These meassraneetiien

used to support the application of the SPH approach for use in open channel shallow,
turbulent free surface flows. This will allow examination of the underlflimg patterns and

the water surface spatial pattern.

4.2 Hydraulic flume setup

Measurements were carried out in a 0.459 m wide and 12.6 m long rectangular open channel
flume including a recirculating water system. At the upstream end thauipdflume is
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supported on a fixed pivot joint, and on a pivot joint attached to an adjustablat j#uk
downstream end. The sidewalls of the flume were composed of glass to enable flow
observation. To form a well-defined rough bed surface, the channel bottom was dowered
two layers of smooth plastic spheres with diameter of D = 25.0 mm and density of 1480 kg/m
which were arranged in a hexagonal pattern as shown in Figure 2.

water surface

smooth glass wall
<
smooth glass wall

AR AR ZAN A VAT S RN AL A OrAn A AT DA AT A AT A A
¥

W OTR N SRR R ALY IR Y W SR w AT Y ST SECY.
A A A A A A AAAAAAa

= 459 mm -

Fig. 2. Cross sectional view of the flume included the spheres

In this study, a number of four hydraulic flow conditions were selected usange of water
depths and bed slopes that would provide a range of Froude Numbers as shown in Table 1
where hydraulic roughness is calculated using the Colebrook-White equHtiese flow
conditions were selected to investigate the influence of rough bed eleametiie water
surface patterns of the turbulent flows. The experimental Reynolds Nuiii®e)jsanged

from approximately 1100t 43000, so all the flows were fully turbulent.

Table 1. Summary of the experimental flow conditions

Flow Uniform Mean Shear Flow Bed Reynolds Froude Hydraulic
condition  flow depth velocity velocity rate slope Number Number roughness
v h, U u Q S Re F K,
(mm) (m/s) (m/s) m3is) () ) ) (mm)
1 40 0.28 0.039 0.008 0.004 11200 0.447 35.0
2 50 0.35 0.044 0.011 0.004 17000 0.499 35.0
3 70 0.36 0.045 0.016 0.003 30800 0.434 30.0
4 100 0.43 0.044 0.023 0.002 43000 0.434 22.0

4.3 Water surface measurement

The temporal changes in the water surface were measured using conductance wave probes
The wave probes consisted of two thin wires, which were laterally separasedistance of

13.0 mm. For this experiment, a tinned copper wire of 0.25 mm in diameter was adopted in
order to minimise any effect on the surface patté&m array of eight conductance wave

12



probes (SP1 to SP8) was installed along the flume centreline, sttr@iigm from the flume

inlet (the black circles in Figure 3), in order to measure the instemiia free surface
elevations at different streamwise locations. Additionally, two lateralysara eight
conductance wave probes each (the grey circles in Figure 3) were installedhalfoof the

flume cross section to measure the instantaneous water surface elevatitwes lateral
direction. The eight probes of the first lateral array are labelldd. hgo 118, while for the
second lateral array are labelled as 2L1 to 2L8 in Fig 3. The two lateral areagsparated

by a streamwise distance of 300 mm to ensure uniformity of free surfasene®ant. The
positions of the streamwise and lateral conductance wave probes were selected o orde
obtain uniqgue numbers of spatial separation. At the bottom of the flume, the upgreoflay
spheres were drilled with 1.0 mm diameter holes, and each probe was carefalgdinto

these holes. The drilled spheres then were fixed into the bed using strongtdgiue.top,

each wave probe was connected to a screw system enabling the wire to be vhsldally
under tension without causing plastic deformation. The overall error in the prakbensos
between the two lateral arrays was92.5All the probes were connected to wave monitor
modules provided by Churchill Controls. For each wave monitor module output, zldo/H

pass filter was used to eliminate high frequency noise. The wave mowithules provided
analogue voltage signals between 10V, which were tuned to cover flow depths ranging from
30 mm to 130 mm. Each wave monitor module allows a maximum number of eight wave
probes to be simultaneously operated. All the installed wave probes were sipustgne
calibrated and the process of this calibration was as follows. The flasmseat to a slope of

S = 0.0, and both inlet and outlet ends were carefully blocked to ensure that water cannot
leak from the flume. The water in the flume tank was then pumped into the flume until
desired water depth was achieved. When the water in the flume settled down (Horizonta
water surface) after half an hour, the voltage readings of the wave probesegated at

100 Hz for a period of 1800 s by the use of a LabView program. Thieghneoe was repeated

for a number of six flow depths ranged from 30 mm to 130 mm, so that a linear treredret

the water depth and voltage was achieved for each wave probe. This linear relattership t
was used to convert the time-dependent voltage recorded on a wave probe into time-
dependent water elevations.

PC Labview
i I
BNC adopter

|

Wave monitor] Wave monitor Wave munnnri
M ] I

Ixx x8 x8

First lateral array Second lateral array Streamwise probes
t P8 2LP1 2LPS SP1 to SE
T 7 A }

Lateral direction

SP6 SP7 SP8

-

Beoe====

Tee

Streamwise direction 3 SP1 SP2  SP3 S|
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Fig. 3. Top view of laboratory wave probe equipment and position schematics within the
measurement section (All dimensions in mm).

4.4 Water surface data collection

Before water surface measurements were taken, the uniform steady flow conditidgrstwas f
achieved and was allowed to stabilise for at least one hour. This is to ensuwsectirate
temporal water surface behaviour is captured. These measurements were takethéor all
examined flow conditions in Table 1. The voltage signals of all probes were recorded at
sampling frequency of 100 Hz and a sampling time of 1800 s. A digital thermometer was used
to measure water temperature before and after taking water surface measuidnseiggo

ensure constant water viscosity throughout the measurements, and to avoid temperature
variation effects in the wave probe calibrations. For all flow conditions ther weahperature
change was within 5.0% of the mean measured value.

Figure 4 shows the Probability Density Function (PDF) obtained for the wave probe signals in
all the examined flow conditions. The solid red lines presented in Figure 2 corresbad to
h-2

_(7\”/2) 1
best match witha Gaussian function as, PR, )=e 2 /o« 27, whereh', ando are
the water surface fluctuations and their standard deviation (STD), reshectit can be seen
that the behaviour of the PDF closely follows a Gaussian distribution. Theirervovalue
obtained from the above Gaussian function and from wave probe statistics remains below 2.0%
for the four flow conditions. Also the value ef was found to increase as the flow depth
increases from conditiontb 4. These observations agree well with the experimental findings
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reported by [Horoshenkov et al., 2013] and [Nichols et al., 2016] who measured éne wat
surface fluctuations using conductance wave probes and image based Laser Induced
Fluorescence (LIF), respectively. The measured data here will be used to support the
development of the 3D SPH numerical model whsotlemonstrated in the following section.

Condition (1) Condition (2)

0.2 T T 0.2 .
o =032mm - * Data o =04mm * Data
Fit Fit
0.15 1 0.15¢
a 5
g 0.1 g2 01rp
0.05 1 0.05
0 ' 0 ! ! *
2 -1 0 1 2 -2 -1 0 1 2
Measured water surface fluctuations (mm) Measured water surface fluctuations (mm)
Condition (3) Condition (4)
0.06 : : : : : 0.06 : : : : :
o=115mm * Data o=15mm * Data
Fit Fit
&
0.04 1 0.04 1
w s
[ =)
o a
0.02 1 0.02 |
0] ! ' ' 0 ! ' - .
-6 -4 2 0 2 4 6 6 -4 2 0 2 4 6
Measured water surface fluctuations (mm) Measured water surface fluctuations (mm)

Fig.4. Probability Density Function (PDF) of the measured water surface flocsiddr all
flow conditions in Table 1.
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5. 3D SPH Modd Applications and Results Analyses

This section will examine the newly developed 3D SPH model in predicting¢ha frow

depth by comparing the predicted data with the experimental observations. Thewitiodel
also be used to attempt to simulate the dynamic behaviour of the free surface and its
interaction with the underlying flow.

5.1 Water surface pattern

Similar to the 2D SPH model, the water surface elevations were extfagtedhe SPH
particle data using the principle of the divergence of particle positidorédat al., 2018]. In
the 3D model, it was found that when the kernel is fully supported, the partielgyeice
V-r is approximately equal to 3.0. At the free surface a valu€-of = 1.5 was found to
give the highest standard deviation of the free surface. Therefore this&hto compute the
instantaneous water surface elevations in the streamwise and lateral directions as follows

The free water surface is divided into mesh-grid points in the streanamidelateral
directions, and these grid points are equally separated by a digtaneé\z = 5mm. This
gives a total number of 93 grid points along the lateral direction artd @3 grid points in

the streamwise directions. At each grid point (x,z), several verticalidosaivere defined
below and above the initial water surface level using a spacitg ®10.01 mm. The particle
divergenceV -r was then computed at each of these locations. The vertical location which
corresponds to the value closestMor = 1.5 was taken as the instantaneous water surface
elevation. This computation was performed over time t = 3.0 s resultingial at 3/0.02 =

150 sets of time series.

The probability density function (PDF) of the water surface fluctuations compytede

above procedure is presented in Figure 5 for the four flow conditions. The computed PDF
closely follows the Gaussian distribution (the red-solid lines in Figurdt % also worth
noting that the computed standard deviaiorvaries for each flow condition, such that it
increases as the flow becomes deeper, which agrees with the experimental obsegisedion
Figure 4). Here it should be noted that the proposed 3D SPH model still ptiedistandard
deviation of water surface fluctuations smaller than that in the experimenighalstandard
deviation of the water surface fluctuations predicted by 3D model is snthdlar that
computed from 2D model of [Gabreil et al., 2018]. Since different sound speed vahees we

used for each modelcf =60m/s for 2D model, anda, =20m/s for 3D model), these

findings would suggest that the sound speed has an influence on the computexlifater
fluctuations.
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Fig.5. Probability density function (PDF) of the computed water surface elevations for the
four flow conditions(blue circles: SPH; and red-solid lines: Gaussian curve).

As far as the author is concerned, the possible reasons as to why the praseadeBDwere

not able to predict larger water surface fluctuations are due to the follogasgns. In the
current SPH model, the drag force was used to model the rough bed rather thamgntbaelli
real roughness geometry. This treatment may have significantly disregdreletiow
dispersion throughout the flow depth and hence the effect of this on the wdteresur
fluctuations could not be clearly seen. In SPHysics code which is based on tieveskly
compressible SPH approach, the computed pressure at the free surfaceaéasiselyzero,

due to the flow being assumed to be slightly compressed by the use of artificiaspeedd
This may influence the results when computing the instantaneous water surface elevations
using the particle divergencé-r. Therefore the sound speed value used in the 3D model
may have dampened the free surface fluctuations. The use of density fitteeragions in

the current model to deal with numerical noise may also contribute teitilggion. Also it
might be possible that in order to predict the water surface fluctuatiores accurately, the
computational particle size should be much smaller than the experimental suefee
fluctuation size and thus the influence of the kernel averaging domain isir@dinsing
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smaller computational particle size means that smaller turbulent flow struateressolved
and their influence of the free surface might be observed as well.

5.2 Spatial distribution of the computed mean water level

The time averaged water surface elevations at each grid point were computedtaddrplo
Figure 6 for the four flow conditions. In the regions very close to the side walls and the inflow
and outflow boundaries (where the kernel is truncated due to the insufficient number of
neighbouring particles), the computed water elevations were noisy and therefore they were
removed from the plots. These contour plots show that the mean water surfagersiarat
almost symmetrical in both sides of the flume without any significant numericse. &

lateral variation of the mean water surface elevations can be observed lzefbané width.

For the four simulated flow conditions, the maximum mean water surface elevationgnoccu
regions close to both sidewalls due to the interaction between the flow and thelsideaval
away from both sidewalls, the variation in the mean water surface elevhdoomes very
small. The difference between the maximum and the minimum free surface elevatioigs am
the four conditions remains less than dx (wtbees the initial partial size).

Condition (1) hw(mm)
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Fig.6. Contour plots of the computed mean free surface elevations for the four flow condition

(dashed lines: flume centreline)
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Table 2 presents a comparison of the computed mean water surface elevations along the flume
centreline (along the black-dashed lines in Figure 6) with the experimetataltdaveals that

the measured and predicted mean water depths are in good agreement with a maximum
deviation approximately 2.0% of the uniform flow depth.

Table 2. Comparisons of measured and 3D SPH computed time averaged Materlsvels for condition 1, 2, 3

and 4.
c:rlcc)i\i,;,ion Measuredh,, Computedh,, Dezlofjl)tlon
(mm) (mm)
L 3950 4000 13
2 50.00 5050 05
3 72.00 70.50 20
4 104.50 102.50 1.9

Additionally the mean water surface elevations measured by the two lateral wave probe arrays
were compared with the computed data as presented in Figure 7. It shows that the
experimental data collected by the two lateral arrays agree normallyn id%, 5.0%, 2.0%

and 3.0% of the uniform flow depth for flow conditions 1, 2, 3 and 4 respectivelye \tfisil

average errors between the predicted and measured data are 4.0%, 5.0%, 3.0% and 4.0% of
the uniform flow depth for conditions 1, 2, 3 and 4, respectively.
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Fig.7. Comparisons of time-averaged water surface levels between experimental and 3D SPH
results for flow conditions 1, 2, 3, and 4 (dashed lines: flume centreline)

5.3 Propagation of water surface pattern

This section looks at the dynamic behaviour of the water surface along the fluneimentr
For each flow condition, the instantaneous water surface fluctuafignat different
streamwise locations were computed over t = 3.0 sec. The spatial-tempatabffitie
measured and computed instantaneous water surface fluctligfiémsthe four simulated
flow conditions are plotted in Figure 8 for a comparison. The black-dashed lines ia Bigur

represent the depth averaged streamwise velbkiligted in Table 1. The plots reveal that
the water surface fluctuations have spatial patterns travelling withstlsame orientation
angles over the space and time. It can be visually judged that the slope of tterses [t
very close to the depth averaged streamwise verIityThe plots also show that as the flow
depth increases from condition 1 to4, the spatial period of the water surfaltatioss
becomes longer. All of these findings are consistent with [Fujita et al.,,J6ibkpshenkov
et al., 2013] and [Nichols et al., 2016]. It should be noted that using a muchrefioesl
particle size, longer simulation time and longer flume length woubdvaibr more accurate
water surface patterns to be simulated.
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Fig.8. Comparisons of water surface dynamic patterns between experimental data and 3D
SPH results for flow conditions 1, 2, 3 and 4 in Table 1
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5.4 Cross correlation analysis of the free surface fluctuations

This section aims to estimate the advection speed of the computed water ffucfaagons

using the cross correlation analysis. In this case, the computed free surface dhstalatng

the flume centreline were cross-correlated following [Gabreil et al., 2018]&r ¢o obtain

the extreme value (maximum or minimum). Computing this for increasing sepagaves

rise to the spatial correlation function. This captures the temporal and bpat&iour of the
surface dynamics, and has been shown by Horoshenkov et al. [2013] to take the form of an
exponentially decaying cosine which captures the dynamic fluctuation and viscousiglampi

of surface features. Figure 9 presents the contour plots of the computed space-tigsooorrel
function for the flow condition 1, 2, 3 and 4. It can be seen that the extidoeshas a unity

at time lagz, = 0 and at spatial lag, =0, then it becomes smaller as both time lag and the
spatial lag increase. Now, it is possible to estimate the advection spihedvedter surface
asU,,.=X /7. It can be seen that the advection speed of the water surface (the white-

dashed lines in Figure 9) is slightly less than the depth averaged velocityagkelashed

lines in Figure 9) for the four flow conditions. The maximum deviation betwke two
velocities was observed in conditions 1 and 2 and it stays below 16%. Figure Iaspeese
comparison of the experimental and numerical temporal cross-correlation functions against

the normalized spatial lay, /H for the four flow conditions. The experiment data were

obtained by cross correlating the first three streamwise probes SP1 ~ SPagivimiper of

four unique pairs. While, the SPH data are the extreme values that are locatethalong
white-dashed lines in Figure 9. In general though, the computed cross correlatidgonfunct
shows exponential decay in water surface pattern for the four flow conditions. A wea
oscillatory component was observed for flow condition 1 and 2 (shallower) showing
behaviour similar to their experiments. For conditions 3 and 4, the behavider @frhputed
cross correlation function does not fluctuate as observed in the experiments. frioisably

due to that the particle size used in these two deeper conditions which is @58trmgger
than the particle size used for the shallower conditions. This indicates eéhalbitity of the
SPH model to simulate spatial patterns is dependent on the vertical resolutienvediter
surface predictions.
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Fig.9. Space-time correlation functions of the computed water surface fluctuations for flow
conditions 1, 2, 3 and 4.
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5.5 Corrdation function of the underlying vertical flow velocity

In the previous section, it has been shown that the proposed 3D SPH model can initially
simulate the free surface behaviour which was found to be closely related to thgingder
main flow velocity. This section applies the spatial correlation functiorhéocbmputed
vertical velocity along the flume centreline and throughout the flow depth. The
implementation of this technique was similar to that used in the 2D model [Gatbat,

2018]. The spatial correlation function of the computed vertical velocity flictuas
presented in Figure 11 for condition 1, 2, 3 and 4.
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It is apparent that the influence of the bed roughness which causes the spatati@oplots

to bulge upwards. In the middle region of the flow, the spatial correlatiamidandeclines

linearly such that it reaches zero correlation at shorter distanké Hdf as the flow depth
becomes shallower. The spatial correlation function at the free senthitgts an oscillatory
component for condition 1 and 2 (shallower). On the other hand, the correlation funttions a
the free surface for condition 3 and 4 (deeper) show almost linear decay. These behaviours are
in reasonable agreement with those observed in the free surface (see Figure ti6gpEise

zero correlation at the free surface which determines the influential depth.egseach
approximately y/H = 0.84 for flow condition 1.

6. Conclusions

This paper proposed a 3D SPH model used to investigate its potential in isignwegtulent

free surface flow over rough bed. The numerical program is based on the opencederce
3DSPHysics |ffttp://www.sphysics.oflg Improvements were made on the turbulence
modelling, rough bed and smooth sidewalls treatments within the code. A modified sub-
particle-scale (SPS) eddy viscosity model is proposed to address théo@BBriae effect and

drag force equations in the strearsgyivertical and lateral directions were included into the
momentum equations to account for the effect of rough bed and smooth sidewalls.

To validate the numerical model, experimental measurements of free surfat®etewere
carried out for a range of steady uniform flow conditions which cover gerah Froude
Numbers. In the experiment, the temporal changes in the water surface elewatiens
measured using the conductance wave probe technique for all flow conditioniliStdale
1. These measurements were taken in different streamwise locations atrhedtreline
and at two different lateral locations. It has been found that the propatahsity function
(PDF) of the instantaneous water surface elevations closely follow the Gadissidoution.
The standard deviation of the water surface was found to increase as the flow depess

The comparison between the measured and predicted mean water depths shows a good
agreement with a maximum square error of 2.0%. This indicates that the developed
combination of the bed and sidewall roughness provides almost the correct waietept

cross correlation analysis has shown that both the measured and computed free surface
fluctuations exhibit an oscillatory component for the shallower flow conditions. Heor t
deeper flow conditions, the model was not able to show this behaviour. This virgeattto

some numerical parameters such as computational particle size or speed of sounchissed in t
model. The computational particle size used for deeper flow conditions was §§éb thian

the size used for shallower flow conditions. This has perhaps influenceatt¢heacy in
simulating their water surface behaviour. The maximum error between the edtire&drity

of the free surface pattern and the depth averaged velocity was found to be appnpximatel
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16.0%. The computed spatial correlation of the vertical velocity at the flume lcentias
also revealed that the free surface has an influence on the sub surface veditgl vel

experienced down to approximateyy/ H = 0.84. All of these numerical findings provide

evidence that SPH model has the capability in simulating such flows if a siBRHIparticle
size is selected.

By comparing with the previous 2D simulations [Gabreil et al., 2018}a#& found that the
2D model was not able to show the change in the water surface standard déeratien
different flow conditions. Therefore, it is recommended that water surface gtyhahaviour
should be studied using the 3D model since it provides results that are more dowstisten
the experimental observations.

The dynamic behaviour of the free surface patterns have been simulated sucdegshdly
proposed 3D model. However, the model was not able to predict larger free surface
fluctuations. This was attributed to many reasons such as the value of speed of sdhad and
spatial resolution used in this model. Since similar density filter andlpasiie were used in

both models for condition 1 and 2, this would suggest that the sound speed hifiseand

on the standard deviation. Also the particle size used in both models isfalnotimes

larger than the measured standard deviation of water surface, which may shgpése
magnitude of water surface fluctuation was underestimated. Therefisree@ommended to
check the model accuracy in predicting larger fluctuations for bigger speed of sounds and
smaller particle size. It was not possible to examine the influence of thepararoeters at
present as they lead to huge computational cost.
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