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RESEARCH ARTICLE

Tropospheric ozone assessment report: Global ozone 
metrics for climate change, human health, and 
crop/ecosystem research

Allen S. Lefohn*, Christopher S. Malley†,‡,§, Luther Smith‖, Benjamin Wells¶, Milan 
Hazucha**, Heather Simon¶, Vaishali Naik††, Gina Mills‡‡, Martin G. Schultz§§, 
Elena Paoletti‖‖, Alessandra De Marco¶¶, Xiaobin Xu***, Li Zhang†††, Tao Wang†††, 
Howard S. Neufeld‡‡‡, Robert C. Musselman§§§, David Tarasick‖‖‖, Michael Brauer¶¶¶, 
Zhaozhong Feng****, Haoye Tang††††, Kazuhiko Kobayashi‡‡‡‡, Pierre Sicard§§§§, 
Sverre Solberg‖‖‖‖ and Giacomo Gerosa¶¶¶¶

Assessment of spatial and temporal variation in the impacts of ozone on human health, vegetation, 
and climate requires appropriate metrics. A key component of the Tropospheric Ozone Assessment 
Report (TOAR) is the consistent calculation of these metrics at thousands of monitoring sites globally. 
Investigating temporal trends in these metrics required that the same statistical methods be applied 
across these ozone monitoring sites. The nonparametric Mann-Kendall test (for significant trends) and 
the Theil-Sen estimator (for estimating the magnitude of trend) were selected to provide robust methods 
across all sites. This paper provides the scientific underpinnings necessary to better understand the 
implications of and rationale for selecting a specific TOAR metric for assessing spatial and temporal 
variation in ozone for a particular impact. The rationale and underlying research evidence that influence the 
derivation of specific metrics are given. The form of 25 metrics (4 for model-measurement comparison, 5 
for characterization of ozone in the free troposphere, 11 for human health impacts, and 5 for vegetation 
impacts) are described. Finally, this study categorizes health and vegetation exposure metrics based 
on the extent to which they are determined only by the highest hourly ozone levels, or by a wider 
range of values. The magnitude of the metrics is influenced by both the distribution of hourly average 
ozone concentrations at a site location, and the extent to which a particular metric is determined by 
relatively low, moderate, and high hourly ozone levels. Hence, for the same ozone time series, changes in 
the distribution of ozone concentrations can result in different changes in the magnitude and direction 
of trends for different metrics. Thus, dissimilar conclusions about the effect of changes in the drivers 
of ozone variability (e.g., precursor emissions) on health and vegetation exposure can result from the 
selection of different metrics.
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1. Introduction
Tropospheric ozone is a pollutant that is detrimental 
to human health and crop and ecosystem productiv-
ity (REVIHAAP, 2013; US EPA, 2013; Monks et al., 2015; 
CLRTAP, 2017). Data from widespread observational net-
works, operational since the 1970s, provide hourly aver-
age ozone data from thousands of surface monitoring 
sites across the globe, and vertical information is available 
from ozonesondes, aircraft, and satellites (Schultz et al., 
2017, hereinafter referred to as TOAR-Surface Ozone Data-
base). The data from these networks continue to increase 
our understanding of ambient ozone levels and their pos-
sible impacts on human health, vegetation, and climate 
change. In addition, this information provides a better 
understanding about tropospheric ozone distributions, 
their variability, and long-term changes which are also 
simulated by global chemistry models (e.g., Fiore et al., 
2009; Young et al., 2013). However, uncertainty remains in 
the spatio-temporal distributions in many regions due to 
insufficient monitoring (Sofen et al., 2016). Consequently, 
we rely on global chemistry models to fill gaps in these 
areas to improve our understanding of long-term changes 
in tropospheric ozone (Young et al., 2018, hereinafter 
referred to as TOAR-Model Performance).

Since 1990, anthropogenic ozone precursor emissions 
have decreased in North America and Europe, while 
increasing in Asia (Granier et al., 2011; Cooper et al., 2014; 
Zhang et al., 2016). The geographic shift in emissions pro-
vides an opportunity to (re)assess the following important 
questions:

• Which regions of the world have the greatest human 
and plant exposure to ozone pollution?

• Is ozone continuing to decline in nations with strong 
emission controls?

• To what extent is ozone increasing in the developing 
world? and

• How can the atmospheric sciences community facili-
tate access to ozone metrics necessary for quantifying 
ozone’s impact on climate, human health, and crop/
ecosystem productivity?

To assist in answering these questions, the International 
Global Atmospheric Chemistry Project (IGAC) developed 
the Tropospheric Ozone Assessment Report (TOAR): Global 
metrics for climate change, human health and crop/eco-
system research (http://www.igacproject.org/activities/
TOAR). Initiated in 2014, TOAR’s mission is to provide 

the research community with an up-to-date scientific 
 assessment of tropospheric ozone’s global distribution 
and trends from the surface to the tropopause. TOAR’s pri-
mary goals are to: 1) produce the first global tropospheric 
ozone assessment report based on the peer-reviewed lit-
erature and new analyses, and to 2) generate easily acces-
sible, documented data on current ozone exposure and 
dose metrics as well as trends in these same metrics at 
thousands of measurement sites around the world (urban 
and non-urban).

1.1. Factors affecting ozone variability
Past assessment of data has shown that over the last sev-
eral decades, changes in the distribution of hourly ozone 
concentrations have resulted from (1) the implementa-
tion of mitigation strategies aimed at reducing ozone pre-
cursor emissions (Gégo et al., 2007; Oltmans et al., 2006, 
2013;  Kelly et al., 2010; Lefohn et al., 2010a; Wilson et al., 
2012; Seguel et al., 2012; Li et al., 2013, 2014; Sicard et al., 
2013; Akimoto et al., 2015; Guerreiro et al., 2014; Zhang et 
al., 2014; Simon et al., 2015; Vedrenne et al., 2015; Lefohn 
et al., 2017), (2) human activities, which have increased 
emissions of ozone precursors (Huang et al., 2013; Lee et 
al. 2014), and (3) changes in meteorology associated with 
inter-annual variability and possibly climate change, strat-
osphere-troposphere exchange, and long-range transport 
(see extensive reviews of Jacob and Winner 2009; Fiore 
et al., 2015; Monks et al., 2015). Hourly ozone distribu-
tions in different locations of the globe will continue to 
change as a result of further changes in ozone precursor 
emissions, from further increases in urbanization (Seto 
et al., 2012), and as a result of changes in climate (von 
Schneidemesser et al., 2015; Monks et al., 2015). Changes 
in distributions of ozone concentrations influence the 
magnitude of specific ozone metrics used to assess spatial 
and temporal variation in the quantity of ozone relevant 
for specific impacts (e.g., human health, vegetation, and 
climate change).

The implementation of emission controls in urban 
areas, regions, and/or countries worldwide has resulted 
in a geographically heterogeneous impact on surface 
ozone levels over Europe and the United States (Sicard et 
al., 2013; Cooper et al., 2014; Monks et al., 2015; Simon 
et al., 2015). This is due to the temporal and spatial het-
erogeneity of emissions changes that have occurred in 
the past several decades, and to the variability in ozone 
chemical formation regimes. Emissions of the two major 
ozone precursors, nitrogen oxides (NO

x
) and volatile 
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organic compounds (VOCs), can have varying impacts 
on ozone depending on the local conditions. In NO

x
 lim-

ited conditions, increases in NO
x
 emissions lead to ozone 

increases while increases in VOC emissions may have lim-
ited impacts (Sillman, 1999). These conditions often occur 
in locations with lower NO

x
 emission levels (i.e. locations 

that are rural or downwind of urban plumes and major 
point sources) and at times of high photochemical activity 
(i.e., hot sunny summer days) (Sillman, 1999; Murphy et 
al., 2007; Duncan et al., 2010; Simon et al., 2013). In VOC- 
or radical-limited conditions, increases in NO

x
 emissions 

may lead to localized ozone decreases, while increases in 
VOC emissions result in ozone increases (Sillman, 1999). 
VOC-limited conditions tend to occur in areas with large 
NO

x
 emissions (e.g., urban core areas and power plant 

plumes) and under conditions of lower photochemical 
activity (e.g., nighttime hours, cloudy days, wintertime 
days) (Jacob et al., 1995; Sillman, 1999; Murphy et al., 
2007; Simon et al., 2013). The NO

x
-limited conditions 

are conducive to ozone formation and consequently are 
often associated with times and locations of high ozone 
(Sillman, 1999; Simon et al., 2013). Conversely, VOC-
limited conditions are sometimes, though not always, 
associated with lower ozone levels (i.e., due to NO

x
 titra-

tion near large NO
x
 emissions and/or low photochemical 

activity in winter or at night). As a result,  studies indicate 
that the large NO

x
 emission reductions that have occurred 

in the past several decades in the European Union (EU) 
and US have led to a compression of the ozone distribu-
tion, where the high levels shift downward (Butler et al., 
2011; Cooper et al., 2014; Cooper et al., 2012; Derwent 
et al., 2010; Hogrefe et al., 2011; Koumoutsaris and Bey, 
2012; Lefohn et al., 2010a; Munir, 2013; Sather et al., 
2012; Sicard et al., 2013; Sicard et al., 2016a; Simon et al., 
2015; Tripathi et al., 2012; EEA., 2013, 2014a) and the low 
levels shift upward (Simon et al., 2015; Jenkin et al., 2008; 
Sicard et al., 2016a). Modeling studies also indicate that 
decreases in peak ozone are the direct result of large NO

x
 

and VOC emissions reductions on both continents (Tagaris 
et al., 2007; Gilliland et al., 2008; Fiore, 2009; Xing et al., 
2015; Jonson et al., 2006; Vautard et al., 2006; Solberg et 
al., 2005; Derwent et al., 2010; US EPA, 2014a). There is 
also both modeling (Jonson et al., 2006; Hogrefe et al., 
2011; Simon et al., 2013; Downey et al., 2015; Simon et al., 
2016; US EPA, 2014a) and observational evidence (Simon 
et al., 2015; Jenkin et al., 2008; Sicard et al., 2016a) that 
reductions in the frequency of low levels (i.e., shifts of the 
lower levels upward) are associated with emissions reduc-
tions resulting in less ozone titration by NO.

In addition to changes in local and regional anthropo-
genic precursor emissions described above, trends in sur-
face hourly ozone distributions can be influenced by other 
factors. First, ozone may be impacted by changes in mete-
orology induced by year-to-year variations in weather con-
ditions and by long-term changes associated with climate 
change. Relationships have been demonstrated between 
observed surface ozone and individual meteorological 
variables, such as temperature, humidity, cloud cover, 
wind speed, surface radiation, boundary layer depth, and 
boundary layer ventilation and stagnation (Camalier et al., 

2007; Oswald et al., 2015; also see  extensive reviews of 
Jacob and Winner 2009; Kirtman et al., 2013; Fiore et al., 
2015). Modeling studies also indicate that future climate 
change may lead to both (1) increases in surface ozone, 
especially in polluted areas (Kirtman et al., 2013; Fiore et 
al., 2015), and (2) potentially some decreases in surface 
ozone levels through enhanced boundary layer ventila-
tion (Trail et al., 2014). Such influences could impose 
either a climate penalty – an increase in surface ozone in 
the absence of changes in anthropogenic precursor emis-
sions (Wu et al., 2008) or a climate benefit – a reduction 
in surface ozone (Trail et al., 2014). In addition, modeling 
studies suggest that climate-driven changes in strato-
sphere-troposphere exchange could influence surface 
ozone at a particular location (e.g., Zeng and Pyle, 2003; 
Hegglin and Shepherd., 2009). Second, changes in natu-
ral ozone precursors and/or their sources (e.g., wetland 
methane, biogenic VOCs, soil and lightning NO

x
, and wild-

fires) either from inter-annual meteorological variability, 
climate change, or land-use change can also influence 
surface ozone (e.g., Yue et al., 2015; von Schneidemesser 
et al., 2015). These changes can either shift the entire dis-
tribution of hourly ozone (e.g., from methane increases) 
or can contribute to discrete extreme hourly ozone events 
(e.g., from wildfires). Third, ozone levels and trends may 
be impacted by changes in long-range transport. For 
example, at Mace Head, a site located on the west coast 
of Ireland, observations of monthly averaged ozone con-
centrations associated with air masses that had minimal 
influence from European emissions were noted to have 
increased significantly between 1987 and 2008, before lev-
eling off and decreasing (Derwent et al., 2013). Similarly, 
studies have shown that there has been an increase of 
ozone transported from Asia to the Western US over those 
last two decades, which appears to have lessened in the 
past several years (Verstraeten et al., 2015; Lin et al., 2015; 
Parrish et al., 2017).

1.2. Ozone metrics in the context of TOAR
A key aspect of TOAR is to produce an integrated, global 
assessment of ozone by extending analyses previously 
undertaken only in specific regions. TOAR has compiled 
the world’s largest database of ozone observations from 
sites around the world, and therefore facilitates the com-
parison of monitoring data on local, regional, national, and 
international scales. However, as indicated above, there are 
still many parts of the world which remain undersampled. 
The database contains several datasets that have been col-
lected for scientific purposes, and TOAR applies globally 
uniform analyses to measurement series across the world. 
Most of the metrics described in this paper are available 
as online service from the TOAR database (Schultz et al., 
2017). In TOAR, specific units are used when describing 
ozone observations and levels of exposure. When referenc-
ing an ozone observation, which is measured from moist, 
ambient air, TOAR follows World Meteorological Organiza-
tion guidelines (Galbally et al., 2013) and uses the mole 
fraction of ozone in air, expressed in SI units of nmol mol–1.  

Ozone metrics (e.g., annual 4th highest 8-h daily maximum 
average ozone value) have typically been developed using 
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the mixing ratio unit of parts per million (ppm) or parts 
per billion (ppb) which, in the case of ozone, refers to the 
number of ozone molecules per million or billion moist, 
ambient air molecules in a fixed volume. In reference to 
units of nmol mol–1 and ppb, Galbally et al. (2013) states: 
“For all practical purposes the two quantities can be used 
interchangeably and without distinction”. To maintain 
consistency with the ozone human health and vegetation 
research community, TOAR uses units of ppb or ppm (or 
ppb-hrs or ppb h for cumulative indices) when discussing 
ozone in terms of an exposure metric. Although the usage 
of the word “concentration” without specifying atmos-
pheric conditions when referring to mole fraction (nmol 
mol–1) and mixing ratios (ppb) is technically incorrect, the 
vast amount of literature on ozone health and vegetation 
effects uses the conventional term “concentration” when 
referring to an ozone level. This common usage does not 
distinguish between mixing ratio metrics or true concen-
trations metrics such as µg m–3. To enhance the link to 
the health and vegetation effects literature and national 
and international policy, as well as to facilitate the under-
standing of this paper by health and vegetation effects 
scientists, the word “concentration” is used when appro-
priate. Here, we define ‘metrics’ as indices derived from 
hourly (or higher time resolution) ozone measurements 
and estimates, which are identified later in the paper to be 
relevant for assessment of the impacts of ozone on human 
health, vegetation, model-comparison, or characterization 
of ozone in the free troposphere. Metrics are calculated 
by averaging or aggregating ozone data over relevant time 
periods or as expressed as statistical descriptions of the 
ozone distribution (see Section 2.3).

The aim of this paper is to provide the necessary sci-
entific background to understand the relevance of and 
implications for selecting a particular ozone metric to 
assess spatial and temporal variation in ozone relevant 
for a particular impact. To achieve this, prior to discussion 
of the 25 TOAR metrics themselves (4 for model-meas-
urement comparison, 5 for characterization of ozone in 
the free troposphere, 11 for human health impacts, and 
5 for vegetation impacts) in Section 2.3, the basic sci-
entific information (Sections 2.1 and 2.2) underpinning 
of these metrics is provided. Specifically, we first discuss 
for human health and vegetation effects the concept of 
exposure and dose. After introducing these concepts, 
we describe the scientific evidence, based on controlled 
experimental studies, empirical observations, and epide-
miological research, which provide the background on 
why specific ranges of ozone levels are associated with 
individual metrics and why at times the metrics behave 
differently under changing environmental conditions. In 
the TOAR effects papers (Fleming et al., 2018 (hereinafter 
referred to as TOAR-Health); Mills et al., 2017 (hereinafter 
referred to as TOAR-Vegetation)), only exposure metrics 
are applied to characterize present-day ozone observa-
tions and trends over time. Data for dose metrics were 
not available to use by TOAR. Metrics are also specifically 
defined that can be used to evaluate the ability of global 
models to reproduce observed patterns of ozone spatio-
temporal variability.

Varying scientific rationales exist concerning which 
exposure and dose metrics are most helpful for assessing 
human health and vegetation effects (e.g., US EPA, 2013, 
2014b; REVIHAAP, 2013; CLRTAP, 2017). As a result, in this 
paper, all exposure and dose metrics are discussed in an 
equivalent fashion with appropriate clarifications. A suite 
of metrics needed to evaluate global model results is also 
described. While we summarize model-measurement 
comparison metrics in this paper, more details are pro-
vided on different approaches for evaluating the models 
in TOAR-Model Performance.

Through the TOAR data portal (http://toar-data.fz-
juelich.de), these ozone metrics are freely accessible 
for research on the global-scale impact of ozone on cli-
mate, human health, and crop/ecosystem productivity. 
The assessment report is organized as a special issue of 
Elementa (this issue). It is important to note that while 
the specific ozone-related metrics discussed in this paper 
relate to TOAR, there exist other metrics used for research 
and regulatory purposes. Some of these metrics relate 
to ozone radiative forcing, ozone production efficiency, 
and “design values” associated with the US EPA’s National 
Ambient Air Quality Standards.

As a part of the TOAR program, an important consid-
eration is the selection of appropriate statistical tests that 
can be consistently applied across thousands of meas-
urement sites to quantify changes in distributions and 
metrics. In Section 3, we discuss some of the statistical 
approaches available for characterizing trends, as well as 
the key assumptions associated with these approaches. 
The rationale by TOAR for selecting the nonparametric 
Mann-Kendall (M-K) test to identify significant trends and 
the Theil-Sen (T-S) estimator for estimating the magnitude 
of the trend is provided.

As described above, controlled experimental studies, 
empirical observations, and epidemiological research 
provide the underpinnings that determine the specific 
ranges of ozone levels associated with the individual met-
rics. In Section 4, we discuss the response of the various 
metrics to changes in the distribution of hourly average 
concentrations, which influence the magnitude of the 
metric, and the magnitude and direction of change in that 
part of the distribution. Trends in exposure metrics may 
change in the same direction as emissions change or may 
not (Karlsson et al., 2007, 2017; EEA, 2009; Tripathi et al., 
2012; Li et al., 2014; Paoletti et al., 2014; Simpson et al., 
2014; Malley et al, 2015; Sicard et al., 2016a; Lefohn et al., 
2017). The extent to which a human health ozone expo-
sure metric is influenced by low, moderate, or high ozone 
levels determines whether the metric has decreased, 
increased, or not changed. A common change in ozone 
concentration distribution can result in dissimilar trends 
in health and vegetation metrics because they may differ-
entially emphasize low, moderate, or high ozone levels. It 
is in fact not uncommon for one metric to show a positive, 
statistically significant trend, while another shows a nega-
tive trend, also significant, for the same ozone time series.

Based on the metrics selected, the results in 
Section 4 provide a knowledge base from which it is pos-
sible to place into perspective the trend results described 
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in TOAR-Health, TOAR-Vegetation, and Gaudel et al. (2017) 
(hereinafter referred to as TOAR-Climate). Section 4 pro-
vides insight into the implications of using specific expo-
sure metrics for assessing potential changes in ozone 
relevant for human health and vegetation resulting from, 
or potentially achievable from the implementation of 
emission control strategies. Distributions and trends are 
an important aspect of understanding the behavior of 
exposure metrics as changes occur in emissions, as well 
as other drivers. It was anticipated that the development 
of the software and methodology used for quantifying the 
relationship between changes in distributions of hourly 
average levels and changes in the magnitude and trend 
patterns for the various TOAR metrics would be a lengthy 
process. To maximize the effort, prior to the completion of 
the TOAR database, a case study was undertaken in which 
the relationship between changes in the hourly ozone 
level distributions and a subset (14) of human health and 
vegetation metrics included in the TOAR database were 
explored at sites in Europe, the US, and China. The results 
from the case study (Lefohn et al., 2017) are succinctly 
summarized in Section 4.1 to introduce the reader to 
the concepts used throughout Section 4. In Section 4.2, 
a comparison between trend patterns described in the 
case study and patterns observed in the metrics using the 
TOAR database provides evidence that the conclusions 
from Lefohn et al. (2017) are relevant to the larger set of 
TOAR metrics. Hence in Section 4, the aim in integrat-
ing the results from Lefohn et al. (2017) with expanded 
analyses using the TOAR database, is to further explore 
why metrics developed to quantify the same impact (e.g., 
human health acute effects) provide different estimates 
of spatial and temporal variation in ozone for a particular 
impact.

2. Exposure and dose metrics
Evidence from different studies on ozone impacts or pol-
icy considerations between regions has resulted in a suite 
of metrics derived from human health and vegetation 
experiments, as well as developed for model comparison. 
Data for calculating various metrics may originate from 
ground-based monitoring networks, and ozonesonde, 
aircraft, lidar, and remote sensing (including satellite) 
measurements using different sampling time scales. The 
official list of TOAR metrics is described at http://www.
igacproject.org/activities/TOAR, and a comprehensive list 
of the statistics calculated in the TOAR database, including 
the official TOAR metrics, are described in TOAR-Surface 
Ozone Database.

The observed quantification of ozone exposure and 
dose metrics and its application in human health and 
vegetation assessments forms the basis for the establish-
ment of legislated air quality standards around the world 
(SANS, 2011; Kamyotra et al., 2012; dos Santos et al., 2014; 
McGarity, 2015; Qiao et al., 2015; US Federal Register, 
2015; CLRTAP, 2017), and has facilitated regional coopera-
tion in characterizing the transboundary ozone impacts, 
especially between EU Member States (European Council 
Directive 2008/50/EC; de Leeuw and Ruyssenaars, 2011) 
and between the signatories of the UN Convention on 

Long-range Transboundary Air Pollution (CLRTAP, 2017). 
These standards provide a legal basis for requiring emis-
sions reductions in areas where human health and veg-
etation are at risk (AQEG, 2009; EEA, 2014b; Vedrenne et 
al., 2015; US Federal Register, 2015). The calculation of 
exposure and dose metrics from hourly averaged ozone 
measurements across a measurement network provides 
a consistent method to assess the relative severity of the 
potential impact to human health or vegetation (US EPA, 
2017; Gauss et al., 2014; Guerreiro et al., 2014).

The information in this section provides the (1) defini-
tion of exposure and dose, (2) scientific evidence based 
on controlled experimental studies and empirical obser-
vations for focusing on specific ranges of ozone levels for 
developing exposure and dose metrics, and (3) description 
and rationale for each metric, including how changes in 
a specific metric are linked to changes in the ozone con-
centration distribution. It is important to note that the 
TOAR database focuses on exposure metrics and leaves 
the calculation and application of dose metrics to oth-
ers. Additional information on metrics is provided in 
Supplemental Material.

2.1. Definitions of exposure and dose
For both humans and vegetation, exposure can be defined 
as the ozone level near the person/plant over time. In 
some cases, exposure can be defined more specifically 
by ozone concentration multiplied by time. Dose, on the 
other hand, refers to the amount of ozone inhaled or 
absorbed. The next two sections describe how exposure 
and dose are applied for human health and vegetation.

2.1.1. Human studies

Human health responses are influenced by ozone con-
centration, duration of exposure, the rate of change of 
ozone concentration over a period of exposure, frequency 
of exposures, level of exertion during exposure, health, 
age, sex, and other risk factors (US EPA, 2013). Lung func-
tion and airway inflammation variables are the most 
frequently used measures to assess the effects of ozone 
exposure. The development and intensity of typical sub-
jective symptoms, such as cough, shortness of breath, 
chest tightness, and throat irritation depend on the level 
of ozone exposure. Human laboratory studies frequently 
use the product of ozone concentration, duration of expo-
sure, and minute ventilation (the amount of air inhaled or 
exhaled in one minute) as determinants of effective dose 
(Silverman et al., 1976). These authors already recognized 
that “for a given effective dose, exposure to a high concen-
tration for a short period had more effect than a longer 
exposure to a lower concentration” stating indirectly that 
peak concentrations induce greater decrements in spiro-
metric lung function effects. Minute  ventilation, a prod-
uct of breathing frequency and tidal volume (amount 
of air inhaled or exhaled in a single breath), reflects the 
intensity of physical activity. However, other dose met-
rics (e.g., impact, local, etc.) have been used to express 
exposure burden on the individual. In general, the health 
effects response of individuals to ozone inhalation are 
also influenced by demographic, physiological, exposure, 
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environmental, and socio-economic factors with exposure 
and  physiological factors being the main determinants 
of the magnitude of exposure-induced health effects. All 
these factors contribute to considerable inter-individual 
variability in health response to ozone, which is measured 
by a variety of physiological tests assessing inflammatory, 
immune, and symptomatic effects, as well as functional 
responses primarily of the cardiopulmonary system. 
Depending on the combination of the above factors dur-
ing exposure, the response will vary in intensity from min-
imal respiratory function changes to clinically significant 
pathophysiological responses of the cardiopulmonary 
system. Sequential exposures will lead to attenuation of 
response in many health variables (Folinsbee et al., 1980; 
Hazucha, 1993). Co-exposure with or a sequential expo-
sure to other air pollutants may have additive, synergistic, 
potentiating, or antagonistic effects on the extent of phys-
iologic response as compared to the effects of ozone alone 
(Linn et al., 1994; Hazucha et al., 1994). The findings of 
human laboratory studies that control most of the above-
mentioned factors and determinants of health effects 
response serve as a database for development of popula-
tion exposure models. Depending on the objectives of the 
studies, the human health response may be assessed in 
terms of exposure-response, concentration-response, or 
dose-response relationships.

Epidemiologic studies generally use ambient concentra-
tions as surrogates for exposure, and the health outcomes 
of epidemiological studies are assessed on a popula-
tion scale (REVIHAAP, 2013; US EPA, 2013). Frequently 
used short-term exposure metrics are 1-h daily maxima, 
8-h daily maxima, and 24-h average concentrations 
(Katsouyanni et al., 2009; Heroux et al., 2015). For long-
term studies, seasonal (e.g., April–September) and annual 
averages of the above metrics have been used (Jerrett et 
al., 2009; Turner et al., 2016). Both time-series and cohort 
studies have shown positive associations between expo-
sure to ozone

 
and respiratory health outcomes (REVIHAAP, 

2013). However, the strength of association between vari-
ous exposure metrics, dosimetry, and health response is 
influenced by the same factors as the acute short-term 
laboratory studies. In addition, multiple confounding 
factors, such as temporal and spatial variation in ozone 
concentration, diverse environmental conditions in vari-
ous locations and microenvironments, and the prevalence 
of other risk factors for the health outcome under study 
may substantially modify the relationship between ozone 
exposure and the particular health outcome. These factors 
are in many cases controlled for in the epidemiological 
models used to derive such associations. The epidemio-
logic studies also incorporate lag days into their structure 
to assess potential health outcomes since specific health 
outcomes need a certain period of time to develop. Similar 
to short-term laboratory studies, exposure models may be 
useful in assessing the overall ozone

 
burden and the sever-

ity of health outcomes in a population.

2.1.2. Vegetation

For assessing the potential for ozone to affect vegetation 
injury, growth and/or yield, exposure is defined as the 
integral of the instantaneous level over the period the 

vegetation is exposed to ozone (commonly expressed in 
unit of mol m–3 h or ppm-hrs) (Musselman et al., 2006). 
Examples of exposure indices are the W126 and AOT40 
metrics (see Section 2.3.4). Although not necessarily con-
sidered exposure, seasonal average levels (e.g., 12-h daily 
average values averaged over a specified period) have also 
been referred to as exposure indices (US EPA, 2013). In 
contrast, the ozone dose is determined by first calculating 
the stomatal flux, which is a temporally dynamic measure 
of the rate of entry of ozone into the leaf (nmol m–2 s–1). 
Dose is the total amount of ozone that is absorbed into 
the leaf through the stomata, in units of nmol m–2, over a 
period of time and is calculated by integrating over time 
the instantaneous stomatal flux (Fowler and Cape, 1982; 
Mills et al., 2011b). The flux is accumulated over a species-
specific phenological time window and the vegetation-
damaging ozone flux is expressed as the Phytotoxic Ozone 
Dose (POD

Y
), where Y represents a detoxification thresh-

old below which it is assumed that any ozone molecule 
absorbed by the leaf will be detoxified (Mills et al., 2011b).

2.2. Controlled experimental and empirical evidence 
for focusing on specific ranges of ozone levels for 
developing exposure and dose metrics
The magnitude of an exposure or dose metric may be 
impacted by a combination of high, moderate, or low 
concentrations. In this section, we discuss the evidence 
for specific concentration ranges within the distribution 
that are important for human health and vegetation. The 
specific form of metrics used to assess human health, and 
vegetation effects vary between regions and countries. 
Studies which investigate human health or vegetation 
impacts can reach different conclusions on the nature of 
exposure- or dose-response relationships because of dif-
ferent biological endpoints and processes. As a result, the 
metrics used for assessing human health and vegetation 
impacts provide varying degrees of weighting on the abso-
lute values of the hourly average ozone concentrations 
that are related to exposure and dose (see description of 
individual metrics in Section 2.3). For both human health 
and vegetation, in some cases, there have been attempts 
to identify concentrations, exposures, and doses, below 
which no effects are observed (WHO, 2006; de Leeuw 
and Ruyssenaars, 2011; US EPA, 2013; US Federal Register, 
2015; CLRTAP, 2017). There is no consistent evidence of a 
human health population cutoff for ozone below which 
no effect is measurable. Other approaches have also been 
used, including the use of a concentration weighting 
scheme (e.g., sigmoidal weighting), for assessing potential 
cumulative vegetation and human health impacts (Lefohn 
and Runeckles, 1987; Lefohn et al., 1988, 2010b; McDon-
nell et al., 2010, 2012).

2.2.1. Human studies 

Clinical laboratory studies of healthy volunteers, as well 
as those with pulmonary disease exposed to a wide range 
of ozone concentrations under a variety of experimen-
tal conditions, overwhelmingly employed a square-wave 
(i.e., constant exposure) ozone concentration profile. The 
main reason was simplicity of maintaining the exposure 
chamber atmosphere. However, as the atmospheric data 
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across different regions of the world unequivocally show, 
at most sites a dominant daily ozone concentration profile 
varies from hour to hour and is not constant. Relatively 
few human laboratory studies have compared the pulmo-
nary function and other endpoints response between the 
square-wave and more realistic exposure profiles. All such 
studies have been performed in the US.

Controlled human exposure studies that explore 
induced decrements in lung function indicate that the 
higher ozone concentrations should carry greater weight 
than the moderate and lower concentrations (Hazucha 
and Lefohn, 2007; Lefohn et al., 2010b). Such studies vary 
the (1) intensity, duration and frequency of exercise from 
light to very heavy load on a treadmill or a bicycle ergom-
eter to increased minute ventilation, (2) duration of expo-
sures over 6.6-h and 8-h periods, and (3) application of 
varying hour-by-hour concentrations versus constant con-
centrations. In the 1980s and early 1990s, US EPA investi-
gators published the initial studies on the effects of 6.6-h 
exposures on healthy humans (Folinsbee et al., 1988; 
Horstman et al., 1990). In 1992, the first 8-h exposure 
study of ozone on lung function comparing the results 
using a constant concentration and variable concentra-
tion profile that mimicked typical diurnal patterns exist-
ing under ambient conditions was published (Hazucha et 
al., 1992). Both the constant and the variable concentra-
tion regimes used the same effective dose although the 
variable regime included exposure to high hourly aver-
age ozone concentrations. Compared to the square-wave 
exposure profile, the hourly lung function decrements 
in pulmonary function of subjects exposed to the vari-
able concentration regime were substantially greater one 
hour after the peak exposure, with the conclusion that 
the higher concentrations should be weighted more than 
the mid- and low-level values. Several later studies (Adams 
2003, 2006a, 2006b) employing either variable (continu-
ally changing) or stepwise (increasing or decreasing from 
one hour to the next) exposure profiles confirmed the 
results reported by Hazucha et al. (1992). These studies 
showed that equivalent doses (varying versus constant 
exposures) produced different responses which depended 
on the applied hourly ozone concentration pattern.

In contrast to the controlled human exposure study 
results, which indicate health impacts (lung function 
decrements in healthy adults) associated with the higher 
ozone concentrations, epidemiological results appear 
to indicate that a wider range of hourly average concen-
trations are important for assessing effects of ozone on 
premature mortality and morbidity. Bell and Dominici 
(2008) were unable to identify an ozone concentration 
below which no effects were observed for the associa-
tion between short-term ozone exposure and mortality 
across 98 US communities. However, there is inconsistent 
epidemiological evidence on whether all hourly average 
concentrations play an equally important role in assess-
ing epidemiological human health risks for short-term 
ozone exposure. Stylianou and Nicolich (2009) reported 
that no association was evident with mortality for values 
varying between below 10 and below 45 ppb based on 
analyses conducted on data from 9 US cities. In addition, 
no association with mortality was observed below specific 

concentrations in several other epidemiological  studies 
(e.g., Gryparis et al., 2004; Pattenden et al., 2010). In 
the most recent analysis of the American Cancer Society 
Cancer Prevention Study-II cohort, a threshold model 
with a cutoff at 35 ppb marginally improved association 
between long-term (i.e., annual daily max 8-h) ozone and 
respiratory mortality. In its decision to change the human 
health US National Ambient Air Quality Standard (NAAQS) 
for ozone from 75 ppb to 70 ppb, the US EPA expressed 
its uncertainty concerning the public health implications 
associated with changes in relatively low ambient ozone 
concentrations compared to the higher concentrations 
(US Federal Register, 2015). The US EPA, while conclud-
ing that reducing the highest ambient ozone concentra-
tions would result in substantial improvements in public 
health, including reducing the risk of ozone-associated 
mortality, noted that important uncertainties existed in its 
epidemiology-based risk estimates (US EPA, 2013). These 
uncertainties were associated with the heterogeneity in 
effect estimates between locations, the potential for expo-
sure measurement errors, and uncertainty in the interpre-
tation of the shape of concentration-response functions 
at lower ozone levels (i.e., equivalent to below 20 ppb) (US 
EPA, 2013; US Federal Register, 2015).

2.2.2. Vegetation

As discussed for human health effects, similar varia-
tions in the relative importance of averaging times and 
high versus mid- and low-level values exist for vegetation 
metrics. High ozone levels are an important factor when 
examining exposure indices and plant injury (Heck et 
al., 1966; Stan and Schicker, 1982). Controlled fumiga-
tion experimental results provide some of the evidence 
for emphasizing the importance of the higher concen-
trations in comparison to the mid- and low-level values 
(e.g., US EPA, 1986, 1992, 1996, 2013; Musselman et al., 
1983, 1986, 1994; Hogsett et al., 1985; Nussbaum et al., 
1995; Yun and Laurence, 1999; Lee and Hogsett, 1999; 
Oksanen and Holopaninen, 2001; Köllner and Krause, 
2003). Using data from controlled experimental studies, 
evidence exists that cumulative exposure metrics that 
weight the higher concentrations more than the mid- and 
low-level values improve the explanatory power over sea-
sonal (i.e., long term) mean metrics in predicting vegeta-
tion yield or growth (Lee et al., 1987, 1988; Lefohn et al., 
1988; Musselman et al., 1988; Tingey et al., 1989; US EPA, 
1996, 2013). However, this is not always the case for some 
vegetation (e.g., Hayes et al., 2010). In reviewing the exist-
ing literature on vegetation effects based on (1) controlled 
vegetation effects experiments and (2) empirical observa-
tions, the US EPA (US EPA, 2013; US Federal Register, 2015) 
concluded that (1) ozone effects in plants are cumulative, 
(2) higher ozone concentrations appear to be more impor-
tant than lower concentrations in eliciting a response, (3) 
plant sensitivity to ozone varies with time of day and plant 
developmental stage, and (4) quantifying exposure with 
indices that accumulate hourly ozone concentrations and 
preferentially weight the higher concentrations improves 
the explanatory power of exposure/response models for 
growth and yield, over using indices based on mean and 
peak exposure values.
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As indicated above, the US EPA based its recommenda-
tion on both controlled vegetation effects experiments 
and empirical observations. A key empirical observa-
tion was a multi-year field study conducted at the San 
Bernardino National Forest in southern California. In the 
study, forest health improvements were noted because 
of substantial reductions of the higher hourly averaged 
ozone levels. The frequency of mid-level concentrations 
did not substantially change (Lee et al., 2003; Musselman 
et al., 2006). There was a slow increase in the number 
of “mid-range” levels from 1980 to 1986, which corre-
sponded to the period following implementation of the 
US ozone air quality standard. Because of its evaluation, 
the US EPA (US EPA, 2013; US Federal Register, 2015) rec-
ommended exposure indices that (1) accumulate and (2) 
weight higher hourly average levels more than the “mid-
level” values for protecting vegetation from ozone expo-
sure. The US EPA indicated that these exposure indices 
offered the most appropriate approach for use in develop-
ing response functions and comparing studies of ozone 
effects on vegetation. As part of its rulemaking review pro-
cess, the US EPA (US EPA, 2013; US Federal Register, 2015) 
evaluated the use of flux-based indices (described below) 
and concluded at the time that the approach was less via-
ble than utilizing exposure metrics. The Agency indicated 
that further research was required to clarify the temporal 
pattern of detoxification capacity; detoxification did not 
necessarily follow the same temporal pattern as stomatal 
conductance (Heath et al., 2009).

Flux-based metrics have been developed in Europe to 
quantify the accumulation of damaging ozone taken up 
by vegetation through the leaf stomatal pores over a spec-
ified time during daylight hours (Emberson et al., 2000); 
21 flux-based critical levels for different responses have 
been established (Mills et al., 2011b; CLRTAP, 2017). The 
magnitude of a flux-based metric is dependent not only on 
ozone concentration variation, but also on the variation 
in the meteorological and plant conditions (e.g. phenol-
ogy, soil moisture, temperature, light) that determine the 
stomatal conductance, thereby controlling the amount 
of ozone uptake (CLRTAP, 2017). The metric includes the 
partial closing effect of higher levels of ozone on stomatal 
conductance (Wittig et al., 2007; Li et al., 2017; Hoshika et 
al., 2012, 2015) but does not as yet include sluggish stoma-
tal responses, characterized by delays to fluctuating envi-
ronmental stimuli after exposure to ozone, that have been 
found in some species (Paoletti and Grulke, 2010; Mills et 
al., 2016; Mc Laughlin et al., 2007a). Further research is 
needed about the impacts of stomatal sluggishness on 
ozone uptake. For specific conditions, such as drought 
(Karlsson et al., 2007; Gao et al., 2017), a flux-based met-
ric may accumulate less ozone, even during periods with 
high hourly ozone levels because plant stomata are partly 
closed to conserve water.

Flux-based indices have been shown to better repre-
sent the spatial pattern of ozone effects on vegetation 
across Europe, as compared to the exposure-based AOT40 
metric (Mills et al., 2011a). Studies have shown that in 
locations in northern Europe, flux-based metrics can 
accumulate more ozone during moderate exposures if 
plant and soil conditions are conducive to ozone uptake 

than during periods of higher levels that coincide with 
hot, dry  conditions (Karlsson et al., 2007; Malley et al., 
2015). Grantz (2014) showed that variation in ozone flux 
explained a substantially greater proportion of variability 
(82%) in the effective flux (flux adjusted for diel variation 
in plant sensitivity to ozone) for Pima cotton compared 
to variation in ozone level (43%). Flux-based metrics 
involve accumulation above a fixed flux threshold which 
is included to represent the detoxification capacity of the 
plant that varies with vegetation type/species (Mills et al., 
2011b). While it is recognized that detoxification should 
ideally be represented as a dynamic variable rather than 
as a fixed threshold, modeling approaches are not yet able 
to take this dynamic variation into account for exposure-
based (e.g., AOT40 or W126) or flux-based metrics. Results 
reported by Wang et al. (2015) for the diurnal changes of 
ascorbate, a major detoxification agent in the apoplast 
and leaf tissues of winter wheat, provide evidence for the 
dynamic nature of detoxification.

Since the 1950s, ozone injury to vegetation has been 
investigated by plant pathologists using an epidemio-
logical approach. They have used a range of metrics from 
which they focus on different parts of the ozone

 
con-

centration distribution to quantify injury and damage 
effects; these different metrics provide varying relation-
ships between exposure/dose and effects (US EPA, 2013). 
Epidemiological studies of vegetation have mostly used 
exposure-based metrics, which center on different parts of 
the concentration distribution, for deriving information 
on ozone impacts on vegetation under field conditions 
(Arbaugh et al., 1998; Karlsson et al., 2006; Fishman et al., 
2010). As ozone levels typically increase in tandem with 
increasing water stress (Matyssek et al., 2007), these stud-
ies require sophisticated statistical approaches for sepa-
rating the impacts of ozone from those of co-occurring 
factors (e.g., Braun et al., 2007; McLaughlin et al., 2007a, 
b). Several studies have also used stomatal flux, which 
incorporates the effects of environmental variables on the 
uptake of ozone by the leaves (e.g., Braun et al., 2014; De 
Marco et al., 2015; Sicard et al., 2016b). Based on stomatal 
flux, epidemiologically-based critical levels could be con-
sidered for the protection of wheat yield (De Marco et al., 
2010) or visible ozone foliar injury on forest trees (Sicard et 
al., 2016b), although this approach has not been adopted 
by CLRTAP (2017). Furthermore, plant epidemiology has 
been used to test/validate other metrics (Baumgarten 
et al., 2009). For instance, the US 2008 ozone standard 
explained wheat yield decline better than AOT40-based 
EU standards (see Section 2.3.4) (De Marco et al., 2010), 
although the US standard (i.e., 75 ppb) protected fewer 
sites than the EU standards. Plant epidemiological studies 
of deciduous tree growth in Switzerland also correlated 
ozone flux with decreases in stem and shoot growth, with 
a critical level comparable to that derived above from 
exposure experiments (Braun et al., 2007, 2010).

2.3. Description and rationale for the TOAR exposure 
and dose metrics
A summary of the TOAR metrics is provided in Table 1. 
The table provides references to examples of how a spe-
cific metric has been used. The description and rationale 
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Table 1: Summary of the metrics relevant for model-measurement comparison (Section 2.3.1), characterization of free tropospheric ozone (Section 2.3.2), human health impacts 
(Section 2.3.3), and vegetation impacts (Section 2.3.4). DOI: https://doi.org/10.1525/elementa.279.t1

Metric Units Application Area Example Reference(s)

Monthly mean of the 24-h average values ppb Model-measurement 
comparison metrics

Young et al. (2018) and references therein

Monthly standard deviation, median, 5th, 25th, 75th, and 95th percentiles of the maxi-
mum daily average 8-h (MDA8) ozone values

ppb Model-measurement 
comparison metrics

Fiore et al. (2014); Dolwick et al. (2015)

Monthly mean diurnal cycle (monthly average of 1-h ozone averages at 0100 h, 0200 
h, 0300 h, etc.)

ppb Model-measurement 
comparison metrics

Schnell et al. (2015)

Monthly mean of daily minimum and maximum hourly average ozone values ppb Model-measurement 
comparison metrics

Schnell et al. (2015)

Monthly, seasonal, annual and decadal means from ozonesonde, aircraft, and lidar 
measurements on pressure surfaces at intervals of 25 hPa from 1000 hPa to the 
tropopause. Standard deviations, median and 5th, 25th, 75th, and 95th percentiles are 
provided where sampling is sufficient.

ppb Free tropospheric 
metrics

Young et al. (2018) and references therein

Monthly mean diurnal cycle at hourly intervals with high frequency aircraft data 
(MOZAIC-IAGOS), and also lidar where data frequency permits.

ppb Free tropospheric 
metrics

Young et al. (2018) and references therein

Monthly mean tropospheric column ozone (TCO) from satellite instruments Dobson Units Free tropospheric 
metrics

Young et al. (2018) and references therein

Monthly mean (Total Column Ozone (TCO) from ozonesondes Dobson Units Free tropospheric 
metrics

Young et al. (2018) and references therein

Estimates of the annual cycle, at monthly intervals, averaged over each decade on 25 
hPa pressure surfaces or for TCO

ppb/Dobson  
Units

Free tropospheric 
metrics

Young et al. (2018) and references therein

The 4th highest MDA8 ozone value over the entire year (see text for specific calculation 
protocols).

ppb Human health US Federal Register (2015)

Maximum daily 8-h average over the entire year ppb Human health European Council Directive 2008/50/EC; WHO (2006); 
Kamyotra et al. (2012); SANS (2011); Qiao et al. (2015)

(contd.)
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Metric Units Application Area Example Reference(s)

Maximum daily 1-h average ozone value over the entire year. ppb Human health European Council Directive 2008/50/EC; Kamyotra et al. 
(2012); Qiao et al. (2015)

4th highest W90 5-h cumulative exposure index ppb-hrs Human health Lefohn et al. (2010b)

SOMO35:  Annual sum of the positive differences between the daily maximum 8-h 
average ozone value and the cutoff value set at 35 ppb

ppb-day Human health Amann et al. (2008); REVIHAAP (2013)

SOMO10:  Annual sum of the positive differences between the daily maximum 8-h 
average ozone value and the cutoff value set at 10 ppb

ppb-day Human health REVIHAAP (2013)

Number of exceedances of daily maximum 1-h average values greater than 90, 100, 
and 120 ppb per year

number of hours Human health Qiao et al. (2015)

Number of exceedances of daily maximum 8-h average values greater than 50, 60, 70, 
and 80 ppb per year

number of hours Human health US Federal Register (2015); WHO (2006); European Council 
Directive 2008/50/EC

Running mean of the 3-month average of the daily 1-h maximum ozone value ppb Human health Brauer et al. (2016)

Annual and summertime mean of the daily maximum 8-h average values ppb Human health Turner et al. (2016)

Annual and seasonal percentiles (median, 5th, 25th, 75th and 95th) of all hourly average 
values. 

ppb Human health Xu et al. (2008); Simon et al. (2015)

W126 for various months and daily time periods (see text) ppb-hrs Vegetation Lefohn et al. (1988)

AOT40 for various months and daily time periods (see text) ppb h Vegetation CLRTAP (2017)

Daily 12-h average for various months and daily time periods (see text) ppb Vegetation Heck et al. (1988); Jäger et al. (1992); Legge et al. (1995)

Seasonal percentiles (median, 5th, 25th, 75th, 95th, 98th, and 99th) of hourly average 
ozone values

ppb Vegetation Xu et al. (2008)

Flux-Based Indices nmol m–2 Projected 
Leaf Area s–1

Vegetation Emberson et al. (2000); Mills et al. (2011b)
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for the TOAR exposure and dose metrics used for human 
health and vegetation characterizations are described in 
detail in Supplemental Material. An additional key com-
ponent of TOAR is the assessment of modeled ozone lev-
els, and spatial and temporal variability in ozone levels in 
the free troposphere from surface, remote sensing, and 
aircraft-based instruments. These topics are comprehen-
sively discussed in the TOAR-Climate and TOAR-Model 
Performance papers for free tropospheric ozone, and 
modeled ozone levels, respectively. Supplemental Mate-
rial also includes descriptions of those metrics used for 
global model-measurement comparison, and for free trop-
ospheric ozone characterizations. This section provides a 
condensed description of the widely-used ozone metrics 
for assessing impacts associated with human health, veg-
etation, and climate change, including their focus on dif-
ferent parts of the distribution of hourly average ozone 
concentrations.

2.3.1. Model-measurement comparison metrics

Observational metrics calculated at individual sites can 
provide insight into the physical and chemical processes 
that determine ozone and its variations on different 
timescales (e.g., Logan, 1985; Oltmans and Levy II, 1994). 
Hence, comparison of these metrics calculated at surface 
sites with modeled ozone levels is one method used to 
evaluate the performance of global models in predicting 
tropospheric ozone. Besides uncertainties in observations, 
a major problem in the comparison of site-specific data 
with model output is the representativeness of the availa-
ble measurements. Problems related to the comparison of 
spatially and temporally sparse observations with coarse 
resolution global scale models, discussed in more detail in 
TOAR-Model Performance, can be mitigated by comparing 
model output against globally gridded observational data 
products that have been aggregated based on site char-
acterization (e.g., TOAR-Surface Ozone Database). Table 1 
summarizes the TOAR metrics (http://www.igacproject.
org/activities/TOAR) used for model-measurement com-
parisons (based on hourly average levels), which are:

• The monthly mean of the 24-h average (MMEAN) (in 
units of ppb);

• The monthly standard deviation, median, 5th, 25th, 
75th, and 95th percentiles of the maximum daily aver-
age 8-h (MDA8) ozone values (in units of ppb); 

• The monthly mean diurnal cycle (monthly average of 
1-h ozone averages at 0100 h, 0200 h, 0300 h, etc.) (in 
units of ppb); and

• Monthly mean of daily minimum and maximum 
hourly average ozone (in units of ppb).

The MMEAN ozone at individual sites is commonly used 
to study surface ozone variability for global model-meas-
urement comparisons (see TOAR-Model Performance). The 
magnitude of MMEAN depends upon the influence of 
precursor emissions, photochemistry, meteorology, and 
atmospheric transport on the shape of the annual cycle 
of ozone at individual sites. Comparison of simulated and 
observed MMEAN provides a first order estimate of the 

model’s ability to simulate the observed annual cycle as 
well as long-term trends and inter-annual variability. How-
ever, the MMEAN smooths the pronounced diurnal cycle 
observed at continental rural sites due to photochemical 
ozone production and/or enhanced nighttime surface 
ozone deposition or in-situ chemical loss under shal-
low nocturnal boundary layers. Global models at coarse 
resolution may have difficulty in reproducing these low 
nighttime values (e.g., Derwent et al., 2004) because of 
errors in representing the nocturnal boundary layer (Lin 
et al., 2008) and because many chemical processes are 
nonlinear and therefore may not be accurately simulated 
when spatially averaging sharp gradients over larger grid-
cells. Therefore, global model evaluation against observed 
MMEAN at individual sites with strong diurnal cycles 
should be supplemented with comparison against metrics 
which characterize the observed diurnal cycle (discussed 
below) to estimate their ability in reproducing observa-
tions (see TOAR-Model Performance). The MMEAN expo-
sure metric smooths the large day-to-day variability that 
occurs at many polluted sites.

The MDA8 exposure metric is an air quality metric used 
by the US EPA to assess compliance with the NAAQS for 
ozone to protect human health and vegetation. As a part 
of the development of the US NAAQS, global chemistry 
models, using the MDA8 metric, were applied in combi-
nation with regional photochemical models to estimate 
background (US EPA, 2014b) ozone to examine the influ-
ence of ozone formed from natural and international 
sources (e.g., Reidmiller et al., 2009; Zhang et al., 2011; 
Fiore et al., 2014; Dolwick et al., 2015). Comparison of 
observed to simulated MDA8 levels provides an assess-
ment of the ability of models to reproduce the trends and 
variability in this metric used for assessing human health 
impacts.

The monthly mean diurnal cycle provides information 
on average daily fluctuations in surface ozone. Diurnal 
variations in surface ozone are driven by variations in pho-
tochemistry, boundary layer dynamics, surface dry deposi-
tion, and transport.

The monthly average of daily minimum and maximum 
of hourly average levels depend on ozone production and 
loss processes, and transport patterns occurring at a spe-
cific site. Comparing modeled and observed diurnal cycles 
and diurnal ranges is one means by which to evaluate 
model representation of the many processes that deter-
mine the simulated diurnal cycle (e.g., Schnell et al., 2015).

In addition to the metrics outlined above, other met-
rics have been defined, which similarly aim to evaluate 
the ability of models to represent measured ozone lev-
els. Two alternative sets of metrics have been reported in 
the literature for global model-measurement comparison 
specifically related to assessment of long-term changes 
in baseline ozone

 
(Parrish et al. 2014) and on the sea-

sonal cycle of ozone
 
at marine boundary layer sites (MBL) 

(Parrish et al. 2016) (See Supplemental Material for a more 
comprehensive description). The first approach calculated 
polynomial “shape factors” that define long-term trends 
of seasonally averaged, baseline ozone levels at relatively 
remote sites from the mid-20th Century to the present. 
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The metrics produced to compare measured and  modeled 
changes in baseline ozone at northern mid-latitudes are 
polynomial coefficients, shown in Supplemental Material, 
Table S-2), which characterize relative (to year 2000) 
ozone changes over broad regions of northern mid-lati-
tudes. For application of these metrics, see TOAR-Model 
Performance). Secondly, Fourier series expansions of 
monthly average ozone levels at selected sites provide a 
series of comparison metrics (Parrish et al., 2016; Derwent 
et al., 2016). This method represented the seasonal cycle 
at marine boundary layer sites around the globe as the 
annual average plus two sine function terms – the funda-
mental (period = 1 year) and second harmonic (period = 
1/2 year). Figure 1 illustrates one example. The parame-
ters from this representation of the seasonal cycle provide 
metrics which have been shown to provide critical tests 
of the model treatment of some of the physical processes 
that control tropospheric ozone levels in the MBL (see 
TOAR-Model Performance).

2.3.2. Free tropospheric metrics

Multiple sources of data (e.g., ozonesonde, aircraft, lidar, 
and remote sensing) are used to assess ozone throughout 
the depth of the troposphere as part of the TOAR project. 
The purpose of free tropospheric metrics (Table 1) is to 
characterize temporal and longitudinal, latitudinal, and 
altitudinal spatial variability in ozone levels throughout 
the troposphere and provide additional insight into the 
physical and chemical processes occurring that may affect 

surface ozone. The metrics associated with characterizing 
the free troposphere are: 

• Monthly, seasonal, annual and decadal means from 
ozonesonde, aircraft, and lidar measurements on 
pressure surfaces at intervals of 25 hPa from 1000 hPa 
to the tropopause. Standard deviations, median and 
5th, 25th, 75th, and 95th percentiles are provided where 
sampling is sufficient. (Units are ppb)

• Monthly mean diurnal cycle at hourly intervals with 
high frequency aircraft data (MOZAIC-IAGOS), and li-
dar where data frequency permits. (Units are ppb)

• Monthly mean tropospheric ozone column (TCO) 
in Dobson Units (DU) from satellite instruments 
(OMI/MLS, IASI, GOME, SCIAMACHY, TES) harmo-
nized to a common horizontal grid (e.g., 1° × 1.25° 
as for OMI/MLS). A common tropopause definition 
is preferred but in any case, the tropopause defini-
tion must be specified (e.g., WMO, 1992; Tuck et al., 
1985). For instruments with more than one degree of 
freedom in the troposphere, upper and lower tropo-
spheric integrals, also in DU, are supplied.

• Monthly mean (Total Column Ozone (TCO)) from 
ozonesondes: the integral in DU of ozone from the 
surface to the thermal tropopause (WMO, 1966).

• Estimates of the annual cycle, at monthly intervals, 
averaged over each decade on 25 hPa pressure sur-
faces or for TCO. Decades defined as e.g. 1960–1969 
inclusive. (Units are ppb/Dobson)

These metrics are intended for use in global chemical 
transport and climate model evaluation, trend analy-
ses, climate studies, and studies of large-scale processes, 
such as long-range transport, stratosphere-troposphere 
exchange, and biomass burning. Note that while global 
model evaluations often compare metrics such as mean 
or ozone percentiles, regional photochemical model 
evaluations generally focus on whether ozone was pre-
dicted accurately at the right time and location and thus 
regional model evaluations look at bias and error in 
paired hourly or daily ozone levels matched in space and 
time (Simon et al., 2012). However, this straightforward 
approach may not fairly evaluate model skill, as modest 
forecast errors in, say, the time or location of an ozone 
plume may contribute excessively to the total statistical 
error, as the forecast is too low where the plume should 
be, and too high where the model placed it (Tarasick et 
al., 2007). The metrics described in this section aim to 
provide a general and versatile statistical description of 
the free tropospheric ozone field, from available meas-
urement sources. All ozone values are in nmol mol–1, 
except for the integrated TCO values, which are given in 
Dobson units (DU). Because the frequency of observa-
tions varies over a large range (e.g., from typically 3–4 
per month for ozonesonde data to as frequent as daily 
profiles during campaigns, or multiple daily profiles by 
commercial aircraft over some airports), the number 
of observations in each data sample is also provided to 
allow averages to be weighted, and/or evaluated for rep-
resentativeness.

Figure 1: Sine function fits to monthly average data from 
Mace Head, Ireland. The black curves give the least-
squares regressions to the fundamental (upper black 
curve) and second harmonic (lower black curve) terms, 
and the blue curve shows their sum. The data points 
about the x-axis are the residuals between the measure-
ments and the fundamental fit. The fit parameters with 
95% confidence limits are annotated. A small, long-
term trend has been removed from the monthly average 
data before fitting (data from Parrish et al., 2016). DOI: 
https://doi.org/10.1525/elementa.279.f1
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2.3.3. Human health exposure metrics

Exposure metrics used for assessing the potential impacts 
of ozone on human health focus on different parts of the 
distribution of hourly average concentrations. Some of the 
metrics focus on the relatively higher ozone values, while 
other metrics focus on a combination of the various parts 
of the distribution. Supplemental Material describes the 
exposure metrics in detail. Table 1 lists the various TOAR 
human-health exposure metrics (http://www.igacproject.
org/activities/TOAR).

2.3.3.1. Exposure metrics that focus on higher ozone 
concentrations

The following metrics are influenced by ozone concentra-
tions at the high end of the distribution and have been 
used for assessing ozone relevant for human health:

• The 4th highest MDA8 ozone value (in units of ppb) 
over the entire year.

• The maximum daily 1-h average ozone value (in units 
of ppb) over the entire year.

• The number of exceedances of daily maximum 1-h 
values greater than 90, 100, and 120 ppb.

• The 4th highest W90 5-h cumulative exposure index 
(ppb-hrs) as described in Lefohn et al. (2010b). and

• The running mean of the 3-month average of the dai-
ly 1-h maximum (in units of ppb) is a metric that is 
based on epidemiology results.

Several exposure metrics have been defined which are 
associated with the 4th highest MDA8 concentrations. See 
Supplemental Material for additional details on various 
ways to calculate the 4th highest MDA8.

EU information thresholds have been established as 
hourly ozone concentrations ‘beyond which there is a 
risk to human health from brief exposure for particularly 
sensitive sections of the population’, and about which 
the public must be informed (European Council Directive 
2008/50/EC). The following maximum daily 1-h average 
exposure index focuses on the higher values and is useful 
for comparing health-relevant ozone at a site with the EU 
‘information threshold’, set at 180 µg m–3 (90 ppb). The 
directive also has an alert threshold of 240 µg/m3 (120 
ppb).

The metrics representing the number of exceedances 
of daily maximum 1-h values greater than 90, 100, and 
120 ppb focus on the high end of the distribution and 
are used in this assessment as ozone metrics for human 
health, together with other metrics. In 1979, the US EPA 
adopted the daily maximum 1-h value of 120 ppb as an air 
quality standard for ground-level ozone. This 1-h stand-
ard was revoked in 2005 by the US EPA, but some areas 
have continued obligations under this standard (http://
www3.epa.gov/ttn/naaqs/criteria.html). The daily maxi-
mum 1-h value is still used in some other countries as the 
ozone standard. For example, Japan has been using the 
daily maximum 1-h value of 60 ppb as an ozone stand-
ard (http://www.env.go.jp/en/air/aq/aq.html). China has 
established ozone standards using both daily maximum 
8-h (75 ppb or 160 µg m–3 at 273 K and 101.325 kPa) and 

daily maximum 1-h (93 ppb or 200 µg m–3 at 273 K and 
101.325 kPa) metrics for both residential and commercial 
areas (http://kjs.mep.gov.cn/hjbhbz/bzwb/dqhjbh/dqhj-
zlbz/201203/t20120302_224165.shtml).

The 4th highest W90 5-h cumulative exposure index is 
an experimental exposure metric that weights the higher 
hourly average concentrations more than mid-level val-
ues and has been suggested as a relevant human health 
metric based on controlled human laboratory studies 
(Section 2.2.1). The rationale for this metric is derived from 
the analyses summarized in Lefohn et al. (2010b). The form 
of the W90 index is Σ w

i
 × C

i
 with weight w

i
 = 1/[1 + M × exp 

(–A × C
i
/1000)], where M = 1400, A = 90, and where C

i
 is 

the hourly average ozone mixing ratio in units of ppb. The 
W90 index has units of ppb-hrs. The weightings for the 
hourly average values are shown in Figure 2 below.

Finally, the running mean of the 3-month average of 
the daily 1-h maximum metric is used in TOAR because 
of its application to estimates of globally deaths attribut-
able to long-term ozone exposure by the Global Burden 
of Disease project (Forouzanfar et al., 2015; Brauer et al., 
2016). The Jerrett et al. (2009) study evaluated the risk of 
mortality associated with the average of the second (April 
through June) and third (July through September) annual 
quarterly averages daily maximum 1-h ozone concentra-
tions. Since the ozone (summer) season varies through-
out the globe, the Global Burden of Disease studies used, 
as the estimate of long-term ozone exposure, the annual 
maximum of running 3-month average daily maximum 
1-h values (Forouzanfar et al., 2015; Brauer et al., 2016). 
The TOAR long-term trend results (1995–2014) indicate 
that this human health metric appears to be more asso-
ciated with the higher hourly concentrations within the 
distribution than those values associated with the entire 
distribution (see Section 4). Coupled with this metric, 
TOAR reports the day of the year on which the 3-month 
maximum metric reaches its maximum value.

2.3.3.2. Exposure metrics that focus on the high and mid-level 
ozone concentrations

Exposure metrics that focus on both the high-, as well as 
at times the mid-level concentrations, are:

Figure 2: The weighting applied to hourly average ozone 
values for the calculation of the W90 exposure index 
(see Lefohn et al., 2010b). DOI: https://doi.org/10.1525/
elementa.279.f2
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• The number of exceedances of daily maximum 8-h 
values greater than 50, 60, 70, and 80 ppb per year 
which indicate yearly non-attainment occurrences 
for some air quality standards used around the globe 
(e.g., US Federal Register, 2015); and

• The SOMO35 is defined as the annual sum of the posi-
tive differences between the daily maximum 8-h ozone 
average value and the cutoff value set at 35 ppb (70 
µg/m3) calculated for all days in a year. The unit is ppb-
day. The 8-h average values are determined as per EU 
protocols (European Council Directive 2008/50/EC). 
The metric is consistent with WHO recommendations 
for quantification of ozone associated with health 
impacts resulting from short-term exposure (REVI-
HAAP, 2013). The ozone value selected as the cutoff 
was chosen partly due to the more accurate modeled 
ozone values available above 35 ppb, but also due to 
the observation of a statistically significant increase in 
mortality calculated for short-term exposure to ozone 
values above 25–35 ppb (Gryparis et al., 2004). 

2.3.3.3. Exposure metrics that focus on high-, mid-, and low-
level ozone concentrations

• The SOMO10 metric is the annual sum of the posi-
tive differences between the daily maximum 8-h aver-
age ozone value and the cutoff value set at 10 ppb 
(20 µg/m3) calculated for all days in a year. The unit 
is ppb-day. The 8-h average values are determined 
as per EU protocols (European Council Directive 
2008/50/EC). The SOMO10 metric is calculated in the 
same way as SOMO35, but with the lower cutoff value 
and reflects the epidemiological evidence of associa-
tions between short-term ozone exposure and lower 
ozone levels (REVIHAAP, 2013).

2.3.3.4. Concentration-based metrics that include ozone 
concentrations from across the distribution

The following metrics are useful for assessing the distribu-
tion of hourly average concentrations:

• The annual and seasonal percentiles (median, 5th, 25th, 
75th and 95th) of all hourly average concentrations. 
Long-term changes in these percentile metrics facili-
tate the assessment of the impacts of the ozone level 
associated with different factors. Long-term changes 
in ozone precursor concentrations can cause trends 
for different parts of the frequency distribution of 
ozone concentrations (Lefohn et al., 1998, 2010a; 
Brönnimann et al., 2002; Xu et al., 2008; Simon et 
al., 2015), which are not necessarily consistent. There-
fore, studying the long-term variations of ozone using 
these percentile metrics can help to avoid potential 
misinterpretation in a risk analysis using single sum-
mary statistics (e.g., the mean ozone concentration).

2.3.3.5. Epidemiological metrics that focus on chronic exposure
Short-term increases in ozone have been linked to a 
wide array of health responses, including increases in 
daily mortality (Thurston and Ito, 2001; Bell et al., 2004; 

Bell et al., 2007). Studies of the impacts of chronic expo-
sure, which are generally thought to have the greatest 
population health impact, are less common (REVIHAAP, 
2013). Chronic exposure can result from repeated ele-
vated concentrations over time. The following TOAR 
exposure metric is used for characterizing chronic 
 exposure:

• The annual and summertime mean of the daily maxi-
mum 8-h values (in units of ppb) are metrics that 
were used as an estimate of long-term ozone expo-
sure in an updated epidemiological analysis to the 
Jerrett et al. (2009) study performed by Turner et al. 
(2016). Turner et al. (2016) calculated significant asso-
ciation between annual and summertime (i.e., April–
September) average daily maximum 8-h ozone values, 
and all-cause, respiratory, and circulatory mortality 
within the American Cancer Society Cancer Preven-
tion Study-II (ACS CPS-II) cohort population.

2.3.4. Vegetation metrics

Exposure metrics used in assessing potential impacts on 
vegetation, similar to human health metrics, focus on dif-
ferent parts of the hourly average concentration distribu-
tion. Some of the metrics focus on the relatively higher 
ozone values, while other metrics focus on a combination 
of the various parts of the distribution. The Supplemen-
tal Material describes the vegetation exposure metrics in 
detail. Table 1 shows the various TOAR vegetation met-
rics (http://www.igacproject.org/activities/TOAR) and 
the parts of the concentration distribution on which they 
focus. The vegetation metrics are defined by growing sea-
son and climate zones (TOAR-Vegetation; http://www.
igacproject.org/activities/TOAR). 

2.3.4.1. Exposure metrics that weight the higher ozone levels 
and include mid-level values

The following vegetation exposure metrics focus on the 
higher levels but include the mid-level values:

• The W126 exposure index (in units of ppb-hrs) is a 
non-threshold index that is described as the sig-
moidally weighted sum of all hourly ozone values 
observed during a specified daily and seasonal time 
window, where each hourly ozone value is given a 
weight that increases from zero to one with increas-
ing value. The W126 metric is identified by the US EPA 
for assessing risk to vegetation from ozone exposure 
(US EPA, 2013, 2014a; US Federal Register, 2015). The 
W126 exposure index has the form: W126 = Σ w

i
 × 

C
i
 with weight w

i
 = 1/[1 + M × exp (–A × C

i
/1000)], 

where M = 4403, A = 126, and where C
i
 is the hourly 

average ozone mixing ratio in units of ppb. Further 
details about the index are available in Supplemental 
Material. The weightings for hourly average values are 
shown in Figure 3. For both this metric, as well as the 
human health (W90) exposure index mentioned pre-
viously, the sigmoidal weightings are similar except at 
the lower levels (compare Figures 2 and 3), where the 
W126 provides slightly greater weight than the W90 
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metric. In the TOAR program, the W126 exposure in-
dex is specified over the following time periods: (a) 
W126 (3-month, 24-h), (b) W126 (6-month, 24-h), (c) 
W126 (7-month, 24-h), (d) W126 (12-month, 24-h), (e) 
W126 (3-month, 12-h (0800–1959h) (monthly peri-
ods specified), (f) W126 (6-month, 12-h (0800–1959h) 
(monthly periods specified), (g) W126 (7-month, 12-h 
(0800–1959h) (monthly periods specified), and (h) 
W126 (12-month, and 12-h (for tropical or subtropi-
cal moist climate zones) (0800–1959h).

• AOT40 is the sum of the difference between the 
hourly mean ozone value at the top of the canopy 
and levels above 40 ppb for all daylight hours over 
a specified time. The unit of the exposure index is 
ppb h and was originally derived because of a grow-
ing understanding that plants responded to accumu-
lated ozone above a threshold rather than a long-term 
average (Fuhrer et al., 1997). As a threshold, 40 ppb 
was suggested as being relevant at the time when the 
contribution of baseline ozone to levels in Europe 
was thought to be relatively lower than current lev-
els and to clearly separate out the peaks, which are of 
regional (i.e., European) origin (described in CLRTAP, 
2017). In recent years, the CLRTAP has adopted the 
flux-based metric, POD

Y
 in preference to AOT40 as 

this metric has greater biological relevance and is bet-
ter correlated with field evidence of effects (Mills et 
al., 2011a).  The AOT40 is a threshold metric, which at 
times can be sensitive to small changes near its thresh-
old value (Hollaway et al., 2012). AOT40 is used as the 
legislative standard in Europe (Directive 2008/50/
EC), when accumulated over a standard time window 
(0800–1959 h) and a standard time period (May to 
July), although other periods are available in TOAR 
(Supplemental Material). It is also included in CLR-
TAP (2017) for daylight hours with vegetation-specific 
accumulation periods and timings. In the TOAR pro-
gram, the AOT40 exposure index is specified over the 
following time periods: (a) AOT40 (3-month, 12-h 
(0800–1959h), (monthly periods specified according 
to crop type and growing season and does not apply 

to forests)), (b) AOT40 (6-month, 12-h (0800–1959h), 
(monthly periods specified and applicable to perenni-
al vegetation including forests, grassland and peren-
nial crops)), (c) AOT40 (7-month, 12-h (0800–1959h), 
(monthly periods specified)), (d) AOT40 (12-month, 
and 12-h (for tropical or subtropical moist climate 
zones) (0800–1959h)), (e) AOT40 (3-month, daylight 
over the period when clear sky radiation >50 W m–2), 
(f) AOT40 (6-month, daylight over the period when 
clear sky radiation >50 W m–2), (g) AOT40 (7-month, 
daylight over the period when clear sky radiation >50 
W m–2), (h) AOT40 (3-month, nighttime over the pe-
riod when clear sky radiation <5 W m–2), (i) AOT40 
(6-month, nighttime over the period when clear sky 
radiation <5 W m–2), and (j) AOT40 (7-month, night-
time over the period when clear sky radiation <5 W 
m–2). The specific steps associated with calculating the 
AOT40 are provided in Supplemental Material. The 
threshold for daylight versus night is 5 degrees solar 
elevation angle, which is used as a surrogate for 50 W 
m–2 (TOAR-Surface Ozone Database).

2.3.4.2. Exposure metric that focus on the mid-range of 
hourly average ozone levels

The TOAR vegetation exposure metric that is focused on 
the mid-range of hourly average levels is:

• The daily 12-h (0800–1959h) average exposure metric 
(M12) (in units of ppb) was widely used in the past 
to characterize crop exposures to establish crop-spe-
cific exposure–response relationships, which relate a 
quantifiable mean to a reduction in crop yield (Heck 
et al., 1988; Jäger et al., 1992; Legge et al., 1995). In 
post-experimental data analysis, cumulative metrics, 
such as the SUM06 (the accumulation of all hourly av-
erage values equal to and above 0.06 ppm) and W126 
indices (US EPA, 2013; US Federal Register, 2015) bet-
ter fit the yield loss observations for experiments con-
ducted in the US, and thus have received greater focus 
than average metrics (Tingey et al., 1991; Lefohn and 
Foley, 1993; Mauzerall and Wang, 2001). Supplemen-
tal Material provides additional information on the 
12-h exposure metric. In the TOAR program, the M12 
exposure index is specified over the following time 
periods: (a) M12 (3-month, 12-h for wheat and rice), 
(b) M12 (6-month

,
 12-h), (c) M12 (7-month, 12-h), and 

(d) M12 (12-month, 12-h for tropical or subtropical 
moist climate zones) (0800–1959h).

2.3.4.3. Flux-based metric
Currently, flux-based metrics are not characterized in the 
TOAR database, but are discussed in this section for com-
pleteness. The flux-based metric is described as:

• The accumulated Phytotoxic Ozone Dose (i.e., the 
accumulated stomatal flux) of ozone above a flux 
threshold of Y (POD

Y
). The POD

Y 
is calculated for the 

appropriate time-window as the sum over time of the 
differences between hourly mean values of ozone 
stomatal flux (F

st
) and Y nmol m–2 PLA s–1 for the peri-

Figure 3: The weighting applied to hourly average ozone 
values for the calculation of the W126 exposure index 
(see Lefohn et al., 1988). DOI: https://doi.org/10.1525/
elementa.279.f3
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ods when F
st
 exceeds Y during daylight hours, where 

PLA is defined as projected leaf area, or, the one-sided 
area of a leaf perpendicular to the incoming radia-
tion. The DO

3
SE model (Emberson et al., 2000) was 

adopted by CLRTAP for calculating the accumulated 
stomatal flux of ozone from hourly values of ozone, 
together with the following stomatal conductance 
modifying factors: temperature, vapor pressure defi-
cit (VPD), light (irradiance), soil water potential (SWP) 
or plant available water (PAW), ozone value, and plant 
development stage (phenology). The Y threshold var-
ies between species as do the parameterizations for 
each of the flux modifying factors. Two types of POD

Y
 

model exist: POD
Y
IAM which has a simplified param-

eterization and is suitable for large-scale integrated 
assessment, and POD

Y
SPEC, species-specific param-

eterization of the flux model. Local and regional pa-
rameterizations have been defined for POD

Y
SPEC and 

POD
Y
IAM in CLRTAP (2017) for a range of crops, tree 

and grassland species/species groups and used to de-
fine 21 critical levels, above which negative effects of 
ozone on crop yield, biodiversity and tree growth are 
expected. Further information can be found in sum-
mary in Mills et al. (2011b), and in more detail in-
cluding response functions in Grünhage et al. (2012) 
for wheat, Gonzalez et al. (2014) for tomato, and 
Büker et al. (2015) for tree species. The POD

Y
 model 

has also been applied in China to derive flux-effect 
relationships for wheat (Feng et al., 2012) and poplar  
(Hu et al., 2015).

2.3.4.4. Exposure metrics that include ozone concentrations 
from across the distribution

For vegetation purposes, the TOAR metrics that focus on 
the entire distribution are:

• The seasonal (i.e., December–February, March–May, 
June–August, and September–November) percentiles 
(median, 5th, 25th, 75th, 95th, 98th, and 99th) of hourly 
average ozone. The units are ppb. Trends in each per-
centile by season can provide information on specific 
changes that occur within the ozone distribution. 
These changes influence the magnitude of the expo-
sure and dose metrics. 

3. Statistical and methodological approaches 
available for TOAR analyses
Trends are defined as whether the data exhibit an over-
all increase, decrease, or no discernible change over the 
time period of interest. When testing for trends, normally 
one first proposes a null hypothesis (here, that there is 
no trend) and a threshold value, called the significance 
level of the test, which is traditionally denoted as α. The 
α value is supposed to be fixed in advance and thus part 
of the study design, whereas the p-value is a number com-
puted from the data and thus, unknown until it is com-
puted. If the p-value is less than or equal to the selected 
significance level (α), this suggests that the observed data 
are inconsistent with the null hypothesis, and the null 
hypothesis is rejected. 

When the null hypothesis is not rejected, this does not 
prove that it is true. When the p-value is calculated cor-
rectly, this test guarantees that the Type I error rate is at 
most α. A Type I error (sometimes called a “false positive”) 
occurs when in fact the null hypothesis is true, but one 
declares that the data are not compatible with it. The 
p-value resulting from the test provides a quantification 
of making this type of error. For the TOAR trends analy-
sis, a standard α = 0.05 cutoff has been selected (i.e., the 
null hypothesis is rejected when p ≤ 0.05 and not rejected 
when p > 0.05). By itself, the p-value does not support 
reasoning about the verisimilitude of the hypotheses; it 
is merely a tool for deciding whether to reject the null 
hypothesis.

A second type of error one may make in hypothesis 
testing is a Type II error (sometimes called a “false nega-
tive”). This occurs when the null hypothesis is in fact 
not true, but one fails to detect this. A Type II error may 
result for various reasons, and one may wish to collect 
more data and/or further examine the existing data in 
more detail in future research investigations. The ability 
to detect that the data indicate an incompatibility with 
the null hypothesis when it is not true is known as the 
“power” of the test procedure (in our case, the ability to 
find a trend when one does exist). The probability of a 
Type II error equals (1 – power). It is important to note 
that the power of a test depends on “how false” the null 
hypothesis is; for example, a test could have relatively 
low power and still identify a strong trend, but would 
need to have relatively high power to identify a slight 
trend. The power of a test is often a consideration made 
during the design phase of a scientific study, especially 
when choosing the sample size. However, the data in 
TOAR is limited to the time periods for which the moni-
tors were operating, and thus power was not a major 
consideration.

The choice of an alpha of 0.05 as a significance level 
is arbitrary. TOAR selected this specific level because of 
the very large number of sites and metrics which were 
to be tested. Hence, a common point of reference was 
needed for summarization and comparison purposes, 
and the 0.05 level is quite common in the literature. 
However, TOAR is not wedded to a ‘Yes/No’ outcome 
based on a 0.05 level. TOAR retains the actual calculated 
p-values in its database. Thus, any researcher who pre-
fers to use either a different level or, indeed, wishes to 
work with the individual  p-values for an analysis has the 
opportunity.

For the TOAR assessment, the following terminology is 
used when describing trend results:

• a trend result associated with a p-value of 0 to 0.05 is 
a statistically significant trend;

• a trend result associated with a p-value of 0.05 to 0.10 
is referred to as indicative of a trend;

• a trend result associated with a p-value of 0.10 to 0.34 
is described as having a weak indication of change; 
and

• a trend result associated with a p-value of 0.34 to 1 is 
described as weak or no change.
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The final two categories listed above are shown for infor-
mational purposes only, and researchers are strongly cau-
tioned against associating p-values greater than 0.10 with 
statistical significance.

An important consideration in selecting tests for assess-
ing trends in the TOAR program was the requirement 
that the same statistical methods be applied across the 
 thousands of measurement sites in the TOAR database 
and the various metrics to be analyzed. The large amount 
of data to be characterized precluded a detailed review of 
the data from every site/metric combination to determine 
(1) an appropriate analytical functional form that fit the 
data and (2) whether a regression approach (either linear 
or nonlinear) would be appropriate. The nonparametric 
Mann-Kendall (M-K) test (to test for significant trends) and 
the Theil-Sen (T-S) estimator (for estimating the magni-
tude of the trend) were selected. The T-S and M-K methods 
require (1) no assumptions regarding functional form or 
statistical distribution for the data and (2) are resistant to 
outliers, and (3) do not require consideration of whether 
trends are linear or nonlinear.

For focused analyses involving subsets of sites, TOAR 
recognized that parametric statistical tests, such as lin-
ear regression, can be applied if the required assump-
tions were met. For example, standard linear regression 
necessitates: (1) a linear model is appropriate to describe 
the data and (2) the variable is normally distributed, (3) 
has constant variance, and (4) the data are independent 
observations. The assumption of constant variance may be 
inappropriate, especially for ozone data because the inter-
annual variability tends to decrease as precursor emis-
sions are reduced and levels approach background levels. 
Ozone time series, based on less than annual data values, 
can have significant autocorrelation and ozone metrics 
are often not normally distributed. Ignoring the above 
assumptions can lead to an incorrect conclusion about 
the statistical significance and the associated confidence 
intervals of the regression parameters, thus resulting in 
significant uncertainty regarding the conclusions for the 
trends analyses.

In this section, we discuss some of the statistical 
approaches available for characterizing trends. Both 
nonparametric and parametric approaches for assess-
ing trends are discussed, including the advantages of the 
various approaches. Examples are provided that describe 
how violations of key assumptions affect the estimates of 
the significance of the trends, as well as the magnitude of 
change. Section 3.3 discusses data completeness criteria.

3.1. Statistical approaches for characterizing trends
Various statistical tests have been used to identify statisti-
cally significant trends and the rate of change associated 
with these trends (e.g., Oltmans et al., 2006; Sicard et 
al., 2009, 2013; Lefohn et al., 2010a; Cooper et al., 2012; 
 Wilson et al., 2012; Derwent et al., 2013; Munir et al., 
2013; Oltmans et al., 2013; Parrish et al., 2013; Parrish et 
al., 2014; Simon et al., 2015; Malley et al., 2015). Because 
TOAR is using the nonparametric M-K and T-S methods as 
the preferred approach for characterizing trends, they will 
be discussed first.

3.1.1. Nonparametric statistical tests

3.1.1.1. Testing for significance of a trend
The Mann-Kendall (M-K) nonparametric test (Mann, 1945) 
is utilized to test for a significant trend. Advantages of the 
M-K test are:

• No distributional assumption is made;
• No assumption of any specific functional form for the 

behavior of the data through time is made. Thus, the 
M-K test is universally applicable across all sites, sea-
sons, and different continuous summary TOAR expo-
sure metrics (e.g., percentiles, means, and cumulative 
indices, such as the SOMO10, SOMO35, W126, and 
AOT40 exposure metrics); and

• The M-K test is resistant to the effects of outlying ob-
servations. The results are not unduly affected by par-
ticularly high or low values that occur during the time 
series.

Outliers are fairly common in air quality and other envi-
ronmental data. Because the M-K nonparametric test tar-
gets the median instead of the mean, it is more robust to 
outliers than parametric tests. The M-K test requires fewer 
a priori assumptions about the data than the application 
of other statistical techniques. As indicated above, one 
advantage of using the M-K test is its universal applicabil-
ity.

However, the M-K test, similar to other approaches, can 
be problematic when using count metrics, such as the 
number of days during the year equal to or above a specific 
value. Extensive ties in counts may cause problems. Tables 
exist for the M-K test in its exact form and an asymptotic 
version is also available (Hollander et al., 2013). The M-K 
test explicitly accounts for ties both in the test statis-
tic itself and its variance (and hence the p-value). In the 
presence of ties, the test statistic is calculated to explic-
itly account for these. The exact version may be applied 
directly. The asymptotic version requires an adjustment of 
the variance of the test statistic to account for the tied 
values.

Another approach to analyzing count data might be, 
depending upon the specific question(s) under investi-
gation, to convert each count into a value representing 
a fraction. A mathematical transformation might then be 
applied to the converted data points and an appropriate 
statistical approach used on the transformed data. Other 
options could include the use of logistic regression or 
Poisson regression.

The same characteristics noted above for the M-K 
test apply to a very similar nonparametric approach, 
the Daniels test, which can be implemented using 
the Spearman correlation coefficient (Daniels, 1950; 
Gibbons and Chakraborti, 2011). Direction of the trend 
is indicated by the sign of the correlation coefficient, 
and statistical significance is indicated by whether the 
correlation coefficient is different from zero. Simon et 
al. (2015) used this procedure to assess ozone trends in 
the 5th, 25th, 50th, 75th, and 95th percentiles of mean daily 
maximum 8-h average ozone concentrations at US moni-
toring sites.
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While these two nonparametric methods are similar, 
TOAR has selected the M-K test because the underlying 
statistic, Kendall’s correlation coefficient, has some slight 
advantages over the Spearman correlation coefficient in 
terms of interpretability, sensitivity to the distribution of 
the variable being analyzed, simplicity of the background 
theory, and faster asymptotic convergence (Kruskal, 1958; 
Kendall and Gibbons, 1990; Gibbons and Chakraborti, 
2011).

3.1.1.2. Estimating the magnitude of a trend
For estimating the magnitude of a trend, the Theil-
Sen (also called Sen-Theil, Theil, or Sen) estimator is 
used (Theil 1950a, 1950b, 1950c; Sen, 1968) by TOAR.  
It possesses the same attributes described above for the 
M-K test (i.e., there are no distributional or functional 
form assumptions and the estimator is resistant to outli-
ers). The Theil-Sen (T-S) estimator, similar to the M-K tech-
nique, is also universally applicable. In cases where simple 
linear regression is appropriate (i.e., assumptions are met), 
the slope of the regression line and the T-S estimator are 
asymptotically equivalent.

TOAR’s approach of first testing for the existence  
of a trend with the M-K test and then estimating  
the magnitude of the trend with the T-S statistic will  
generally perform well. However, as suggested above, 
count data may yield somewhat problematic results  
for some data sets. For example, if one has counts  
which are all zero for the vast majority of the begin-
ning or end of the time series and a few monotonically  
changing counts at the end or beginning, respectively, 
then the M-K test may yield a statistically significant  
trend, but the T-S estimator may be zero. It is possible to 
interpret such a counterintuitive result of a statistically 
significant trend that is estimated to be zero as indicat-
ing evidence of a trend that is very small. On the other 
hand, one can examine such a case further by using a 
different or modified estimator of the trend size (Lefohn  
et al., 2017).

3.1.1.3. Trends in data with seasonality
For examining trends in a time series that contains 
 seasonality (e.g., winter, spring, summer, and fall; warm 
season/cold season), the seasonal Kendall test and 
its associated modified T-S estimator can be applied 
(Hirsch et al., 1982). Both approaches are modifications 
of the M-K test and the T-S estimator described earlier. 
To test for trend in individual seasons, the M-K and T-S 
methods can be used to yield results for each season. To 
account for seasonality, while testing for overall trend 
through the entire time period, the seasonal Kendall 
test can be used. For each season, one calculates the 
desired metric. Using the seasonal metric, comparisons 
are made within each season across the time period of 
interest and then the results are appropriately com-
bined to provide one trend test and magnitude esti-
mate over the entire time period. An advantage of using 
the seasonal Kendall test when seasonality exists is to 
improve one’s ability to detect an overall trend through 
the entire time period.

3.1.2. Parametric statistical tests

It is worth clarifying the distinction between a parametric 
linear regression approach and the underlying functional 
form of the data. For example, one might propose the 
following nonlinear functional form: Y = b

0
 + b

1
 x + b

2
 

x2. This is a nonlinear function in terms of the predictor 
variable x, but it is linear in the parameters b

0
, b

1
, and b

2
, 

which are to be estimated. Linear regression could be used 
to estimate the parameters for this function. The model            
Y = b

1 
x/(b

2
 + x)  is a case of a model which is nonlinear in 

both the predictor variable and the parameters.
The parametric linear regression approach for assess-

ing the behavior of the data is familiar, widely known, 
straightforward to apply, and often used by researchers. 
The approach is readily available in almost all statistical 
packages. If the underlying functional form of the model 
is correct, the overall F test indicates whether some of the 
(non-intercept) parameters are zero, that is, whether the 
model has much explanatory power or not given the vari-
ability in the data; the coefficient of determination or R2 
measures how much explanatory power the model has. 
The Student’s t test may be used to evaluate the signifi-
cance of each individual parameter. However, while the 
F test and R2 can provide some guidance as to the appro-
priateness of the underlying model, neither a significant 
F test nor a large R2 can be taken as verification that the 
underlying model is correct. If the underlying functional 
form is a straight line, the trend is given by the slope of 
the regression line. If the underlying functional form is 
not a straight line, the interpretation of the result using 
this trend test may be unclear.

The use of linear regression to assess trends in observed 
values potentially can be problematic. As indicated above, 
it is important when applying the technique that the 
underlying assumptions for linear regression analyses are 
met. The specific assumptions of most concern are (1) the 
underlying functional form is appropriate to describe the 
data and (2) the errors are normally distributed, (3) the 
errors have constant variance, and (4) the data are inde-
pendent observations. It is important that diagnostics 
(e.g., residual analysis, cross validation) be performed to 
confirm the validity of the method’s assumptions. When 
the number of observations is small, the assumption 
of normally distributed errors with constant variance 
becomes difficult to confirm. If the underlying data are 
not normally distributed about the regression line or are 
not independent, the statistical conclusions reached (i.e., 
either significant or not) are questionable.

Other parametric approaches also exist. For example, 
nonlinear regression of some form may be considered. 
However, the nonlinear regression approach generally 
entails the same difficulties as noted for the linear regres-
sion approach. In addition, nonlinear regression approaches 
are typically more complex and difficult to implement.

If the assumptions are met, a parametric approach 
will generally be more powerful than the nonparamet-
ric approach. However, similar to the M-K test, the linear 
regression test can be problematic when working with 
count metrics (e.g., the number of days during the year 
equal to or above a specific value).
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3.1.3. Additional approaches

As noted in the introduction to this section, TOAR seeks 
to investigate trends at a very large number of sites 
across broad geographic areas and for a wide variety of 
exposure metrics. For these reasons, TOAR is utilizing 
the M-K and T-S nonparametric techniques. However, 
if one desires to examine trends in more depth at spe-
cific sites, different statistical methods may afford more 
power and/or allow more detailed analysis. For exam-
ple, in cases when the data are either Gaussian or can be 
transformed to be nearly Gaussian (e. g., by taking the 
logarithm of the data), statistical approaches described 
by Box et al. (2015) may be used to derive trends in the 
presence of autocorrelation and estimate confidence 
intervals about those trends (Box et al., 2015; Weath-
erhead et al., 1998). Note, however, that the length of 
the annual time series considered by TOAR (e.g., 2000–
2014) may make the reliable estimate of autocorrelation 
problematic (Box et al., 2015). Regardless of whatever 
methodology is chosen for a more detailed site-level 
analysis, it is important that the assumptions required 
by the technique(s) be met.

As indicated above, autocorrelation is a potential 
concern when conducting trends analyses. While auto-
correlation is not generally anticipated to be a concern 
for trends based on annual metrics, an assessment was 
undertaken to identify the degree of autocorrelation that 
may be present in the trends analysis presented in TOAR. 
Trends computed using the T-S technique described 
above for 14 TOAR ozone exposure metrics at 196 US 
and 276 EU sites over the period 2000–2014 for the US 
and 2000–2013 for the EU were tested for the presence 
of lag-1 autocorrelation (Kendall’s Tau statistic) using 
data obtained from the case study (Lefohn et al., 2017) 
described in Section 4. At the 5% significance level, only 
4% of the EU sites and 2% of the US sites exhibited auto-
correlation statistically significantly different from 0. In 
addition, only 2% of the EU sites and 0.5% of the US 
sites had autocorrelation greater than 0.5, and no sites 
in either region had autocorrelation greater than 0.7. 
The level of autocorrelation present was fairly consistent 
across the 14 metrics. Based on this analysis, evidence 
of worrisome levels of autocorrelation for the annual 
metrics was not observed over the 15-year period used 
in TOAR.

For estimating ozone trends for the various metrics in 
their analyses, Munir et al. (2013) used a variety of methods 
including: quantile regression, T-S technique, changepoint 
analysis, and a generalized additive models approach that 
combined a smooth function of time with loess. Munir 
et al. (2013) illustrate the large number of approaches 
one may use for characterizing trends. However, several 
of these techniques are highly dependent on the specific 
data with which one is dealing. This dictates that the trend 
analysis must then be “fine-tuned,” potentially on a case-
by-case basis. So while one may employ the same general 
approach for the analysis across all sites, the approach 
may have to be implemented differently from site to site. 
Thus, one loses the universal applicability of the M-K and 
T-S methods adopted for the TOAR analyses.

3.2. Examples of results that compare nonparametric 
and parametric statistical tests
Both the parametric and nonparametric approaches 
assume independent observations and can tolerate 
missing data within reason. For the purposes of TOAR, 
when comparing trends on a site-by-site basis, based on 
its universal applicability, the nonparametric approach 
is utilized. Assumptions required for using a paramet-
ric approach may not be met when assessing trends at 
each monitoring site, with the result that some sites 
would have to be rejected. This would result in com-
promising a comparison of trend patterns across sites. 
The nonparametric approach would likely apply at any 
site.

We have selected data from a site at Harwell, UK, and a 
site at Look Rock, Tennessee for comparing nonparamet-
ric and parametric statistical test results. For these illustra-
tions, the metrics used are the annual fourth highest daily 
maximum 8-h average level for Harwell and the annual 
95th percentile for Look Rock. The time series for both 
sites are displayed in Figure 4a and 4b.

For the Harwell site, data from 1984–2013 were tested 
for trend using: (1) the M-K test, and (2) by regressing a 
straight line through the data with the year as the predic-
tor variable. For the nonparametric approach, the magni-
tude of the trend was estimated by the T-S estimator and 

Figure 4: Time series for (a) Harwell, UK (1984–2013) for 
the 4th highest MDA8 level and (b) Look Rock, Tennes-
see (1990–2013) for the 95th percentile. DOI: https://
doi.org/10.1525/elementa.279.f4
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for the parametric test by the slope of the regression line. 
In addition, 95% confidence intervals for the trend magni-
tudes were calculated. Over this 30-year time period, there 
were 27 years of valid data.

At Harwell, both methods yielded similar results. A 
statistically significant (p < 0.01) trend was found using 
each technique. Using the linear regression approach, 
the basic assumptions for the method did not appear to 
be seriously violated, although there was some evidence 
of higher variability for the larger values of the fourth 
highest daily maximum 8-h value. The lack of constant 
variance may have affected the significance level to some 
extent and may have contributed to the low R2. The results 
are summarized in Table 2 below.

Using the 95th percentile level, a similar statistical com-
parison approach was employed for a site located at Look 
Rock, Tennessee for the period 1990–2013 (24 valid years 
of data). Table 3 summarizes the outcome.

On their face, the nonparametric and the parametric 
methods yielded similar results for the Look Rock site. 
Neither method reported a trend significant at the 5% 
level (Table 3). However, the linear regression approach 
suffered from model mis-specification. That is, a straight 
line was clearly not the appropriate underlying functional 
form to use (see Figure 4b). The low R2 value reflected 
this. Therefore, the results associated with applying the 
regression approach were not reliable.

3.3. Data capture
Data capture (i.e., the amount of valid hourly data avail-
able in a given sampling period in which aggregation is 
applied) may have strong impacts on the derived metrics or 
trend estimate. It is easily seen that a measurement series 
consisting only of a few nighttime measurements dur-
ing winter will not reflect photochemical ozone maxima 
which occur during daytime in summer. Consequently, 
any evaluation of metrics, which focus on the higher part 
of the distribution from such data series, would be mean-
ingless. In reality, the vast majority of ozone measure-
ment series are more or less complete so that the derived 
metrics and trend parameters can generally be assumed 

to be robust. However, there is a margin of uncertainty 
in this statement of “more or less”, and the reader should 
be aware of the possible implications of incomplete data 
series.

Typical examples of incomplete data are associated 
with many US regulatory monitoring stations, which are 
required to operate only during the so-called “ozone sea-
son” (i.e., a varying period of several months during the 
summer depending on state, but also varying over the 
years). Given the general tendency of ozone levels to be 
higher in summer than in winter, the evaluation of annual 
statistics at such sites would provide different results. This 
can be demonstrated by comparing for example selected 
percentile values evaluated during the summer months 
with those evaluated over the full year from a station with 
full annual coverage (Figure 5). 

Data capture also matters if we want to assess the 
robustness of the extreme values in a data set. Our confi-
dence in a reported 4th highest daily 8-hour maximum in 
a given year would obviously be greater if this metric were 
evaluated from a data series that has valid measurements 
every day rather than only every second or third day. The 
statistically interesting questions “How different (i.e., 
incorrect) is the magnitude of a given metric if x% of data 
are missing?”, or “What is the probability that the mag-
nitude of a given metric is incorrect by a certain amount 
if x% of data are missing?” have not yet been addressed 
systematically for ozone observations, or, more generally, 
for environmental data sets.

Based on established practices and some tests on 
selected data series, a general data capture criterion of 
75% was applied in all TOAR analyses. This data capture 
threshold is applied on various levels. For example, to 
calculate a valid 4th highest daily 8-hour maximum value 
in a year, there must be 75% of hourly values available 
in each (running) 8-hour averaging interval, then there 
must be 75% of valid 8-hour intervals during a day, 
and finally, 75% of valid days in a year. The data cap-
ture criteria for each of the TOAR exposure metrics are 
summarized in the supplement of TOAR-Surface Ozone 
Database.

Table 2: Comparison of the Mann-Kendall and linear regression applied to annual fourth highest daily maximum 8-h 
level using data from a site at Harwell, UK. DOI: https://doi.org/10.1525/elementa.279.t2

Method Time period Number of 
valid years

Trend estimate 
(ppb/yr)

p-value Lower 95% conf. 
limit (ppb/yr)

Upper 95% conf. 
limit (ppb/yr)

R2 (%)

Mann-Kendall 1984–2013 27 –0.86 0.0005 –1.69 –0.36 NA

regression 1984–2013 27 –0.92 0.0010 –1.42 –0.41 36

Table 3: Mann-Kendall and linear regression applied to annual 95th percentile at the Look Rock, TN site. DOI: https://
doi.org/10.1525/elementa.279.t3

Method Time period Number of 
valid years

Trend estimate 
(ppb/yr)

p-value Lower 95% conf. 
limit (ppb/yr)

Upper 95% conf. 
limit (ppb/yr)

R2 (%)

Mann-Kendall 1990–2013 24 –0.31 0.0866 –0.84 0 NA

regression 1990–2013 24 –0.36 0.0770 –0.77 0.04 14
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If the data capture at a site is poor, the data should not 
be combined with another site’s data unless there are cir-
cumstances that can be well documented. For example, 
some time series consist of two or more partial datasets 
that are stored individually in separate networks. In these 
cases, the data series are combined. However, in other sit-
uations, such as when stations with long records are relo-
cated, extensive statistical analyses should be undertaken 
to confirm that the merging of the datasets is appropri-
ate. TOAR has made the decision to generally not combine 
data from different sites but a few exceptions were made 
and are noted in the TOAR database.

Performing trend analyses by season versus an entire 
year of data is an important consideration. Some states 
in the US are required to only monitor during the “ozone 
season”, which historically have been as short as June-
September and as long as January–December. TOAR 
requires 75% of the full calendar year data for all of 
the annual TOAR metrics. For sites in the TOAR data-
base that do not operate year-round, missing values are 
reported for annual exposure metrics. For TOAR metrics 
determined for a summer period, the 6-month April–
September (Northern Hemisphere) and October–March 
(Southern Hemisphere) periods are used. The TOAR data-
base produces daily and monthly exposure metrics and 
thus, users who wish to create their own season defini-
tions have the ability to do so. A complete description of 
the data validation criteria is described in TOAR-Surface 
Ozone Database.

4. Response of exposure metrics to changes in 
ozone distributions
Hourly ozone levels are used to calculate the magnitude, 
spatial distribution, and trend for various exposure met-
rics associated with human health, vegetation, and cli-
mate change. Exposure metric trends are associated with 
changes in the frequency of hourly average levels across 

an ozone distribution. As indicated in Section 1, different 
metrics used for assessing human health or vegetation 
risks can have different long-term trends (i.e., different 
metrics can increase, show no change, or decrease) under 
identical changes in the ozone concentration distribu-
tion over time (Karlsson et al., 2007, 2017; EEA, 2009; 
Tripathi et al., 2012; Li et al., 2014; Paoletti et al., 2014; 
Malley et al, 2015; Lefohn et al., 2017). Besides estimat-
ing risk to human health and vegetation, this has signifi-
cant  relevance for assessment of how changes in emission 
 controls have resulted in changes to ozone impacts on 
human health and vegetation.

As changes in emissions occur, concentrations within 
a specific part of a distribution can change at a different 
rate and/or direction than other parts of the distribution. 
This could result in different metrics providing different 
responses to emissions controls. An illustrative exam-
ple for Glazebury, a rural site in the UK, shows that for 
a common trend across the hourly ozone concentration 
distribution (Figure 6a), both increasing and decreasing 
statistically significant trends in some exposure metrics at 
p < 0.05, and no significant trends in others are observed 
(Figure 6b). In this section, we discuss how several of 
the exposure metrics applied in TOAR papers (this issue) 
behave in response to changing ozone distributions over 
time. Assessment of temporal changes in the ozone dis-
tribution and related changes in the metrics described 
in this section use the Mann Kendall (M-K) and Theil-Sen 
(T-S) statistics as discussed in Section 3.

To further demonstrate the relationship between distri-
bution changes and human health and vegetation metrics, 
in Section 4.1 we summarize the results from a case study 
(Lefohn et al., 2017). The study focused on assessing how 
changes in the ozone distribution profile in regions where 
emissions of ozone precursors have decreased (i.e., US and 
EU) and increased (China) influenced temporal trends in a 
set of human health and vegetation exposure metrics simi-
lar to those selected for use by TOAR at  monitoring sites in 
these regions. For this purpose, trends in 14 human health 
and vegetation TOAR exposure metrics were examined at 
276 EU, 196 US, 3 Mainland China, and 6 Hong Kong, 
China sites. We then extend the analysis of Lefohn et al. 
(2017) by comparing the trend patterns of other TOAR 
metrics between 1995 and 2014 with patterns observed in 
the case study for gaining insight about the relationships 
of TOAR metrics among one another (Section 4.2).

4.1. Summary of ozone exposure metrics trend case 
study

Figure 7 identifies the locations of the sites used in the 
case study. The subset of 14 metrics (Table 4) reflect 
the variation of some of the TOAR metrics in terms of 
their focus on relatively high, moderate, and low ozone 
levels.

4.1.1. Identifying distinct hourly ozone distribution trend 

types

The case study identified changes in hourly average ozone 
distributions into ten distinct trend type patterns (Lefohn 
et al., 2017). These patterns were:

Figure 5: Comparison of selected annual percentiles 
of ozone levels at Look Rock, TN during the summer 
months (April–September) with the same percentiles 
derived from the entire annual data. DOI: https://doi.
org/10.1525/elementa.279.f5
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• Trend Type 0: No trend.
•	Trend Type	1: Both ends of the distribution shift to-

ward the center. (Decreasing frequency of high and 
low levels).

• Trend Type 2: Low end shifts upward but high 
end does not change. (Decreasing frequency  
of low levels; increasing frequency of middle  
levels).

• Trend Type 3: High end shifts downwards but no 
change at lower end (Decreasing frequency of high 
levels; increasing frequency of middle levels).

• Trend Type 4: Entire distribution shifts downwards 
(Decreasing frequency of high levels, increasing fre-
quency of low levels).

• Trend Type 5: The distribution shifts from the center 
toward both the high and the low ends of the distri-
bution. (Increasing frequency of high and low levels).

• Trend Type 6: The middle of the distribution shifts 
downward but the high end does not change. (In-
creasing frequency of low levels, decreasing frequency 
of middle levels).

• Trend Type 7: The middle of the distribution shifts 
upward but the low end does not change. (Increasing 
frequency of high levels, decreasing frequency of mid-
dle levels).

• Trend Type 8: Entire distribution shifts upwards. (In-
creasing frequency of high levels, decreasing frequen-
cy of low levels).

Figure 6: Theil-Sen (%/year) trend for a) hourly ozone levels in each bin, and b) 6 human health and 8 vegetation 
ozone metrics for a site at Glazebury, UK between 1989 and 2013, and c) hourly ozone levels in each bin, and d) 6 
human health and 8 vegetation ozone metrics for a site at Yuen Long, Hong Kong, China between 1995 and 2015 (sig-
nificance determined by the Mann-Kendall test at p < 0.05). (Data characterized as per Lefohn et al., 2017). DOI: 
https://doi.org/10.1525/elementa.279.f6
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• Trend Type X: Complex trends that do not fall into 
any of the categories listed above.  It is not possible 
to categorize portions of the ozone distribution into 
“low”, “middle”, and “high” for this trend type because 
the directions of the trends shift more than two times 
across the distribution.

For assessing the trend behavior of median concentra-
tions, Trend Type 1 sites (i.e., compression from both ends 
toward the center) were grouped in the study into three 
subcategories: (1) “1a” sites had increasing median con-
centrations; (2) “1b” sites had no trend in the median; and 
(3) “1c” sites had decreasing median concentrations.

Various shifts in ozone distributions occur as differing 
emissions changes occur. For example, Figure 6a illus-
trates the shifts that occurred between 1989 and 2013 
as a result of emissions reductions in the hourly average 
ozone levels for the rural Glazebury site. Both ends of the 
distribution shift toward the center with decreasing fre-
quencies occurring at the high end (55 to 85 ppb) and 
low end (0 to 10 ppb) of the distribution with increasing 
frequency of hourly ozone levels between 20 ppb and 45 
ppb. This Trend Type 1 site is further designated as Trend 
Type 1a because the median concentration increased (data 
not shown for median increase). In contrast, Figure 6c 

illustrates the entire distribution shifting upwards (Trend 
Type 8) as a result of regional emission increases for a sub-
urban site at Yuen Long, Hong Kong, China between 1995 
and 2015.

The predominant pattern for the 276 EU and 196 US 
sites characterized in the case study was the shifting of 
high and low levels toward the center (Trend Type 1) 
(Figure 8). Seventy percent of the combined EU and US 
sites experienced this pattern and 71% of those sites 
had increasing median ozone levels (i.e., Trend Type 1a) 
(Figure 8). A higher proportion of US sites were classified 
as Trend Type 1 (81% of all US sites compared with 60% 
of all EU sites), and as the Trend Type 1a sub-group (61% 
of all US sites, 43% of all EU sites). As described in Section 
1, this trend type is consistent with behavior expected in 
regions, such as the EU and US, which have implemented 
large decreases in regional NO

x
 emissions. Because of pre-

cursor emission increases in mainland China, some sites 
in mainland China and Hong Kong exhibited the middle 
of the distribution shifting upwards but the low end not 
changing; for other sites in China, the entire distribution 
shifted upwards. All nine of the Chinese sites character-
ized in the case study were either Trend Types 7 (increas-
ing frequency of high levels), Trend Type 8 (increasing 
frequency of high ozone, decreasing frequency of low 

Figure 7: Map of (a) EU, (b) mainland China and Hong Kong, China, and (c) US sites selected for the study (Lefohn et 
al., 2017). DOI: https://doi.org/10.1525/elementa.279.f7
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ozone), or Trend Type X (complex trends that could not 
be categorized (Lefohn et al., 2017). The characteristics for 
the 9 Chinese sites are described in Lefohn et al. (2017).

4.1.2. Response of exposure metrics to changes in 

distribution patterns

Table 4 identifies the TOAR metrics selected in the case 
study for characterizing the relationship between expo-
sure metrics and changes in distribution patterns. The 
metrics listed in Table 4 are a subset of the human health 
and vegetation effects metrics described in Table 1. 
Details about the months associated with the averaging 
or accumulation periods in the seasonal exposure metrics 
(i.e., 3- and 6-month periods) are found in TOAR-Vegeta-
tion and http://www.igacproject.org/activities/TOAR. The 
3-month season is defined to be representative of the 
wheat growing season in different climate zones as speci-
fied in TOAR-Vegetation and http://www.igacproject.org/
activities/TOAR.

The shifting concentrations within the distribution at 
EU and US sites resulted in varying trend patterns for 
the exposure metrics (i.e., some decreased, while others 
increased under the same change in ozone concentration 
distribution) (Figures 9 and 10). These patterns varied 
across sites. Analysis of the EU and US sites showed that 
for metrics determined solely by the highest ozone lev-
els (e.g., A4MDA8), decreasing trends were calculated at 
the majority of sites at which the frequency of high levels 
decreased, regardless of changes occurring across other 
parts of the ozone concentration distribution. For exam-
ple, at 70% of all sites assigned as Trend Type 1a, 1b, 3, or 
4, A4MDA8 decreased (Figure 9a). The A4MDA8 showed 
no trend at the vast majority of the uncommon Trend 
Type 2 sites (i.e., low end shifts upward but high end does 
not change) (Figure 9a).

Trends in metrics influenced by both moderate and 
high hourly levels were consistent with the trend types 
(Figures 9b, c, d and 10a). For example, the SOMO35 and 
6-month W126 metrics decreased at a majority of Trend 
Types 3 and 4 sites (decreasing frequency of high hourly 
ozone levels), with no trend calculated at the other sites. 
Conversely, at Trend Type 2 sites (decreasing frequency of 

low hourly ozone levels), these metrics either increased 
or showed no trend. At Trend Type 1 sites, the opposing 
changes (i.e., high levels shifting downward and low lev-
els shifting upward) resulted in a greater variety in the 
trends in these metrics. A small fraction of Trend Type 1a 
sites had increasing SOMO35 and 6-month W126 values, 
while a much larger number of these sites experienced 
decreases in those metrics. The fraction of decreasing 
trends within Trend Type 1 sites was larger for subcat-
egories that had no trend in the median (1b) or decreas-
ing median values (1c) than for Trend Type 1a sites which 
experienced increasing median values.

Finally, trends in the metrics influenced primarily by 
moderate levels (i.e., 3- and 6-month daily 12-h aver-
ages), and the metric determined by low, moderate and 
high levels (i.e., SOMO10), were similar to trends in the 
metrics that focused on moderate and high levels except 
that the relative proportion of decreasing, increasing, and 
no trends differed at Trend Type 1 sites (e.g., compare 
SOMO10 to SOMO35 in Figures 9 and 10).

For the sites in mainland China and Hong Kong, all the 
exposure metrics increased or showed no trend in the case 
study as a result of the upward shifts in either relatively 
high ozone levels or across the entire distribution (e.g., 
please see Figure 6c and 6d).

Identifying the influence of emissions changes on 
trends in various exposure metrics is not necessar-
ily straightforward. The predominant pattern in the 
case study for the EU and US sites, where substantial 
reductions in ozone precursor emissions have occurred 
(EEA, 2015; US EPA, 2014b), was the shifting of high 
and low levels toward the center (Trend Type 1) with 
median concentrations increasing (Trend Type 1a) 
(Lefohn et al., 2017). Similarly, median concentra-
tions increased at Chinese sites where emissions of 
NO

x
 have increased until recently in mainland China 

(Duncan et al., 2016), while in Hong Kong, there have 
been large reductions in local emissions of both NO

x
 

and VOC since 1997 (http://www.epd.gov.hk/epd/
english/environmentinhk/air/data/emission_inve.
html#emission_trends). This highlights the fact that 
ozone levels are the result of complex chemical and 

Table 4: List of the 14 exposure metrics from the case study influenced by different portions of the ozone distribution 
(Lefohn et al., 2017). DOI: https://doi.org/10.1525/elementa.279.t4

Exposure	metrics	influenced	by	high	
hourly average ozone levels

Exposure metrics 
influenced	by	moderate	
and high hourly average 
ozone levels

Exposure metrics 
influenced	by	moderate	
hourly average ozone 
levels

Exposure	metrics	influ-
enced by low, moder-
ate, and high hourly 
average ozone levels

•  Annual 4th highest daily maximum of 
the 8-h ozone level (A4MDA8) based on 
the US EPA protocol used in the 2008 
8-h standard

•  Annual maximum of the daily 8-h ozone 
level (AmaxMDA8) based on the US EPA 
protocol used in the 2008 8-h standard

•  Annual maximum daily 1-h average 
level (AmaxMDA1)

• 4th highest W90 (A4W90)

• SOMO35
• 12-h W126 3-month
• 12-h W126 6-month
• 24-h W126 3-month
• 24-h W126 6-month
• 12-h AOT40 3-month
• 12-h AOT40 6-month

•  Daily 12-h average (M12) 
averaged over 3-months

•  Daily 12-h average (M12) 
averaged over 6-months

• SOMO10
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physical atmospheric processes and are impacted by 
spatially and temporally heterogeneous local, regional, 
and large-scale emissions changes.

4.2. Comparison between trends patterns described 
in the case study and trend patterns in the metrics 
in the TOAR database
In the TOAR-Health and TOAR-Vegetation, the met-
rics described in Table 4, as well as other metrics (see 
 Section 2), are used to describe spatial variation and 
long-term trends over a fixed time period (e.g., 1995–

2014 and 2000–2014) across sites globally. Using data 
from the TOAR database with appropriate data capture 
as specified by TOAR-Surface Ozone Database), we inves-
tigate whether trend patterns of human health and veg-
etation metrics associated with changes between 1995 
and 2014 for all relevant TOAR sites were consistent with 
the trend patterns (at the p < 0.05 level) observed in the 
case study described in Section 4.1. Additionally, mean 
and median concentrations determined on an annual 
and summer seasonal (April–September NH; October–
March SH) basis are included in the comparison. For each 

Figure 9: Percentage of EU and US sites combined in each trend type (e.g., 0, 1a, 1b, etc.) with trends in (a) A4MDA8, (b) 
3-month 12-h W126, (c) SOMO35, and (d) 3-month AOT40. Summarized results from Lefohn et al. (2017). Trend Types 
5, 6, and 8 did not occur and Trend Type X occurred infrequently. DOI: https://doi.org/10.1525/elementa.279.f9

Figure 8: Percent of combined EU and US sites that exhibited specific trend types that occurred. (Data results summa-
rized from Lefohn et al., 2017). DOI: https://doi.org/10.1525/elementa.279.f8
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site, the trend direction for each metric was identified 
and compared among all the other exposure metrics. For 
each pair of metrics, Tables 5 and S-4 (in Supplemen-
tal Material) summarize the proportion of TOAR sites for 
which the trends in both metrics are in the same direc-
tion (i.e., both decreasing, both increasing, or both with 
no significant change at the p < 0.05 level) between 
1995 and 2014. This provided quantitative information 
on which metrics behaved similarly and which metrics 
did not.

Those exposure metrics influenced by similar level 
ranges tended to have consistent trend patterns (Tables 5 
and S-4). For example, the 4th highest daily maximum 8-h 
and 4th highest W90 exposure metrics, which are influ-
enced by the highest hourly levels, exhibited trends in the 
same direction between 1995 and 2014 at 92% of sites 
analyzed in the TOAR database; neither of the two  metrics 
exhibited a strong relationship with the annual/seasonal 
median or mean concentrations. On the other hand, the 
trends for the 4th highest daily maximum 8-h metric and 
the SOMO10 metric were only in the same direction at 
55% of sites. While the 4th highest daily maximum 8-h 
metric is influenced by changes in the higher levels, the 
SOMO10 metric is influenced by changes occurring across 
low, moderate, and high levels.  In contrast, between 64% 
and 83% of sites had trends in the same direction for 
SOMO10 and the various mean and median concentra-
tions. Based on the results summarized in Tables 5 and 
S-4, all metrics included in the analysis were then grouped 
based on the similarity of trend patterns across the TOAR 
database sites (proportion of sites in agreement ≥ 80%). 
The groups of metrics with similar trends patterns to each 

other, and dissimilar patterns to metrics in other groups 
are as follows:

Human health metrics fell into two distinct groups:

1. The 4th highest daily maximum 8-h during the year (4th 
dma8epa annual), 4th W90 (annual), the 4th highest 
daily maximum 8-h during the summer (4th dma8epa 
summer), the number of exceedances of daily maxi-
mum 8-h values greater than 70 ppb during the sum-
mer (nvgt70 summer), and 3-month running mean 
(i.e., metrics influenced by higher concentrations).

2. SOMO35, SOMO10, and average MDA8epax sum-
mer (i.e., metrics influenced by a mixture of low, 
moderate, and high levels).

Thus, for the human health metrics, the analysis using 
TOAR data between 1995 and 2014 indicates that groups 
of metrics influenced by similar ranges of ozone levels 
within a distribution exhibit trending patterns which 
are generally consistent with those calculated in the case 
study (Tables 5 and S-4).

Vegetation metrics fell into three distinct groups:

1. 3-month AOT40 wheat, 3-month 12-h W126 wheat, 
3-month 24-h W126 wheat, and 3-month M12 
wheat.

2. 6-month AOT40 summer, 6-month W126 12-h sum-
mer, 6-month W126 24-h summer, 3-month AOT40 
rice, 3-month W126 12-h rice, 3-month W126 24-h 
rice, and 3-month M12 rice.

3. 6-month M12 summer, 3-month M12 rice, and 
mean summer.

Figure 10: Percent of EU and US sites combined in each trend type (e.g., 0, 1a, 1b, etc.) with trends in (a) 6-month 12-h 
W126, (b) 6-month 12-h daily average, and (c) SOMO10. Summarized results from Lefohn et al. (2017). Trend Types 5, 
6, and 8 did not occur and Trend Type X infrequently. DOI: https://doi.org/10.1525/elementa.279.f10
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Table 5:  Percentage of sites included in TOAR for which the trends (from 1995 through 2014) in TOAR exposure metrics (columns) were in the same direction (i.e., decreasing, 
increasing, or no significant change) compared to a set of metrics (rows), which included those in Lefohn et al. (2017). The mean and median metrics are included for compara-
tive purposes.* DOI: https://doi.org/10.1525/elementa.279.t5

  4th  
dma8epa 
summer

nvgt070  
summer

3-month  
running 

mean

average 
MDA8 epax 

summer

3-month  
aot40 rice

3-month  
w126_12h 

rice

3-month  
w126_24h 

rice

3-month  
M12 rice

median  
annual

mean 
annual

median  
summer

mean 
summer

4th W90 92% 83% 80% 67% 75% 80% 80% 63% 32% 38% 41% 48%

4th dma8epa 95% 84% 82% 70% 78% 80% 79% 65% 33% 39% 43% 50%

SOMO35 69% 74% 75% 86% 73% 71% 71% 80% 49% 57% 62% 71%

SOMO10 55% 61% 61% 77% 62% 59% 59% 76% 64% 74% 76% 83%

3-month aot40 wheat 58% 63% 65% 88% 66% 62% 62% 69% 56% 64% 65% 72%

6-month aot40 summer 79% 84% 80% 75% 83% 81% 82% 81% 43% 51% 51% 62%

3-month w126_12h wheat 65% 68% 71% 77% 72% 67% 69% 69% 51% 59% 60% 70%

6-month w126_12h summer 83% 88% 82% 83% 86% 85% 85% 82% 39% 46% 46% 57%

3-month w126_24h wheat 62% 65% 69% 75% 69% 63% 65% 70% 53% 61% 61% 70%

6-month w126_24h summer 82% 86% 82% 85% 84% 82% 83% 81% 41% 48% 48% 59%

3-month M12 wheat 45% 48% 52% 65% 51% 49% 49% 58% 69% 74% 76% 77%

6-month M12 summer 60% 66% 66% 87% 71% 67% 68% 85% 56% 66% 70% 81%

4th dma8epa summer 100% 87% 84% 72% 80% 83% 82% 68% 33% 40% 39% 48%

nvgt070 summer 87% 100% 83% 77% 86% 87% 88% 78% 37% 44% 43% 53%

3-month running mean 84% 83% 100% 76% 77% 79% 79% 65% 37% 44% 43% 53%

average MDA8 epax summer 72% 77% 76% 100% 79% 76% 78% 88% 48% 58% 59% 71%

3-month aot40 rice 80% 86% 77% 79% 100% 94% 93% 82% 39% 46% 44% 53%

3-month w126_12h rice 83% 87% 79% 76% 94% 100% 96% 77% 35% 43% 41% 50%

3-month w126_24h rice 82% 88% 79% 78% 93% 96% 100% 79% 38% 44% 43% 51%

3-month M12 rice 68% 78% 65% 88% 82% 77% 79% 100% 54% 60% 60% 68%

* For two of the TOAR exposure metrics (i.e., AmaxMDA8 and AmaxMDA1) analyzed in Lefohn et al. (2017), trend analyses were not available in the TOAR preformatted files.
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Because the accumulation period associated with the 
3-month period for the vegetation metrics are depend-
ent upon global regions (see Section 2), no attempt was 
made to identify the ranges most influencing the indi-
vidual metrics. For the 6-month metrics, a fixed set of 
months (April–September NH and October–March SH) 
was applied for the accumulation period and the ranges 
were identified. Also note that the 3-month wheat grow-
ing season tends to occur earlier in the spring compared 
to a summer rice growing season in most locations. There-
fore, the 3-month rice metrics were more likely to have 
similar trend patterns to 6-month summer metrics than 
the 3-month wheat metrics.

For the 6-month vegetation metrics, similar conclusions 
to those from the human health metrics are reached. In 
most cases, the metrics associated with the moderate and 
high levels within the distribution influenced the distinct 
groups and this was generally consistent with those calcu-
lated in the case study.

4.2.1. Mean and median concentrations

Table 5 also compares the case study metrics with two 
metrics that have not been specifically linked to human 
health or vegetation impacts, but which are often used to 
characterize ozone trends and to evaluate global models, 
the annual and summer mean and median hourly ozone 
concentrations. There are varying levels of agreement 
between trends in mean and median concentrations ver-
sus different metrics relevant to human health and vegeta-
tion. Trends in the human health metric impacted by the 
high end of the distribution bear the least resemblance 
to trends in the mean and median values with generally 
less than 50% of sites having trends in the same direction. 
Of the human health metrics, SOMO10 had the most sites 
with trends in the same direction as mean and median 
trends (64%–83% of sites). Depending on the metric, 
between 39% and 81% of sites had trends in the same 
direction between the vegetation exposure metrics and 
mean/median ozone concentration metrics, with the best 
agreements occurring with the M12 vegetation metrics. 
Overall, trends in the four mean/median metrics were 
not representative of the trends behavior of most of the 
human health and vegetation exposure metrics. There-
fore, modeling results indicating increases or decreases in 
mean or median concentrations may not reflect changes in 
health or vegetation impacts. In addition, median metrics 
showed less correspondence with the effects metrics than 
the mean metrics and the annual mean/median metrics 
showed less correspondence with the various effects met-
rics than the summer mean/median values. These find-
ings are consistent with those reported by Lefohn et al. 
(2017) that trends in mean or median concentrations did 
not appear to be well associated with some of the expo-
sure metrics applicable for assessing human health or 
vegetation effects. Figure 11 compares trend patterns for 
monthly average concentrations (another commonly used 
metric for global model evaluations), annual SOMO35, 
and annual 4th highest daily maximum 8-h concentration 
(A4MDA8) exposure metrics at a suburban site in Philadel-
phia, Pennsylvania. The monthly average concentrations 

significantly increased for seven of the 12 months, and 
were never estimated to decrease, while the SOMO35 and 
the A4MDA8 metrics significantly decreased.

5. Summary and conclusions
A key component of the TOAR project is the consistent 
calculation of a suite of ozone metrics across thousands of 
monitoring sites across the globe. Human health and veg-
etation metrics provide information for assessing spatial 
and temporal variation in ozone relevant to these impacts. 
In addition, these metrics, calculated at individual sites, 
provide insight into the physical and chemical processes 
that determine ozone and its variations on different time-
scales. Comparison of metrics calculated at surface sites to 
modeled ozone levels is one method used to evaluate the 
performance of global models in predicting tropospheric 
ozone. However, owing to different scientific evidence 
underpinning each metric, different policy considera-
tions, or features of ozone variability that are of interest, 
multiple metrics with varying forms have been defined 
to assess ozone relevant for human health and vegeta-
tion impacts, and for model-measurement comparison 
purposes. This paper has provided the necessary informa-
tion to understand the implications of selecting any one 
of these metrics for assessing spatial and temporal trends 
in ozone and describes the scientific rationale associated 
with the derivation of the metrics.

In addition to the consistent calculation of metrics 
across monitoring sites, a consistent approach was also 
required to quantify the magnitude, direction, and statis-
tical significance of long-term trends in these metrics. To 
achieve this, the nonparametric Mann-Kendall (M-K) test 
was used to identify significant trends and the Theil-Sen 
(T-S) statistic to estimate the magnitude of the trend TOAR 

Figure 11: The Theil-Sen (%/year) trend in monthly 
average ozone levels and the annual SOMO35 and 
4th highest MDA8 human health metrics (A4MDA8) 
for a suburban site for 1980–2013 in Philadelphia, 
Pennsylvania (US EPA AQS ID: 421010024-1). The p < 
0.05 value was used to determine significance using 
the Mann-Kendall test. DOI: https://doi.org/10.1525/
elementa.279.f11
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assessed over the specified period. There was no evidence 
of worrisome levels of autocorrelation for the annual met-
rics over the 15-year period (2000–2014) used in TOAR. In 
the calculation of the TOAR metrics, and the subsequent 
determination of trends, all hourly averaged ozone data 
are used subject to the data capture criteria as indicated 
in the database descriptive materials. TOAR made the 
decision to generally not combine data from different 
sites but a few exceptions were made and are noted in the 
TOAR database.

Hourly ozone values are used to calculate the magni-
tude, spatial distribution, and trend for various exposure 
metrics associated with human health, vegetation, and cli-
mate. Exposure metric trends are associated with changes 
in the frequency of hourly average concentrations across 
an ozone distribution. The results described in this paper 
underline the sensitivity of different metrics to differ-
ent patterns of change across ozone distributions. For 
example, metrics which focus on the highest concentra-
tions, such as A4MDA8, are sensitive to the magnitude of 
changes occurring predominately only at these peak con-
centrations, and independent of changes occurring across 
the rest of the ozone concentration distribution. In con-
trast, other metrics which focus on a wider range of hourly 
average concentrations (e.g., SOMO35, W126, AOT40, 
daily 12-h average, and SOMO10) are determined by the 
relative magnitude of changes occurring in different parts 
of the ozone distribution. Consequently, changes in the 
ozone distribution at a site may result in different trends 
in the different metrics used to assess human health and 
vegetation. Thus, understanding the relationship between 
trends in exposure metrics and ozone distribution changes 
is essential for predicting or evaluating changes in human 
health and vegetation metrics that result from the drivers 
of ozone variability, as well as assessing the effectiveness 
of control strategies.

Data Accessibility Statement
General access to TOAR data is free and unrestricted 
through the JOIN web interface (https://join.fz-juelich.
de/) and its associated REST service (see documentation 
at https://join.fz-juelich.de/services/rest/surfacedata/). 
The TOAR data portal (http://toar-data.fz-juelich.de/) 
contains ozone statistics (including metrics for  assessing 
health, vegetation, and climate impacts), trend esti-
mates, and graphical material. The TOAR data portal 
provides free and unrestricted access. All use of TOAR 
surface ozone data should include a reference to TOAR-
Database (TOAR-Surface Ozone Database). All database 
metrics and figures have been uploaded to the PANGAEA 
data publisher, where the products are permanently 
archived. The URL is https://doi.pangaea.de/10.1594/
PANGAEA.876108.

Supplemental File
The supplemental file for this article can be found as 
follows:

• Supplemental Material. Additional text, figures, and 
tables. DOI:  https://doi.org/10.1525/elementa.279.s1

Acknowledgements and Funding
One author (ASL) acknowledges A.S.L. & Associates for 
providing support. The author (XX) from the Chinese 
Academy of Meteorological Sciences acknowledges 
the support from the National Science Foundation of 
China (No. 41330422). The ozone observations at Mt. 
 Waliguan, Shangdianzi, and Longfengshan are sup-
ported by the China Meteorological Administration. 
The Hong Kong authors (TW and LZ) acknowledge the 
support from the Hong Kong Research Grants Council 
(PolyU 153042/15E). The ozone observations at Hok Tsui 
are supported by The Hong Kong Polytechnic University 
(Project No. G-S023). Two of the authors (HS and BW) 
wish to note that although this work has been reviewed 
for publication by the US Environmental Protection 
Agency (EPA), it does not reflect the views and policies 
of the agency.

Competing interests
The authors have no competing interests to declare.

Author contributions
• Contributed to conception and design: All co-authors.
• Contributed to acquisition of data: none.
• Contributed to analysis and interpretation of data: all 

co-authors.
• Drafted and/or revised the paper: all co-authors par-

ticipated in the drafting of the original article, while 
a subset of the co-authors helped with revision of the 
various drafts of the manuscript.

• Approved the submitted and revised versions for pub-
lication: all co-authors.

References
Adams, WC 2003 Comparison of chamber and face-

mask 6.6-hour exposure to 0.08 ppm ozone via 
square-wave and triangular profiles on pulmonary 
responses. Inhal Toxicol 15: 265–281. DOI: https://
doi.org/10.1080/08958370304505

Adams, WC 2006a Comparison of chamber 6.6-h expo-
sures to 0.04–0.08 ppm ozone via square-wave 
and triangular profiles on pulmonary responses. 
Inhal Toxicol 18: 127–136. DOI: https://doi.
org/10.1080/08958370500306107

Adams, WC 2006b Human pulmonary responses with 
30-minute time intervals of exercise and rest 
when exposed for 8 hours to 0.12 ppm ozone 
via square-wave and acute triangular profiles. 
Inhal Toxicol 18: 413–422. DOI: https://doi.
org/10.1080/08958370600563599

Akimoto, H, Mori, Y, Sasaki, K, Nakanishi, H, 
Ohizumi, T, et al. 2015 Analysis of monitor-
ing data of ground-level ozone in Japan for 
long-term trend during 1990–2010: Causes of 
temporal and spatial variation. Atmos Environ 
102: 302–310. DOI: https://doi.org/10.1016/j.
atmosenv.2014.12.001

Amann, M, Derwent, D, Forsberg, B, Hanninen, O, 
Hurley, F, et al. 2008 World Health Organization: 
Health risks of ozone from long-range transboundary 



Lefohn et al: Tropospheric ozone assessment reportArt. 28,	page	30	of	39		

air pollution. Geneva, Switzlerand: World Health 
Organisation Regional Office for Europe. Avail-
able at: http://www.euro.who.int/__data/assets/
pdf_file/0005/78647/E91843.pdf (accessed on 18 
October 2017).

AQEG 2009 Ozone in the United Kingdom. Air Quality 
Expert Group. London: Defra Publications. Available 
at: http://uk-air.defra.gov.uk/assets/documents/
reports/aqeg/aqeg-ozone-report.pdf (accessed on 
18 October 2017).

Arbaugh, MJ, Miller, PR, Carroll, JJ, Takemoto, B and 
Procter, T 1998 Relationships of ozone exposure 
to pine injury in the Sierra Nevada and San Ber-
nardino Mountains of California, USA. Environ 
 Pollut 101: 291–301. DOI: https://doi.org/10.1016/
S0269-7491(98)00027-X

Baumgarten, M, Huber, C, Büker, P, Emberson, L, 
Dietrich, H-P, et al. 2009 Are Bavarian forests 
(southern Germany) at risk from ground-level 
ozone? Assessment using exposure and flux based 
ozone indices. Environ Pollut 157: 2091–2107. DOI: 
https://doi.org/10.1016/j.envpol.2009.02.012

Bell, ML and Dominici, F 2008 Effect modification by 
community characteristics on the short-term effects 
of ozone exposure and mortality in 98 US communi-
ties. Am J Epidemiol 167(8): 986–997. DOI: https://
doi.org/10.1093/aje/kwm396

Bell, ML, Kim, JY and Dominici, F 2007 Potential con-
founding of particulate matter on the short-term 
association between ozone and mortality in multi-
site time-series studies. Environ Health Perspect 115: 
1591–95. DOI: https://doi.org/10.1289/ehp.10108

Bell, ML, McDermott, A, Zeger, SL, Samet, JM and 
Dominici, F 2004 Ozone and short-term mortality 
in 95 US urban communities, 1987–2000. Jama-
Jour of the Amer Med Assoc 292(19): 2372–78. DOI: 
https://doi.org/10.1001/jama.292.19.2372

Box, GE, Jenkins, GM, Reinsel, GC and Ljung, GM 2015 
Time series analysis: forecasting and control. New 
York: John Wiley & Sons.

Brauer, M, Freedman, G, Frostad, J, van Donkelaar, A, 
Martin, RV, Dentener, F, et al. 2016 Ambient air 
pollution exposure estimation for the Global Bur-
den of Disease 2013. Environ Sci Technol 50: 79–88. 
DOI: https://doi.org/10.1021/acs.est.5b03709

Braun, S, Schindler, C and Leuzinger, S 2010 Use of sap 
flow measurements to validate stomatal flunctions 
for mature beech (Fagus sylvatica) in view of ozone 
uptake calculations. Environ Pollut 158: 2954–2963. 
DOI: https://doi.org/10.1016/j.envpol.2010.05.028

Braun, S, Schindler, C and Rihm, B 2014 Growth losses 
in Swiss forests caused by ozone: Epidemiological 
data analysis of stem increment of Fagus sylvatica L. 
and Picea abies Karst. Environ Pollut 192: 129–138. 
DOI: https://doi.org/10.1016/j.envpol.2014.05.016

Braun, S, Schindler, C, Rihm, B and Fluckiger, W 
2007 Shoot growth of mature Fagus sylvatica and 
Picea abies in relation to ozone. Environ Pollut 
146: 624–628. DOI: https://doi.org/10.1016/j.
envpol.2006.04.015

Brönnimann, S, Buchmann, B and Wanner, H 2002 
Trends in near-surface ozone concentrations in 
Switzerland: the 1990s. Atmos Environ 36(17): 
2841–2852. DOI: https://doi.org/10.1016/
S1352-2310(02)00145-0

Büker, P, Feng, Z, Uddling, J, Briolat, A, Alonso, R, et al. 
2015 New flux based dose-response relationships for 
ozone for European forest tree species. Environ Pol-
lut 206: 163–174. DOI: https://doi.org/10.1016/j.
envpol.2015.06.033

Butler, TJ, Vermeylen, FM, Rury, M, Likens, GE, Lee, 
B, et al. 2011 Response of ozone and nitrate to 
stationary source NOx emission reductions in the 
eastern USA. Atmos Environ 45(5): 1084−1094. DOI: 
https://doi.org/10.1016/j.atmosenv.2010.11.040

Camalier, L, Cox, W and Dolwick, P 2007 The effects 
of meteorology on ozone in urban areas and their 
use in assessing ozone trends. Atmos Environ 
41: 7127–7173. DOI: https://doi.org/10.1016/j.
atmosenv.2007.04.061

CLRTAP 2017 Mapping Critical Levels for Vegetation, 
Chapter III of manual on methodologies and criteria 
for modelling and mapping critical loads and levels 
and air pollution effects, risks and trends. UNECE 
Convention on Long-range Transboundary Air Pol-
lution. http://icpvegetation.ceh.ac.uk/ (accessed on 
18 October 2017).

Cooper, OR, Gao, RS, Tarasick, D, Leblanc, T and 
Sweeney, C 2012 Long-term ozone trends at rural 
ozone monitoring sites across the United States, 
1990–2010. J Geophys. Res. Atmos 117(D22). DOI: 
https://doi.org/10.1029/2012JD018261

Cooper, OR, Parrish, DD, Ziemke, J, Balashov, NV, 
Cupeiro, M, et al. 2014 Global distribution and 
trends of tropospheric ozone: An observation-based 
review. Elementa: Science of the Anthropocene 2: 
000029. DOI: https://doi.org/10.12952/journal.
elementa.000029

Daniels, HE 1950 Rank correlation and population mod-
els. J. R. Statist Soc B 12: 171–191.

de Leeuw, F and Ruyssenaars, P 2011 Evaluation of cur-
rent limit and target values as set in the EU Air Qual-
ity Directive. ETC/ACM Technical Paper 2011/3. 
Available at: http://acm.eionet.europa.eu/docs/
ETCACM_TP_2011_3_evaluation_AQ_LT_TV.pdf 
(accessed on 18 October 2017).

De Marco, A, Screpanti, A and Paoletti, E 2010 Geosta-
tistics as a validation tool for setting ozone standards 
for durum wheat. Environ Pollut 158: 536–542. DOI: 
https://doi.org/10.1016/j.envpol.2009.08.006

De Marco, A, Sicard, P, Vitale, M, Carriero, G, Renou, 
C, et al. 2015 Metrics of ozone risk assessment 
for Southern European forests: Canopy moisture 
content as a potential plant response indicator. 
Atmos Environ 120: 182–190. DOI: https://doi.
org/10.1016/j.atmosenv.2015.08.071

Derwent, RG, Manning, A, Simmonds, P, Gerard 
Spain, T and O’Doherty, S 2013 Analysis and inter-
pretation of 25 years of ozone observations at the 
Mace Head Atmospheric Research Station on the 



Lefohn et al: Tropospheric ozone assessment report Art. 28,	page 31	of	39

Atlantic Ocean coast of Ireland from 1987 to 2012. 
Atmos Environ 80: 361–368. DOI: https://doi.
org/10.1016/j.atmosenv.2013.08.003

Derwent, RG, Parrish, DD, Galbally, IE, Stevenson, DS, 
Doherty, RM, et al. 2016 Interhemispheric differ-
ences in seasonal cycles of tropospheric ozone in the 
marine boundary layer: Observation model compar-
isons. J. Geophys Res. Atmos 121. DOI: https://doi.
org/10.1002/2016JD024836

Derwent, RG, Stevenson, DS, Collins, WJ and Johnson, 
CE 2004 Intercontinental transport and the origins 
of the ozone observed at surface sites in Europe. 
Atmos Environ 38(13): 1891–1901. DOI: https://doi.
org/10.1016/j.atmosenv.2004.01.008

Derwent, RG, Witham, CS, Utembe, SR, Jenkin, ME 
and Passant, NR 2010 Ozone in Central England: 
the impact of 20 years of precursor emission con-
trols in Europe. Environ Sci Policy 13: 195–204. DOI: 
https://doi.org/10.1016/j.envsci.2010.02.001

Dolwick, P, Akhtar, F, Baker, KR, Possiel, N, Simon, 
H and Tonnesen, G 2015 Comparison of back-
ground ozone estimates over the western United 
States based on two separate model methodologies. 
Atmos Environ 109: 282–296. DOI: https://doi.
org/10.1016/j.atmosenv.2015.01.005

dos Santos, APM, Passuello, A, Schuhmacher, M, 
Nadal, M, Domingo, JL, et al. 2014 A support tool 
for air pollution health risk management in emerg-
ing countries: A case in Brazil. Hum Ecol Risk Assess 
20(5): 1406–1424. DOI: https://doi.org/10.1080/1
0807039.2013.838117

Downey, N, Emery, C, Jung, J, Sakulyanontvittaya, 
T, Hebert, L, et al. 2015 Emission reductions and 
urban ozone responses under more stringent US 
standards. Atmos Environ 101: 209–216. DOI: 
https://doi.org/10.1016/j.atmosenv.2014.11.018

Duncan, BN, Lamsal, LN, Thompson, AM, Yoshida, 
Y,  Lu, Z, et al. 2016 A space-based, high-reso-
lution view of notable changes in urban NOx 
pollution around the world (2005–2014), J. Geo-
phys Res. Atmos 121: 976–996. DOI: https://doi.
org/10.1002/2015JD024121

Duncan, BN, Yoshida, Y, Olson, JR, Sillman, S,  Martine, 
RV, et al. 2010 Application of OMI observations 
to a space-based indicator of NOx and VOC con-
trols on surface ozone formation. Atmos Environ 
44: 2213–2223. DOI: https://doi.org/10.1016/j.
atmosenv.2010.03.010

EEA 2009 Assessment of ground-level ozone in EEA mem-
ber countries, with a focus on long-term trends, EEA 
Technical report No 7/2009. European Environ-
ment Agency. 

EEA 2013 Air pollution by ozone across Europe during 
summer 2012: Overview of exceedances of EC ozone 
threshold values for April–September 2012. EEA 
Technical Report No. 3/2013. European Environment 
Agency. Available at: https://publications.europa.
eu/en/publication-detail/-/publication/38bc37b6-
3028-423f-961a-f6f400a24e99/language-en 
(accessed on 18 October 2017).

EEA 2014a Air Quality in Europe – 2014 Report. EEA 
Report No 5/2014. European Environment Agency. 
Available at: http://www.eea.europa.eu/publica-
tions/air-quality-in-europe-2014 (accessed on 18 
October 2017).

EEA 2014b Air pollution by ozone across Europe dur-
ing summer 2013: Overview of exceedances of EC 
ozone threshold values: April–September 2013. EEA 
Technical report No. 3/2014. European Environ-
ment Agency. Available at: http://www.eea.europa.
eu/publications/air-pollution-by-ozone-across-1 
(accessed on 18 October 2017).

EEA 2015 EU emission inventory report 1990–2013 under 
the UNECE Convention on long-range transbound-
ary air pollution (LRTAP). EEA technical report No 
8/2015. European Environment Agency. Available 
at: http://www.eea.europa.eu//publications/lrtap-
emission-inventory-report (accessed on 18 October 
2017).

Emberson, LD, Ashmore, MR, Cambridge, HM,  Simpson, 
D and Tuovinen, JP 2000 Modelling stomatal ozone 
flux across Europe. Environ Pollut 109: 403–413.

European Council Directive 2008/50/EC of the Euro-
pean Parliament and of the Council of 21 May 2008 
on ambient air quality and cleaner air for Europe. 
Official Journal of the European Union 11.6.2008, 
L152/1-44.

Feng, Z, Tang, H, Uddling, J, Pleijel, H, Kobayashi, K, et 
al. 2012 A stomatal ozone flux-response relationship 
to assess ozone-induced yield loss of winter wheat in 
subtropical China. Environ Pollut 164: 16–23. DOI: 
https://doi.org/10.1016/j.envpol.2012.01.014

Fiore, AM, Dentener, FJ, Wild, O, Cuvelier, C, Schultz, 
MG, et al. 2009 Multimodel estimates of interconti-
nental source-receptor relationships for ozone pol-
lution. J Geophys Res 114(D04): 301. DOI: https://
doi.org/10.1029/2008JD010816

Fiore, AM, Naik, V and Eibensperger, EM 2015 Air qual-
ity and climate connections. J Air Waste Manag 65: 
645–685. DOI: https://doi.org/10.1080/10962247.
2015.1040526

Fiore, AM, Oberman, JT, Lin, MY, Zhang, L, Clifton, OE, 
et al. 2014 Estimating North American background 
ozone in U.S. surface air with two independent 
global models: Variability, uncertainties, and rec-
ommendations. Atmos Environ 96: 284–300. DOI: 
https://doi.org/10.1016/j.atmosenv.2014.07.045

Fishman, J, Creilson, JK, Parker, PA, Ainsworth, EA,  
Vining, GG, et al. 2010 An investigation of wide-
spread ozone damage to the soybean crop in the 
upper Midwest determined from ground-based 
and satellite measurements. Atmos Environ 44: 
2248–2256. DOI: https://doi.org/10.1016/j.
atmosenv.2010.01.015

Fleming, ZL, Doherty, RM, von Schneidemesser, E, 
Malley, CS, Cooper, OR, Pinto, JP, et al. 2018 Trop-
ospheric Ozone Assessment Report: Present-day 
ozone distribution and trends relevant to human 
health. Elem Sci Anth. 6(1): 12. DOI: http://doi.
org/10.1525/elementa.273



Lefohn et al: Tropospheric ozone assessment reportArt. 28,	page	32	of	39		

Folinsbee, LJ, Bedi, JF and Horvath, SM 1980 Respira-
tory responses in humans repeatedly exposed to 
low concentrations of ozone. Am Rev Respir Dis 
121: 431–439. DOI: https://doi.org/10.1164/
arrd.1980.121.3.431

Folinsbee, LJ, McDonnell, WF and Horstman, DH 1988 
Pulmonary function and symptom responses after 
6.6-hour exposure to 0.12 ppm ozone with moder-
ate exercise. J Air Waste Manag Assoc 38: 28–35. 
DOI: https://doi.org/10.1080/08940630.1988.104
66349

Forouzanfar, MH, Alexander, L, Anderson, HR, 
 Bachman, VF, Biryukov, S, et al. 2015 Global, 
regional, and national comparative risk assess-
ment of 79 behavioural, environmental and occu-
pational, and metabolic risks or clusters of risks in 
188 countries, 1990–2013: A systematic analysis 
for the global burden of disease study 2013. Lancet 
386: 2287–2323. DOI: https://doi.org/10.1016/
S0140-6736(15)00128-2

Fowler, D and Cape, JN 1982 Air pollutants in agri-
culture and horticulture. In: Unsworth, MH and 
Ormrod, DP (eds.). Effects of Gaseous Air Pollu-
tion in Agriculture and Horticulture. London: But-
terworth Scientific. DOI: https://doi.org/10.1016/
B978-0-408-10705-1.50006-5

Fuhrer, J, Skärby, L and Ashmore, MR 1997 Critical levels 
for ozone effects on vegetation in Europe. Environ 
Pollut 97: 91–106. DOI: https://doi.org/10.1016/
S0269-7491(97)00067-5

Galbally, IE, Schultz, MG, Buchmann, B, Gilge, S, 
 Guenther, F, et al. 2013 Guidelines for Continuous 
Measurement of Ozone in the Troposphere, GAW 
Report No 209, Publication WMO-No. 1110. Geneva: 
World Meteorological Organisation.

Gao, F, Catalayud, V, Paoletti, E, Hoshika, Y and Feng, 
ZZ 2017 Water stress mitigates the negative effects 
of ozone on photosynthesis and biomass in poplar 
plants. Environ Pollut 230: 268–279. DOI: https://
doi.org/10.1016/j.envpol.2017.06.044

Gaudel, A, et al. 2017 Tropospheric Ozone Assessment 
Report: Present-day ozone distribution and trends 
relevant to climate change and global model evalua-
tion. Elem Sci Anth. In Press.

Gauss, M, Semeena, V, Benedictow, A and Klein, H 
2014 Transboundary air pollution by main pollut-
ants (S, N, Ozone) and PM: The European Union. 
MSC-W Data Note 1/2014. Available at: http://
emep.int/publ/reports/2014/Country_Reports/
report_EU.pdf (accessed on 18 October 2017).

Gégo, E, Porter, PS, Gilliland, A and Rao, ST 2007 
Observation-based assessment of the impact of 
nitrogen oxides emissions reductions on ozone air 
quality over the Eastern United States. J Appl Meteo 
Clim 46: 994–1008. DOI: https://doi.org/10.1175/
JAM2523.1

Gibbons, JD and Chakraborti, S 2011 Non-
parametric Statistical Inference, CRC Press, 
Boca Raton, FL, 630. DOI: https://doi.
org/10.1007/978-3-642-04898-2_420

Gilliland, AB, Hogrefe, C, Pinder, RW, et al. 2008 
Dynamic evaluation of regional air quality models: 
assessing changes in O

3
 stemming from changes 

in emissions and meteorology. Atmos Environ 
42: 5110–5123. DOI: https://doi.org/10.1016/j.
atmosenv.2008.02.018

González-Fernández, I, Calvo, E, Gerosa, G, Bermejo, 
V, Marzuoli, R, et al. 2014 Setting ozone criti-
cal levels for protecting horticultural Mediterra-
nean crops: Case study of tomato. Environ Pollut 
185: 178–187. DOI: https://doi.org/10.1016/j.
envpol.2013.10.033

Granier, C, Bessagnet, B, Bond, T, D’Angiola, A, van 
der Gon, HD, et al. 2011 Evolution of anthropo-
genic and biomass burning emissions of air pol-
lutants at global and regional scales during the 
1980–2010 period. Climatic Change 109: 163–190. 
DOI: https://doi.org/10.1007/s10584-011-0154-1

Grantz, DA 2014 Diel trend in plant sensitivity to ozone: 
Implications for exposure- and flux-based ozone 
metrics. Atmos Environ 98: 571–580. DOI: https://
doi.org/10.1016/j.atmosenv.2014.08.068

Grünhage, L, Pleijel, H, Mills, G, Bender, J,  Danielsson, 
H, et al. 2012 Updated stomatal flux and flux-
effect models for wheat for quantifying effects of 
ozone on grain yield, grain mass and protein yield. 
Environ Pollut 165: 147–157. DOI: https://doi.
org/10.1016/j.envpol.2012.02.026

Gryparis, A, Forsberg, B, Katsouyanni, K, Analitis, A, 
Touloumi, G, et al. 2004 Acute effects of ozone 
on mortality from the “Air pollution and health: A 
European approach” project. Am J Resp Crit Care 
170(10): 1080–1087. DOI: https://doi.org/10.1164/
rccm.200403-333OC

Guerreiro, CBB, Foltescu, V and de Leeuw, F 2014 Air 
quality status and trends in Europe. Atmos Envi-
ron 98: 376–384. DOI: https://doi.org/10.1016/j.
atmosenv.2014.09.017

Hayes, F, Mills, G, Jones, L and Ashmore, M 2010  
Does a simulated upland grassland community 
respond to increasing background, peak or accu-
mulated exposure of ozone? Atmos Environ 44: 
4155–4164. DOI: https://doi.org/10.1016/j.
atmosenv.2010.07.037

Hazucha, MJ 1993 Meta-analysis and “effective dose” 
revisited. In: Mohr, U (ed.), Proceedings of the 3rd 
International Inhalation Symposium on Advances 
in Controlled Clinical Inhalation Studies. Ber-
lin, Germany: Springer-Verlag, DOI: https://doi.
org/10.1007/978-3-642-77176-7_22

Hazucha, MJ, Folinsbee, LJ and Seal, E 1992 Effects 
of steady-state and variable ozone concentration 
profiles on pulmonary function. Am Rev Respir Dis 
146: 1487–1493. DOI: https://doi.org/10.1164/
ajrccm/146.6.1487

Hazucha, MJ, Folinsbee, LJ, Seal, E and Bromberg, PA 
1994 Lung function response of healthy women 
after sequential exposures to NO

2
  and O

3
. Am  J 

Respir Crit Care Med 150: 642–647. DOI: https://
doi.org/10.1164/ajrccm.150.3.8087332



Lefohn et al: Tropospheric ozone assessment report Art. 28,	page 33	of	39

Hazucha, MJ and Lefohn, AS 2007 Nonlinearity in 
human health response to ozone: Experimental 
laboratory considerations. Atmos Environ 41(22): 
4559–4570. DOI: https://doi.org/10.1016/j.
atmosenv.2007.03.052

Heath, RL, Lefohn, AS and Musselman, RC 2009 Tem-
poral processes that contribute to nonlinearity in 
vegetation responses to ozone exposure and dose. 
Atmos Environ 43: 2919–2928. DOI: https://doi.
org/10.1016/j.atmosenv.2009.03.011

Heck, WW, Dunning, JA and Hindawi, IJ 1966 Ozone: 
nonlinear relation of dose and injury in plants. Sci-
ence 151: 577–578. DOI: https://doi.org/10.1126/
science.151.3710.577

Heck, WW, Taylor, OC and Tingey, DT 1988 Assess-
ment of Crop Loss from Air Pollutants. Lon-
don: Elsevier Applied Science. DOI: https://doi.
org/10.1007/978-94-009-1367-7

Hegglin, MI and Shepherd, TG 2009 Large climate-
induced changes in ultraviolet index and strato-
sphere-to-troposphere ozone flux. Nature Geosci 2: 
687–691. DOI: https://doi.org/10.1038/ngeo604

Heroux, ME, Anderson, HR, Atkinson, R, Brunekreef, 
B, Cohen, A, et al. 2015 Quantifying the health 
impacts of ambient air pollutants: recommenda-
tions of a WHO/Europe project. Int J Public Health 
60: 619–627. DOI: https://doi.org/10.1007/
s00038-015-0690-y

Hirsch, RM, Slack, JR and Smith, RA 1982 Techniques 
of trend analysis for monthly water quality data. 
Water Resour Res 18: 107–121. DOI: https://doi.
org/10.1029/WR018i001p00107

Hogrefe, C, Hao, W, Zalewsky, EE, Ku, J-Y and Lynn, B 
2011 An analysis of long-term regional-scale ozone 
simulations over the Northeastern United States: var-
iability and trends. Atmos Chem Phys 11: 567–582. 
DOI: https://doi.org/10.5194/acp-11-567-2011

Hogsett, WE, Tingey, DT and Holman, SR 1985 A pro-
grammable exposure control system for determina-
tion of the effects of pollutant exposure regimes on 
plant growth. Atmos Environ 19: 1135–1145. DOI: 
https://doi.org/10.1016/0004-6981(85)90198-2

Hollander, M, Wolfe, DA and Chicken, E 2013 Nonpara-
metric Statistical Methods. New York: John Wiley 
and Sons. 

Hollaway, MJ, Arnold, SR, Challinor, AJ and Emberson, 
LD 2012 Intercontinental trans-boundary contri-
butions to ozone-induced crop yield losses in the 
Northern Hemisphere. Biogeosciences 9: 271–292. 
DOI: https://doi.org/10.5194/bg-9-271-2012

Horstman, DH, Folinsbee, LJ, Ives, PJ, Abdul-Salaam, 
S and McDonnell, WF 1990 Ozone concentration 
and pulmonary response relationships for 6.6-hour 
exposures with five hours of moderate exercise to 
0.08, 0.10, and 0.12 ppm. Am J Respir Crit Care Med 
142: 1158–1163. DOI: https://doi.org/10.1164/
ajrccm/142.5.1158

Hoshika, Y, Katata, G, Deushi, M, Watanabe, M, 
Koike, T and Paoletti, E 2015 Ozone-induced 
stomatal sluggishness changes carbon and water 

balance of temperate deciduous forests. Scientific 
Reports 5: 09871. DOI: https://doi.org/10.1038/
srep09871

Hoshika, Y, Omasa, K and Paoletti, E 2012 Whole-tree 
water use efficiency is decreased by ambient ozone 
and not affected by O

3
-induced stomatal sluggish-

ness. PLoS ONE 7(6): e39270. DOI: https://doi.
org/10.1371/journal.pone.0039270

Hu, EZ, Gao, F, Xin, Y, Jia, HX, Li, KH, Hu, JJ and Feng, 
ZZ 2015 Concentration- and flux-based ozone dose-
response relationships for five poplar clones grown 
in North China. Environ Pollut 207: 21–30. DOI: 
https://doi.org/10.1016/j.envpol.2015.08.034

Huang, J, Zhou, C, Lee, X, Bao, Y, Zhao, X, et al. 2013 
The effects of rapid urbanization on the levels in 
tropospheric nitrogen dioxide and ozone over East 
China. Atmos Environ 77: 558–567. DOI: https://
doi.org/10.1016/j.atmosenv.2013.05.030

Jacob, DJ, Horowitz, LW, Munger, JW, Heikes, BG, 
Dickerson, RR, et al. 1995 Seasonal transition from 
NOx- to hydrocarbon-limited conditions for ozone 
production over the Eastern United States in Sep-
tember. J Geophys Res-Atmos 100(D5): 9315−9324. 
DOI: https://doi.org/10.1029/94JD03125

Jacob, DJ and Winner, DA 2009 Effect of climate change 
on air quality. Atmos Environ 43: 51–63. DOI: 
https://doi.org/10.1016/j.atmosenv.2008.09.051

Jäger, HJ, Unsworth, MH, De Temmerman, L and 
Mathy, P (eds.) 1992 Effects of Air Pollution on Agri-
cultural Crops in Europe – Results of the European 
Open-Top Chamber Project. Brussels Air Pollution 
Research Report 46. Commission of the European 
Communities.

Jenkin, ME 2008 Trends in ozone concentration dis-
tributions in the UK since 1990: Local, regional 
and global influences. Atmos Environ 42(21): 
5434–5445. DOI: https://doi.org/10.1016/j.
atmosenv.2008.02.036

Jerrett, M, Burnett, RT, Pope, CA, 3rd, Ito, K,  Thurston, 
G, et al. 2009 Long-term ozone exposure and mortal-
ity. The New England J of Med 360(11): 1085–1895. 
DOI: https://doi.org/10.1056/NEJMoa0803894

Jonson, JE, Simpson, D, Fagerli, H and Solberg, S 2006 
Can we explain the trends in European ozone lev-
els? Atmos Chem Phys 6: 51–66. DOI: https://doi.
org/10.5194/acp-6-51-2006

Kamyotra, SJS, Basu, DD, Agrawal, S, Darbari, T, 
Roychoudhury, S, et al. 2012 National Ambi-
ent Air Quality Status and Trends in India – 2010. 
Central Pollution Control Board Report Number 
NAAQMS/35/2011-2012. Ministry of Environment 
& Forests. Available at: http://www.cpcb.nic.in/
upload/NewItems/NewItem_192_NAAQSTI.pdf 
(accessed on 18 October 2017).

Karlsson, PE, Klingberg, J, Engardt, M, Andersson, 
C, Langner, J, et al. 2017 Past, present and future 
concentrations of ground-level ozone and potential 
impacts on ecosystems and human health in north-
ern Europe. Sci Total Environ 576: 22–35. DOI: 
https://doi.org/10.1016/j.scitotenv.2016.10.061



Lefohn et al: Tropospheric ozone assessment reportArt. 28,	page	34	of	39		

Karlsson, PE, Orlander, G, Langvall, O, Uddling, J, 
Hjorth, U, et al. 2006 Negative impact of ozone on the 
stem basal area increment of mature Norway spruce 
in south Sweden. For Ecol Manag 232: 146–151.

Karlsson, PE, Tang, L, Sundberg, J, Chen, D, Lindskog, 
A, et al. 2007 Increasing risk for negative ozone 
impacts on vegetation in northern Sweden. Environ 
Pollut 150: 96–106. DOI: https://doi.org/10.1016/j.
envpol.2007.06.016

Katsouyanni, K, Samet, JM, Anderson, HR,  Atkinson, 
R, Le Tertre, A, et al. 2009 Air pollution and 
health: a European and North American approach 
(APHENA). Res Rep Health Eff Inst 142: 5–90.

Kelly, A, Lumbreras, J, Maas, R, Pignatelli, T, Ferreira, 
F, et al. 2010 Setting national emission ceilings for 
air pollutants: policy lessons from an ex-post evalu-
ation of the Gothenburg Protocol. Environ Sci Poli 
13(1): 28–41. DOI: https://doi.org/10.1016/j.
envsci.2009.09.003

Kendall, MG and Gibbons, JD 1990 Rank Correlation 
Methods, 260. Edward Arnold, London.

Kirtman, B, Power, SB, Adedoyin, JA, Boer, GJ, Bojariu, 
R, et al. 2013 Near-term Climate Change: Projections 
and Predictability. In: Stocker, TF, Qin, D, Plattner, 
G-K, Tignor, M, Allen, SK, Boschung, J, Nauels, A, 
Xia, Y, Bex, V and Midgley, PM (eds.), Climate Change 
2013: The Physical Science Basis. Contribution of 
Working Group I to the Fifth Assessment Report of the 
Intergovernmental Panel on Climate Change. Cam-
bridge, United Kingdom and New York, NY, USA: 
Cambridge University Press.

Köllner, B and Krause, GHM 2003 Effects of two dif-
ferent ozone exposure regimes on chlorophyll and 
sucrose content of leaves and yield parameters 
of sugar beet (Beta Vulgaris L.) and rape (Brassica 
Napus L.). Water Air Soil Poll. 144: 317–332. DOI: 
https://doi.org/10.1023/A:1022913116566

Koumoutsaris, S and Bey, I 2012 Can a global 
model reproduce observed trends in summer-
time surface ozone levels? Atmos Chem Phys 
12: 6983–6998. DOI: https://doi.org/10.5194/
acp-12-6983-2012

Kruskal, WH 1958 Ordinal measures of association. J 
Amer Statist Ass. 53: 814–861. DOI: https://doi.org
/10.1080/01621459.1958.10501481

Lee, EH and Hogsett, WE 1999 Role of concentrations 
and time of day in developing ozone exposure indi-
ces for a secondary standard. J Air Waste Manage 
Assoc 49: 669–681. DOI: https://doi.org/10.1080/
10473289.1999.10463835

Lee, EH, Tingey, DT and Hogsett, WE 1987 Selection of 
the Best Exposure–response Model Using Various 
7-h Ozone Exposure Statistics. Research Triangle 
Park, NC: Environmental Protection Agency.

Lee, EH, Tingey, DT and Hogsett, WE 1988 Evaluation 
of ozone exposure indices in exposure–response 
modeling. Environ Poll 53: 43–62. DOI: https://doi.
org/10.1016/0269-7491(88)90024-3

Lee, EH, Tingey, DT, Hogsett, WE and Laurence, JA 
2003 History of tropospheric ozone for the San 

Bernardino Mountains of Southern California. 
1963–1999. Atmos Environ 37: 2705–2717. DOI: 
https://doi.org/10.1016/S1352-2310(03)00203-6

Lee, YC, Shindell, DT, Faluvegi, G, Wenig, M, Lam, YF, 
et al. 2014 Increase of ozone concentrations, its 
temperature sensitivity and the precursor factor in 
South China. Tellus B 66: 23455. DOI: https://doi.
org/10.3402/tellusb.v66.23455

Lefohn, AS and Foley, JK 1993 Establishing relevant 
ozone standards to protect vegetation and human 
health: exposure/dose-response considerations. J 
Air & Waste 43(1): 106–112. DOI: https://doi.org/
10.1080/1073161X.1993.10467111

Lefohn, AS, Hazucha, MJ, Shadwick, D and Adams, 
WC 2010b An alternative form and level of the 
human health ozone standard. Inhal Toxicol 22(12): 
999–1011. DOI: https://doi.org/10.3109/0895837
8.2010.505253

Lefohn, AS, Lawrence, JA and Kohut, RJ 1988 A 
 comparison of indices that describe the rela-
tionship between exposure to ozone and reduc-
tion in the yield of agricultural crops. Atmos 
Environ 22: 1229–1240. DOI: https://doi.
org/10.1016/0004-6981(88)90353-8

Lefohn, AS, Malley, CS, Simon, H, Wells, B, Xu, X, et 
al. 2017 Responses of human health and vegetation 
exposure metrics to changes in ozone concentration 
distributions in the European Union, United States, 
and China. Atmos Environ 152: 123–145. DOI: 
https://doi.org/10.1016/j.atmosenv.2016.12.025

Lefohn, AS and Runeckles, VC 1987 Establishing stand-
ards to protect vegetation – Ozone exposure/dose 
considerations. Atmos Environ 21: 561–568. DOI: 
https://doi.org/10.1016/0004-6981(87)90038-2

Lefohn, AS, Shadwick, D and Oltmans, SJ 2010a Char-
acterizing changes in surface ozone levels in met-
ropolitan and rural areas in the United States for 
1980–2008 and 1994–2008. Atmos Environ 44(39): 
5199–5210. DOI: https://doi.org/10.1016/j.
atmosenv.2010.08.049

Lefohn, AS, Shadwick, DS and Ziman, SD 1998 The 
difficult challenge of attaining EPA’s new ozone 
standard. Environ Sci Technol 32: 276A–282A. DOI: 
https://doi.org/10.1021/es983569x

Legge, AH, Grünhage, L, Noal, M, Jäger, HJ and Krupa, 
SV 1995 Ambient ozone and adverse crop response: 
an evaluation of north American and European data 
as they relate to exposure indices and critical levels. 
J Appl Bot 69: 192–205.

Li, JF, Lu, KD, Lv, W, Li, J, Zhong, LJ, et al. 2014 Fast 
increasing of surface ozone concentrations in Pearl 
River Delta characterized by a regional air quality 
monitoring network during 2006–2011. J Environ 
Sci 26(1): 23–36. DOI: https://doi.org/10.1016/
S1001-0742(13)60377-0

Li, P, Feng, ZZ, Catalayud, V, Yuan, XY, Xu, YS, et al. 
2017 Subtropical woody species are more tolerant 
to ozone than temperate species: a meta-analysis. 
Plant Cell and Environment 40: 2369–2380. DOI: 
https://doi.org/10.1111/pce.13043



Lefohn et al: Tropospheric ozone assessment report Art. 28,	page 35	of	39

Li, Y, Lau, AKH, Fung, JCH, Zheng, JY and Liu, SC 2013 
Importance of NOx control for peak ozone reduc-
tion in the Pearl River Delta Region. J Geophys Res. 
DOI: https://doi.org/10.1002/jgrd.50659

Lin, JT, Youn, D, Liang, XZ and Wuebbles, DJ 2008 
Global model simulation of summertime US ozone 
diurnal cycle and its sensitivity to PBL mixing, 
spatial resolution, and emissions. Atmos Environ 
42: 8470–8483. DOI: https://doi.org/10.1016/j.
atmosenv.2008.08.012

Lin, M, Horowitz, LW, Cooper, OR, Tarasick, D,  Conley, 
S, et al. 2015 Revisiting the evidence of increas-
ing springtime ozone mixing ratios in the free 
troposphere over western North America. Geo-
phys Res Lett 42: 8719–8728. DOI: https://doi.
org/10.1002/2015GL065311

Linn, WS, Shamoo, DA, Anderson, KR, Peng, R-C, Avol, 
EL, et al. 1994 Effects of prolonged, repeated expo-
sure to ozone, sulfuric acid, and their combination 
in healthy and asthmatic volunteers. Am. J Respir 
Crit Care Med. 150: 431–440. DOI: https://doi.
org/10.1164/ajrccm.150.2.8049826

Logan, JA 1985 Tropospheric ozone: Seasonal behavior, 
trends, and anthropogenic influence. J Geophys Res 
90: 10463–10482. DOI: https://doi.org/10.1029/
JD090iD06p10463

Malley, CS, Heal, MR, Mills, G and Braban, CF 2015 
Trends and drivers of ozone human health and 
vegetation impact metrics from UK EMEP super-
site measurements (1990–2013). Atmos Chem Phys 
15(8): 4025–4042. DOI: https://doi.org/10.5194/
acp-15-4025-2015

Mann, HB 1945 Nonparametric tests against trend. 
Econometrica 13: 245–259. DOI: https://doi.
org/10.2307/1907187

Matyssek, R, Bytnerowicz, A, Karlsson, P-E, Paoletti, 
E, Sanz, M, et al. 2007 Promoting the O

3
 flux 

concept for European forest trees. Environ Pollut 
146: 587–607. DOI: https://doi.org/10.1016/j.
envpol.2006.11.011

Mauzerall, DL and Wang, X 2001 Protecting agricultural 
crops from the effects of tropospheric ozone expo-
sure-reconciling science and standard setting. Annual 
Review of Energy and Environment 26: 237–268. DOI: 
https://doi.org/10.1146/annurev.energy.26.1.237

McDonnell, WF, Stewart, PW and Smith, MV 2010 
 Prediction of ozone-induced lung function responses 
in humans. Inhal Toxic 22(02): 160–168. DOI: 
https://doi.org/10.3109/08958370903089557

McDonnell, WF, Stewart, PW, Smith, MV, Kim, CS and 
Schelegle, ES 2012 Prediction of lung function 
response for populations exposed to a wide range 
of ozone conditions. Inhal Toxic 24: 619–633. DOI: 
https://doi.org/10.3109/08958378.2012.705919

McGarity, TO 2015 Science and policy in setting National 
Ambient Air Quality Standards: Resolving the ozone 
enigma. Tex Law Rev 93(7): 1783–1809.

McLaughlin, SB, Nosal, M, Wullschleger, SD and 
Sun, G 2007a Interactive effects of ozone and 
climate on tree growth and water use in a 

southern Appalachian forest in the USA. New 
Phytologist 174: 109–124. DOI: https://doi.
org/10.1111/j.1469-8137.2007.02018.x

McLaughlin, SB, Wullschleger, SD, Sun, G and Nosal, 
M 2007b Interactive effects of ozone and climate 
on water use, soil moisture content and stream-
flow in a southern Appalachian forest in the USA. 
New Phytologist 174: 125–136. DOI: https://doi.
org/10.1111/j.1469-8137.2007.01970.x

Mills, G, Harmens, H, Wagg, S, Sharps, K, Fowler, D, 
Sutton, M and Davies, W 2016 Ozone impacts on 
vegetation in a nitrogen enriched and changing cli-
mate. Environ Pollut 208: 898–908. DOI: https://
doi.org/10.1016/j.envpol.2015.09.038

Mills, G, et al. 2017 Tropospheric Ozone Assessment 
Report: Present day tropospheric ozone distribution 
and trends relevant to vegetation. Elem Sci Anth. 
Under review.

Mills, G, Hayes, F, Simpson, D, Emberson, L, Norris, D, 
et al. 2011a Evidence of widespread effects of ozone 
on crops and (semi-) natural vegetation in Europe 
(1990–2006) in relation to AOT40-and flux-based 
risk maps. Global Change Biol 17(1): 592–613. DOI: 
https://doi.org/10.1111/j.1365-2486.2010.02217.x

Mills, G, Pleijel, H, Braun, S, Büker, P, Bermejo, V, et 
al. 2011b New stomatal flux-based critical levels 
for ozone effects on vegetation. Atmos Environ 
45: 5064–5068. DOI: https://doi.org/10.1016/j.
atmosenv.2011.06.009

Monks, PS, Archibald, AT, Colette, A, Cooper, O, Coyle, 
M, et al. 2015 Tropospheric ozone and its precursors 
from the urban to the global scale from air qual-
ity to short-lived climate forcer. Atmos Chem Phys 
15(15): 8889–8973. DOI: https://doi.org/10.5194/
acp-15-8889-2015

Munir, S, Chen, H and Ropkins, K 2013 Quantifying tem-
poral trends in ground level ozone concentration in 
the UK. Sci Total Environ 458–460: 217–227. DOI: 
https://doi.org/10.1016/j.scitotenv.2013.04.045

Murphy, JG, Day, DA, Cleary, PA, Wooldridge, PJ, 
 Millet, DB, et al. 2007 The weekend effect within 
and downwind of Sacramento – Part 1: Observa-
tions of ozone, nitrogen oxides, and VOC reactivity. 
Atmos Chem Phys 7: 5327–5339. DOI: https://doi.
org/10.5194/acp-7-5327-2007

Musselman, RC, Huerta, AJ, McCool, PM, Oshima, RJ 
1986 Response of beans to simulated ambient and 
uniform ozone distributions with equal peak con-
centration. J Am Soc Hortic Sci 111: 470–473.

Musselman, RC, Lefohn, AS, Massman, WJ and Heath, 
RL 2006 A critical review and analysis of the use 
of exposure- and flux-based ozone indices for pre-
dicting vegetation effects. Atmos Environ 40(10): 
1869–1888. DOI: https://doi.org/10.1016/j.
atmosenv.2005.10.064

Musselman, RC, McCool, PM and Younglove, T 
1988 Selecting ozone exposure statistics for 
determining crop yield loss from air pollut-
ants. Environ Pollut 53: 63–78. DOI: https://doi.
org/10.1016/0269-7491(88)90025-5



Lefohn et al: Tropospheric ozone assessment reportArt. 28,	page	36	of	39		

Musselman, RC, Oshima, RJ and Gallavan, RE 1983 Sig-
nificance of pollutant concentration distribution in 
the response of ‘red kidney’ beans to ozone. J Am Soc 
Hortic Sci 108: 347–351.

Musselman, RC, Younglove, T and McCool, PM 1994 
Response of Phaseolus vulgaris L. to differing 
ozone regimes having identical total exposure. 
Atmos Environ 28: 2727–2731. DOI: https://doi.
org/10.1016/1352-2310(94)90444-8

Nussbaum, S, Geissmann, M and Fuhrer, J 1995 
Ozone exposure–response relationships for 
mixtures of perennial ryegrass and white clo-
ver depend on ozone exposure patterns. 
Atmos Environ 29: 989–995. DOI: https://doi.
org/10.1016/1352-2310(94)00368-U

Oksanen, E and Holopaninen, T 2001 Responses of 
two birch (Betula pendula Roth. clones to differ-
ent ozone profiles with similar AOT40 exposure. 
Atmos Environ 35: 5245–5254. DOI: https://doi.
org/10.1016/S1352-2310(01)00346-6

Oltmans, SJ, Lefohn, AS, Harris, JM, Galbally, I, Scheel, 
HE, et al. 2006 Long-term changes in tropospheric 
ozone. Atmos Environ 40: 3156–3173. DOI: https://
doi.org/10.1016/j.atmosenv.2006.01.029

Oltmans, SJ, Lefohn, AS, Shadwick, D, Harris, JM, 
Scheel, HE, et al. 2013 Recent tropospheric ozone 
changes – A pattern dominated by slow or no 
growth. Atmos Environ 67: 331–351. DOI: https://
doi.org/10.1016/j.atmosenv.2012.10.057

Oltmans, SJ and Levy, H 1994 Surface ozone measure-
ments from a global network. Atmos Environ 28: 
9–24. DOI: https://doi.org/10.1016/1352-2310(94) 
90019-1

Oswald, EM, Dupigny-Giroux, L-A, Leibensperger, EM, 
Poirot, R and Merrell, J 2015 Climate controls on 
air quality in the Northeastern U.S.: An examination 
of summertime ozone statistics during 1993–2012. 
Atmos Environ 112: 278–288. DOI: https://doi.
org/10.1016/j.atmosenv.2015.04.019

Paoletti, E, De Marco, A, Beddows, DCS,  Harrison, RM 
and Manning, WJ 2014 Ozone levels in  European 
and USA cities are increasing more than at rural 
sites, while peak values are decreasing. Environ Pol-
lut 192: 295–299. DOI: https://doi.org/10.1016/j.
envpol.2014.04.040

Paoletti, E and Grulke, NE 2010 Ozone exposure and 
stomatal sluggishness in different plant physiogno-
mic classes. Environ Pollut 158: 2664–2671. DOI: 
https://doi.org/10.1016/j.envpol.2010.04.024

Parrish, DD, Galbally, IE, Lamarque, JF, Naik, V, 
Horowitz, LW, et al. 2016 Seasonal cycles of O

3
  

in the marine boundary layer: Observation and  
model simulation comparisons. J Geophys.  
Res. 121: 538–557. DOI: https://doi.
org/10.1002/2015JD024101

Parrish, DD, Lamarque, J-F, Naik, V, Horowitz, L, 
 Shindell, DT, et al. 2014 Long-term changes in 
lower tropospheric baseline ozone concentra-
tions: Comparing chemistry-climate models and  
observations at northern midlatitudes. J 

Geophys Res Atmos 119. DOI: https://doi.
org/10.1002/2013JD021435

Parrish, DD, Law, KS, Staehelin, J, Derwent, R, Cooper, 
OR, et al. 2013 Lower tropospheric ozone at north-
ern midlatitudes: Changing seasonal cycle. Geo-
phys Res Lett 40(8): 1631–1636. DOI: https://doi.
org/10.1002/grl.50303

Parish, DD, Petropavlovskikh, I and Oltmans, SJ 2017 
Reversal of long-term trend in baseline ozone con-
centrations at the North American west Coast. Geo-
phys Res Lett In Press. http://onlinelibrary.wiley.
com/doi/10.1002/2017GL074960/abstract. DOI: 
https://doi.org/10.1002/2017GL074960s

Pattenden, S, Armstrong, B, Milojevic, A, Heal, MR, 
Chalabi, Z, et al. 2010 Ozone, heat and mortal-
ity: acute effects in 15 British conurbations. Occup 
Environ Med 67(10): 699–707. DOI: https://doi.
org/10.1136/oem.2009.051714

Qiao, X, Jaffe, D, Tang, Y, Bresnahan, M and Song, J 
2015 Evaluation of air quality in Chengdu, Sichuan 
Basin, China: are China’s air quality standards suf-
ficient yet? Environ Monit Assess 187(5): 11. DOI: 
https://doi.org/10.1007/s10661-015-4500-z

Reidmiller, DR, Fiore, AM, Jaffe, DA, Bergmann, D, 
Cuvelier, C, et al. 2009 The influence of foreign vs. 
North American emissions on surface ozone in the 
US. Atmos Chem Phys 9: 5027–5042. DOI: https://
doi.org/10.5194/acp-9-5027-2009

REVIHAAP 2013 Review of evidence on health aspects of  
air pollution – REVIHAAP Project technical report. 
Bonn, Germany: World Health Organization (WHO) 
Regional Office for Europe. Available at: http://www.
euro.who.int/__data/assets/pdf_file/0004/193108/
REVIHAAP-Final-technical-report-final-version.pdf 
(accessed on 18 October 2017).

SANS 2011 Ambient air quality – Limits for common pol-
lutants. South African National Standard. ISBN 978-
0-626-26919-7. Available at: https://archive.org/
details/za.sans.1929.2011 (accessed on 18 October 
2017). 

Sather, ME and Cavender, K 2012 Update of long-term 
trends analysis of ambient 8-h ozone and precursor 
monitoring data in the South Central U.S.; encour-
aging news. J Environ. Monit. 14(2): 666−676. DOI: 
https://doi.org/10.1039/c2em10862c

Schnell, JL, Prather, MJ, Josse, B, Naik, V, Horowitz, 
LW, et al. 2015 Use of North American and Euro-
pean air quality networks to evaluate global chem-
istry–climate modeling of surface ozone. Atmos 
Chem Phys 15: 10581–10596. DOI: https://doi.
org/10.5194/acp-15-10581-2015

Schultz, MG, Schröder, S, Lyapina, O, Cooper, O, 
 Galbally, I, et al. 2017 Tropospheric Ozone Assess-
ment Report: Database and metrics data of global 
surface ozone observations. Elementa. DOI: https://
doi.org/10.1525/elementa.244

Seguel, RJ, Morales, RGE and Leiva, MA 2012 Ozone 
weekend effect in Santiago, Chile. Environ Pol-
lut 162: 72–79. DOI: https://doi.org/10.1016/j.
envpol.2011.10.019



Lefohn et al: Tropospheric ozone assessment report Art. 28,	page 37	of	39

Sen, PK 1968 Estimates of the regression coefficient based 
on Kendall’s tau. J Amer Statist Ass. 63: 1379–1389. 
DOI: https://doi.org/10.1080/01621459.1968.1048
0934

Seto, KC, Gueneralp, B and Hutyra, LR 2012 Global fore-
casts of urban expansion to 2030 and direct impacts 
on biodiversity and carbon pools. Proc Natl Acad 
Sci USA 109(40): 16083–16088. DOI: https://doi.
org/10.1073/pnas.1211658109

Sicard, P, Coddeville, P and Galloo, JC 2009 Near-surface 
ozone levels and trends at rural stations in France 
over the 1995–2003 period. Environ Mon and Assess 
156: 141–157. DOI: https://doi.org/10.1007/
s10661-008-0470-8

Sicard, P, De Marco, A, Dalstein-Richier, L,  
Tagliaferro, F, Renou, C, et al. 2016b An epide-
miological assessment of stomatal ozone flux-based 
critical levels for visible ozone injury in Southern 
European forests. Sci Tot Environ 541: 729–741. DOI: 
https://doi.org/10.1016/j.scitotenv.2015.09.113

Sicard, P, De Marco, A, Troussier, F, Renou, C, Vas, N, 
et al. 2013 Decrease in surface ozone concentrations 
at Mediterranean remote sites and increase in the 
cities. Atmos Environ 79: 705–715. DOI: https://doi.
org/10.1016/j.atmosenv.2013.07.042

Sicard, P, Serra, R and Rossello, P 2016a Spatiotem-
poral trends in ground-level ozone concentrations 
and metrics in France over the time period 1999–
2012. Environ Res. 149: 122–144. DOI: https://doi.
org/10.1016/j.envres.2016.05.014

Sillman, S 1999 The relation between ozone, NOx and 
hydrocarbons in urban and polluted rural environ-
ments. Atmos Environ 33: 1821–1845. DOI: https://
doi.org/10.1016/S1352-2310(98)00345-8

Silverman, F, Folinsbee, LJ, Barnard, JW and Shephard, 
RJ 1976 Pulmonary Function Changes in Ozone 
— Interaction of Concentration and Ventilation. 
J Appl Physiol 41(6): 859–864. DOI: https://doi.
org/10.1152/jappl.1976.41.6.859

Simon, H, Baker, KR, Akhtar, F, Napelenok, SL, Possiel, 
N, et al. 2013 A Direct sensitivity approach to pre-
dict hourly ozone resulting from compliance with 
the National Ambient Air Quality Standard. Envi-
ron Sci & Technol 47: 2304–2313. DOI: https://doi.
org/10.1021/es303674e

Simon, H, Baker, KR and Phillips, S 2012 Compilation 
and interpretation of photochemical model per-
formance statistics published between 2006 and 
2012. Atmos Environ 61: 124–139. DOI: https://doi.
org/10.1016/j.atmosenv.2012.07.012

Simon, H, Reff, A, Wells, B, Xing, J and Frank, N 
2015 Ozone trends across the United States over 
a period of decreasing NOx and VOC emissions. 
Environ Sci Technol 49: 186–195. DOI: https://doi.
org/10.1021/es504514z

Simon, H, Wells, B, Baker, KR and Hubbell, B 2016 
Assessing temporal and spatial patterns of observed 
and predicted ozone in multiple urban areas. Envi-
ron Health Perspect 124: 1443–1452. DOI: https://
doi.org/10.1289/EHP190

Simpson, D, Arneth, A, Mills, G, Solberg, S and Uddling, 
J 2014 Ozone – the persistent menace: interactions 
with the N cycle and climate change. Current Opin-
ion in Environmental Sustainability 9–10: 9–19. 
DOI: https://doi.org/10.1016/j.cosust.2014.07.008

Sofen, ED, Bowdalo, D and Evans, MJ 2016 How to most 
effectively expand the global surface ozone observ-
ing network. Atmos Chem Phys 16: 1445–1457. DOI: 
https://doi.org/10.5194/acp-16-1445-2016

Solberg, S, Bergström, R, Langner, J, Laurila, T and 
Lindskog, A 2005 Changes in Nordic surface ozone 
episodes due to European emission reductions 
in the 1990s. Atmos Environ 39: 179–192. DOI: 
https://doi.org/10.1016/j.atmosenv.2004.08.049

Stan, H-J and Schicker, S 1982 Effect of repetitive ozone 
treatment on bean plants-stress ethylene production 
and leaf necrosis. Atmos Environ 16: 2267–2270. DOI: 
https://doi.org/10.1016/0004-6981(82)90298-0

Stylianou, M and Nicolich, MJ 2009 Cumulative effects 
and threshold levels in air pollution mortality: Data 
analysis of nine large US cities using the NMMAPS 
dataset. Environ Pollut 157(8–9): 2216–2223. DOI: 
https://doi.org/10.1016/j.envpol.2009.04.011

Tagaris, E, Manomaiphiboon, K, Liao, K-J, Leung, LR, 
Woo, J-H, et al. 2007 Impacts of global climate 
change and emissions on regional ozone and fine 
particulate matter concentrations over the United 
States. J Geophys Res 112(D14): 312. DOI: https://
doi.org/10.1029/2006JD008262

Tarasick, DW, Moran, MD, Thompson, AM, Carey-
Smith, T, Rochon, Y, et al. 2007 Comparison of 
Canadian air quality forecast models with tropo-
spheric ozone profile measurements above mid-
latitude North America during the IONS/ICARTT 
campaign: evidence for stratospheric input. J 
Geophys Res 112(D12): S22. DOI: https://doi.
org/10.1029/2006JD007782

Theil, H 1950a A rank-invariant method of linear and pol-
ynomial regression analysis, I. Proc Kon Ned Akad v. 
Wetensch A. 53: 386–392.

Theil, H 1950b A rank-invariant method of linear and 
polynomial regression analysis, II. Proc Kon Ne. Aka. 
v. Wetensch A. 53: 521–525.

Theil, H 1950c A rank-invariant method of linear and pol-
ynomial regression analysis, III. Proc Kon Ned Aka. v. 
Wetensch A. 53: 1397–1412. 

Thurston, GD and Ito, K 2001 Epidemiological studies of 
acute Ozone exposures and mortality. J of Exp Anal 
and Environ Epidem 11(4): 286–94. DOI: https://
doi.org/10.1038/sj.jea.7500169

Tingey, DT, Hogsett, WE and Lee, EH 1989 Analysis of 
crop loss for alternative ozone exposure indices. 
In: Schneider, T, Lee, SD, Wolters, GJR and Grant, 
LD (eds.), Atmospheric Ozone Research and its Pol-
icy Implications: Proceedings of the Third US-Dutch 
International Symposium, Studies in Environmental 
Science 35. May 1988. Nijmegen, The Netherlands: 
Elsevier Science Publishers.

Tingey, DT, Hogsett, WE, Lee, EH, Herstrom, AA 
and Azevedo, SH 1991 An evaluation of various 



Lefohn et al: Tropospheric ozone assessment reportArt. 28,	page	38	of	39		

alternative ambient ozone standards based on crop 
yield loss data. In: Berglund, RL, Lawson, DR and 
McKee, DJ (eds.), Tropospheric Ozone and the Envi-
ronment. Pittsburgh: Air and Waste Management 
Association.

Trail, M, Tsimpidi, AP, Liu, P, Tsigaridis, K, Rudokas, 
J, et al. 2014 Sensitivity of air quality to poten-
tial future climate change and emissions in the 
United States and major cities. Atmos Environ 
94: 552–563. DOI: https://doi.org/10.1016/j.
atmosenv.2014.05.079

Tripathi, OP, Jennings, SG, O’Dowd, C, O’Leary, B, 
Lambkin, K, et al. 2012 An assessment of the 
surface ozone trend in Ireland relevant to air pol-
lution and environmental protection. Atmos Poll 
Res 3(3): 341–351. DOI: https://doi.org/10.5094/
APR.2012.038

Tuck, AF, Browell, EV, Danielsen, EF, Holton, JR, 
Hoskins, BJ, et al. 1985 “Strat-trop exchange”. 
Atmospheric ozone 1985 – WMO Global Ozone 
Research and Monitoring Project Report No. 
16. Geneva, Switzerland:World Meteorological 
Organization. 

Turner, MC, Jerrett, M, Pope, CA, III, Krewski, D, 
 Gapstur, SM, et al. 2016 Long-term ozone expo-
sure and mortality in a large prospective study. Am 
J Respir Crit Care Med 193(10): 1134–1142. DOI: 
https://doi.org/10.1164/rccm.201508-1633OC

US EPA 1986 Air Quality Criteria for Ozone and Other 
Photochemical Oxidants. Report Nos. EPA-600/8-
84-020aF-eF. 5v. Research Triangle Park, NC: Envi-
ronmental Protection Agency. Available from: NTIS, 
Springfield, VA, PB87-142949.

US EPA 1992 Summary of Selected New Information on 
Effects of Ozone on Health and Vegetation: Sup-
plement to 1986 Air Quality Criteria for Ozone 
and Other Photochemical Oxidants. Report No. 
EPA/600/8-88/105F. Research Triangle Park, NC: 
Environmental Protection Agency. Available from: 
NTIS, Springfield, VA, PB92-235670.

US EPA 1996 Air Quality Criteria for Ozone and Related 
Photochemical Oxidants. EPA/600/P-93/004aF. 
Research Triangle Park, NC: Environmental Pro-
tection Agency. Available at: http://www3.epa.
gov/ttn/naaqs/standards/ozone/s_o3_1997.html 
(accessed on 18 October 2017).

US EPA 2013 Integrated Science Assessment of Ozone 
and Related Photochemical Oxidants (Final Report). 
EPA/600/R-10/076F. Research Triangle Park, NC: 
Environmental Protection Agency. Available at: 
https://cfpub.epa.gov/ncea/isa/recordisplay.
cfm?deid=247492 (accessed on 18 October 2017).

US EPA 2014a Health Risk and Exposure Assessment for 
Ozone. Final Report. EPA/452/R-14-004a. Research 
Triangle Park, NC: Environmental Protection 
Agency.  Available at: https://www.epa.gov/naaqs/
ozone-o3-standards-risk-and-exposure-assessments-
current-review (accessed on 18 October 2017).

US EPA 2014b Policy Assessment for the Review of the 
Ozone National Ambient Air Quality Standards. 

Final Report. EPA-452/R-14-006. Research Triangle 
Park, NC: Environmental Protection Agency. Avail-
able at: https://www3.epa.gov/ttn/naaqs/stand-
ards/ozone/data/20140829pa.pdf (accessed on 18 
October 2017). 

US EPA 2017 Our Nation’s Air. Status and Trends through 
2016. Research Triangle Park, NC: Environmental 
Protection Agency. Available at: https://gispub.
epa.gov/air/trendsreport/2017/ (accessed on 18 
 October 2017).

US Federal Register 2015 National Ambient Air Quality 
Standards for Ozone, 40 CFR Part 50, 51, 52, 53, and 
58. 65292–65468.

Vautard, R, Szopa, S, Beekmann, M, Menut, L, 
 Hauglustaine, DA, et al. 2006 Are decadal anthropo-
genic emission reductions in Europe consistent with 
surface ozone observations? Geophys Res Lett 33(L13): 
810. DOI: https://doi.org/10.1029/2006GL026080

Vedrenne, M, Borge, R, Lumbreras, J, Conlan, B, 
 Rodriguez, ME, et al. 2015 An integrated assess-
ment of two decades of air pollution policy mak-
ing in Spain: Impacts, costs and improvements. 
Sci Total Environ 527: 351–361. DOI: https://doi.
org/10.1016/j.scitotenv.2015.05.014

Verstraeten, WW, Neu, JL, Williams, JE, Bowman, KW, 
Worden, JR, et al. 2015 Rapid increases in tropo-
spheric ozone production and export from China. 
Nature Geoscience 8: 690–695. DOI: https://doi.
org/10.1038/ngeo2493

von Schneidemesser, E, Monks, PS, Allan, JD, 
 Bruhwiler, L, Forster, P, et al. 2015 Chemistry and 
the linkages between air quality and climate change. 
Chem. Rev 115(10): 3856–3897. DOI: https://doi.
org/10.1021/acs.chemrev.5b00089

Wang, L, Pang, J, Feng, Z, Zhu, J and Kazuhiko, K 2015. 
Diurnal variation of apoplastic ascorbate in winter 
wheat leaves in relation to ozone detoxification. 
Environ Pollut 207: 413–419. DOI: https://doi.
org/10.1016/j.envpol.2015.09.040

Weatherhead, EC, Reinsel, GC, Tiao, GC, Meng, XL, 
Choi, D, et al. 1998 Factors affecting the detection 
of trends: Statistical considerations and applications 
to environmental data. J Geophys Res 103(D14): 
17–149. DOI: https://doi.org/10.1029/98JD00995

WHO 2006 Air Quality Guidelines: Global Update 2005. 
Particulate matter, ozone, nitrogen dioxide and sul-
fur dioxide. World Health Organization Regional 
Office for Europe. Available at: http://www.euro.
who.int/__data/assets/pdf_file/0005/78638/
E90038.pdf?ua=1 (accessed on 18 October 2017).

Wilson, RC, Fleming, ZL, Monks, PS, Clain, G, Henne, 
S, et al. 2012 Have primary emission reduction 
measures reduced ozone across Europe? An analy-
sis of European rural background ozone trends 
1996–2005 Atmos Chem Phys 12(1): 437–454. DOI: 
https://doi.org/10.5194/acp-12-437-2012

Wittig, VE, Ainsworth, EA and Long, SP 2007 To what 
extent do current and projected increases in sur-
face ozone affect photosynthesis and  stomatal 
conductance in trees? A meta-analytic review 



Lefohn et al: Tropospheric ozone assessment report Art. 28,	page 39	of	39

of the last 3 decades of experiments. Plant, Cell 
and Environ 30: 1150–1162. DOI: https://doi.
org/10.1111/j.1365-3040.2007.01717.x

WMO 1992 International Meteorological Vocabulary. 2nd 
ed. Geneva, Switzerland: Secretariat of the World 
Meteorological Organization.

WMO 1966 International Meteorological Vocabulary, 91 
182, Geneva, Switzerland: Secretariat of the World 
Meteorological Organization.

Wu, SL, Mickley, LJ, Leibensperger, EM, Jacob, DJ, 
Rind, D, et al. 2008 Effects of 2000–2050 global 
change on ozone air quality in the United States. 
J Geophys Res 113(D06): 302. DOI: https://doi.
org/10.1029/2007JD008917

Xing, J, Mathur, R, Pleim, J, Hogrefe, C, Gan, C-M, et 
al. 2015 Observations and modeling of air qual-
ity trends over 1990–2010 across the Northern 
Hemisphere: China, the United States and Europe. 
Atmos Chem Phys 15: 2723–2747. DOI: https://doi.
org/10.5194/acp-15-2723-2015

Xu, X, Lin, W, Wang, T, Yan, P, Tang, J, et al. 2008 Long-
term trend of surface ozone at a regional background 
station in eastern China 1991–2006: enhanced vari-
ability. Atmos Chem Phys 8(10): 2595–2607. DOI: 
https://doi.org/10.5194/acp-8-2595-2008

Young, PJ, Archibald, AT, Bowman, KW, Lamarque, JF, 
Naik, V, et al. 2013 Pre-industrial to end 21st cen-
tury projections of tropospheric ozone from the 
Atmospheric Chemistry and Climate Model Inter-
comparison Project (ACCMIP). Atmos Chem Phys 
13: 2063–2090. DOI: https://doi.org/10.5194/
acp-13-2063-2013

Young, PJ, Naik, V, Fiore, AM, Gaudel, A, Guo, J, et 
al. 2018 Tropospheric Ozone Assessment Report: 
Assessment of global-scale model performance for 

global and regional ozone distributions, variability, 
and trends. Elem Sci Anth. 6(1): 10. DOI: https://doi.
org/10.1525/elementa.265

Yue, X, Mickley, LJ, Logan, JA, Hudman, RC and Martin, 
MV 2015 Impact of 2050 climate change on North 
American wildfire: consequences for ozone air 
quality. Atmos Chem Phys 15: 10033–10055. DOI: 
https://doi.org/10.5194/acp-15-10033-2015

Yun, S-C and Laurence, JA 1999 The response of 
sensitive and tolerant clones of Populus trem-
uloides to dynamic ozone exposure under 
controlled environmental conditions. New 
Phytologist 143: 305–313. DOI: https://doi.
org/10.1046/j.1469-8137.1999.00444.x

Zeng, G and Pyle, JA 2003 Changes in tropospheric ozone 
between 2000 and 2100 modeled in a chemistry-
climate model. Geophys Res Lett 30: 1392. DOI: 
https://doi.org/10.1029/2002GL016708

Zhang, L, Jacob, DJ, Downey, NV, Wood, DA and 
 Blewitt, D 2011 Improved estimate of the pol-
icy-relevant background ozone in the United 
States using the GEOS-Chem global model with 
1/2° × 2/3° horizontal resolution over North 
 America. Atmos Environ 45: 6769–6776. DOI: 
https://doi.org/10.1016/j.atmosenv.2011.07.054

Zhang, Q, Yuan, B, Shao, M, Wang, X, Lu, S, et al. 2014 
Variations of ground-level O

3
 and its precursors in 

Beijing in summertime between 2005 and 2011. 
Atmos Chem Phys 14: 6089–6101. DOI: https://doi.
org/10.5194/acp-14-6089-2014

Zhang, Y, Cooper, OR, Gaudel, A, Thompson, AM and 
Nédélec, P 2016 Tropospheric ozone change from 
1980 to 2010 dominated by equatorward redistri-
bution of emissions. Nature Geoscience 9: 875–879. 
DOI: https://doi.org/10.1038/ngeo2827

How to cite this article: Lefohn, AS, Malley, CS, Smith, L, Wells, B, Hazucha, M, Simon, H, Naik, V, Mills, G, Schultz, MG, Paoletti, 
E, De Marco, A, Xu, X, Zhang, L, Wang, T, Neufeld, HS, Musselman, RC, Tarasick, D, Brauer, M, Feng, Z, Tang, H, Kobayashi, K, Sicard, 
P, Solberg, S and Gerosa, G 2018 Tropospheric ozone assessment report: Global ozone metrics for climate change, human health, 
and crop/ecosystem research. Elem Sci Anth, 6: 28. DOI: https://doi.org/10.1525/elementa.279

Domain Editor-in-Chief: Detlev Helmig Ph.D., Institute of Alpine and Arctic Research, University of Colorado Boulder, US

Associate Editor: Alastair Lewis, National Centre for Atmospheric Science, University of York, UK

Knowledge Domain: Atmospheric Science

Part of an Elementa Special Feature: Tropospheric Ozone Assessment Report (TOAR): Global Metrics for Climate Change, 
Human Health and Crop/Ecosystem Research

Submitted: 17 July 2017    Accepted: 29 January 2018    Published: 06 April 2018

Copyright: © 2018 The Author(s). This is an open-access article distributed under the terms of the Creative Commons 
Attribution	4.0	International	License	(CC-BY	4.0),	which	permits	unrestricted	use,	distribution,	and	reproduction	in	any	medium,	
provided the original author and source are credited. See http://creativecommons.org/licenses/by/4.0/.
 

               OPEN ACCESS Elem Sci Anth is a peer-reviewed open access 
journal published by University of California Press.


	1. Introduction 
	1.1. Factors affecting ozone variability 
	1.2. Ozone metrics in the context of TOAR 

	2. Exposure and dose metrics 
	2.1. Definitions of exposure and dose 
	2.1.1. Human studies 
	2.1.2. Vegetation 

	2.2. Controlled experimental and empirical evidence for focusing on specific ranges of ozone levels 
	2.2.1. Human studies  
	2.2.2. Vegetation 

	2.3. Description and rationale for the TOAR exposure and dose metrics 
	2.3.1. Model-measurement comparison metrics 
	2.3.2. Free tropospheric metrics 
	2.3.3. Human health exposure metrics 
	2.3.3.1. Exposure metrics that focus on higher ozone concentrations 
	2.3.3.2. Exposure metrics that focus on the high and mid-level ozone concentrations 
	2.3.3.3. Exposure metrics that focus on high-, mid-, and low-level ozone concentrations 
	2.3.3.4. Concentration-based metrics that include ozone concentrations from across the distribution 
	2.3.3.5. Epidemiological metrics that focus on chronic exposure 

	2.3.4. Vegetation metrics 
	2.3.4.1. Exposure metrics that weight the higher ozone levels and include mid-level values 
	2.3.4.2. Exposure metric that focus on the mid-range of hourly average ozone levels 
	2.3.4.3. Flux-based metric 
	2.3.4.4. Exposure metrics that include ozone concentrations from across the distribution 



	3. Statistical and methodological approaches available for TOAR analyses 
	3.1. Statistical approaches for characterizing trends 
	3.1.1. Nonparametric statistical tests 
	3.1.1.1. Testing for significance of a trend
	3.1.1.2. Estimating the magnitude of a trend 
	3.1.1.3. Trends in data with seasonality 

	3.1.2. Parametric statistical tests 
	3.1.3. Additional approaches 

	3.2. Examples of results that compare nonparametric and parametric statistical tests 
	3.3. Data capture 

	4. Response of exposure metrics to changes in ozone distributions 
	4.1. Summary of ozone exposure metrics trend case study 
	4.1.1. Identifying distinct hourly ozone distribution trend types 
	4.1.2. Response of exposure metrics to changes in distribution patterns 

	4.2. Comparison between trends patterns described in the case study and trend patterns in the metric
	4.2.1. Mean and median concentrations 


	5. Summary and conclusions 
	Data Accessibility Statement 
	Supplemental File
	Acknowledgements and Funding 
	Competing interests 
	Author contributions 
	References 
	Table 1
	Table 2
	Table 3
	Table 4
	Table 5
	Figure 1
	Figure 2
	Figure 3
	Figure 4
	Figure 6
	Figure 7
	Figure 8
	Figure 9
	Figure 10
	Figure 11

