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Abstract 

Romantic relationship researchers often use self-report measures of partner preferences based 

on verbal questionnaires. These questionnaires show that partner preferences involve an 

evaluation in terms of underlying factors of vitality-attractiveness, status-resources, and 

warmth-trustworthiness. However, when people first encounter a potential partner, they can 

usually derive a wealth of impressions from their face, and little is known about the 

relationship between verbal self-reports and impressions derived from faces. We conducted 

four studies investigating potential parallels and differences between facial impressions and 

verbal self-reports. Study 1 showed that when evaluating highly variable everyday face 

images in a context that does not require considering them as potential partners, participants 

can reliably perceive the traits and factors that are related to partner preferences. However, 

despite being capable of these nuanced evaluations, Study 2 found that when asked to 

evaluate images of faces as potential romantic partners, participants' preferences become 

dominated by attractiveness-related concerns. Study 3 confirmed this dominance of facial 

attractiveness using morphed face-like images. Study 4 showed that attractiveness dominates 

partner preferences for faces even when task instructions imply that warmth-trustworthiness 

or status-resources should be of primary importance. In contrast to verbal questionnaire 

measures of partner preferences, then, evaluations of faces focus heavily on attractiveness, 

whereas questionnaire self-reports tend on average to prioritise warmth-trustworthiness over 

attractiveness. Evaluations of faces and verbal self-report measures therefore capture 

different aspects of partner preferences. 
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Introduction 

From self-report questionnaires, romantic relationship researchers have identified a 

tripartite structure underlying verbally expressed partner preferences in which desired traits 

correspond to factors involving vitality-attractiveness, status-resources, and warmth-

trustworthiness (Fletcher, Simpson, Thomas, & Giles, 1999). These factors can to some 

extent be flexibly used, in the sense that one individual might prioritise finding a partner who 

is warm and trustworthy while another individual will prioritise vitality and attractiveness 

and someone else seeks status and resources. On average, however, people tend consistently 

to value warmth-trustworthiness (Buss, 1989; Fletcher et al., 1999; Fletcher, Tither, 

O’Loughlin, Friesen, & Overall, 2004; Li, Bailey, Kenrick, & Linsenmeier, 2002). The 

underlying three-factor structure has been widely validated (Campbell, Simpson, Kashy, & 

Fletcher, 2001; Fletcher, Kerr, Li, & Valentine, 2014; Fletcher, Simpson, & Thomas, 2000; 

Fletcher et al., 1999; Fletcher & Simpson, 2000) and shown to have predictive validity for 

relationship outcomes (Campbell, Chin, & Stanton, 2016; Campbell et al., 2001; Fletcher et 

al., 2000, 1999). 

Although relationship researchers often examine verbally expressed and self-reported 

partner preferences (e.g., Buss & Barnes, 1986; Fletcher et al., 1999; Simpson & Gangestad, 

1992), many relationships begin in contexts where facial impressions offer an important 

potential source of information. For instance, many individuals maintain an online profile for 

romance (e.g., the online dating website eHarmony boasts almost 2.5 million UK members; 

eHarmony, 2015), which typically involves posting facial photographs. Indeed, the 

prevalence of online images and internet-based relationships make the questions we address 

particularly timely and important. 

Facial evaluations are known to influence such significant events as political 

elections, online financial lending, and court decisions (Olivola, Funk, & Todorov, 2014). 
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They have also been shown to affect romantic preferences (Fiore, Taylor, Mendelsohn, & 

Hearst, 2008; Fletcher et al., 2014; Hancock & Toma, 2009; Todd, Penke, Fasolo, & Lenton, 

2007), but relatively little is understood concerning how such influences operate and how 

they might relate to preferences assessed from self-report questionnaires. We reasoned that 

facial impressions may be particularly consequential in online contexts and on first 

acquaintance, given the sparse additional information typically available to viewers. 

Importantly, we sought to establish whether partner preference evaluations derived from 

facial and verbal (questionnaire) sources of information are consistent with each other. 

In particular, the partner preference model based on verbal self-report (Fletcher et al., 

1999) might not apply to facial judgements if verbal (i.e. conceptual) and facial (perceptual) 

evaluations are derived in different ways. Examining whether a leading partner preference 

model based on self-report questionnaire items (Fletcher et al., 1999) can be applied to first 

impressions of faces is relevant to understanding its potential applicability to partner 

selection in everyday situations which include facial information. 

Because rapid evaluations of faces are common in online contexts, we grounded our 

approach in the facial first impressions literature (Sutherland et al., 2013; Sutherland, 

Oldmeadow, & Young, 2016; Todorov, 2017; Vernon, Sutherland, Young, & Hartley, 2014).  

In previous studies, research has found that traits from a leading model of self-reported 

partner preferences (Fletcher et al., 1999) are readily evaluated in naturally occurring, highly 

variable, face images of the type often encountered in daily life (South Palomares, 

Sutherland, & Young, 2018; South Palomares & Young, 2017). Moreover, research has been 

able to demonstrate that when evaluated from face images these traits reflected an underlying 

factor structure that closely resembled both Fletcher et al.’s (1999) verbal self-report partner 

preferences model and a more general model of facial first impressions (South Palomares et 

al., 2018; Sutherland et al., 2013, 2016; Vernon et al., 2014). 
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Although these previous studies by South Palomares et al. (2018) and South 

Palomares and Young (2017) show that people are, in principle, able to make evaluations of 

faces that could correspond to their verbally expressed partner preferences, they did not 

directly test this potential correspondence. Instead, participants were asked to evaluate face 

images in contexts where partner preferences as such were not explicitly requested. In the 

present research, we began in the same way (Study 1) by creating a factor structure 

corresponding to how 12 traits derived directly from Fletcher et al.’s (1999) model of verbal 

self-report questionnaire items were seen in 1,000 highly varied face images. We then used 

the data from Study 1 to investigate the relationship between facial and verbal measures of 

partner preferences (in Studies 2 to 4) by examining how explicit judgements of partner 

preferences from face images related to (1) the trait structure found in Study 1 and (2) to 

verbally expressed preferences from Fletcher et al.’s (1999) verbal self-report questionnaire. 

Facial attractiveness was found to dominate the evaluations made by nearly all participants 

across Studies 2 to 4, showing a clear difference between measures of partner preference 

derived from facial or verbal self-report sources of information. 

Study 1 

Study 1 involved participants' ratings of 1,000 everyday face images on one of 12 

traits selected to represent Fletcher et al.’s (1999) verbal self-report partner preference 

factors. Ratings of 10 of these 12 traits came from previous work (South Palomares & 

Young, 2017) and on this basis we expected to be able to capture an underlying three-factor 

structure. However, to ensure that Study 1 offered the closest possible comparison to Fletcher 

et al.'s (1999) model we selected the 12 traits for Study 1 by taking the two traits 

corresponding to each of the three Fletcher et al. factor labels (e.g., warmth and 

trustworthiness for the warmth-trustworthiness factor) and the next two traits loading most 

highly on their respective verbal factors, leading to a list of four traits for each of the three 
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verbal factors (sexy, attractiveness, vitality, and adventurous representing vitality-

attractiveness; has a good job, has status, has resources, and is financially secure representing 

status-resources; trustworthiness, supportive, understanding, and warmth representing 

warmth-trustworthiness). 

Many studies in face perception begin by standardising the stimuli (e.g. for lighting, 

pose, expression) with the aim of eliminating image differences considered to form unwanted 

‘noise’. Our approach instead aimed to capture responses to highly variable faces of the type 

we encounter in our everyday lives (termed ambient images by Jenkins, White, Van 

Montfort, & Burton, 2011). Ambient face images represent a novel approach to examining 

first impressions of potential partners. Because ambient images maintain the highly variable 

properties that are present in natural environments, they can allow findings to be more 

directly generalised to real life contexts, relative to controlled stimuli (Sutherland, Rhodes, & 

Young, 2017; Young, 2018). 

In line with previous studies seeking to model the underlying factor structure of facial 

first impressions (South Palomares et al., 2018; Sutherland et al., 2013, 2016; Vernon et al., 

2014) we used the averaged responses to each of the 1,000 face images as the primary data 

for Study 1, rather than individual participants’ responses. Recent work has shown that 

individual participant responses comprise a mix of ‘shared’ (common to all participants) and 

‘private’ (idiosyncratic to that participant) taste (Germine et al., 2015; Hehman, Sutherland, 

Flake, & Slepian, 2017; Hönekopp, 2006). By averaging participants’ responses, we reduce 

much of the impact of differences in private taste and can thus establish whether there is an 

underlying factor structure based on shared taste. Study 1 formed an essential starting point 

that was used to create a set of averaged trait ratings for each face image and a set of 

weightings that could correspond to each of the Fletcher et al. (1999) factors. In Studies 2 to 

4, which are concerned with the applicability of this underlying structure at the individual 
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participant level, we return to the more conventional technique of analysing each 

participant’s responses.  

The data for Studies 1 to 4 are available as supplementary material. 

Method 

Participants. The study involved data from separate groups of 10 participants (five 

male, five female) rating 1,000 face images on one of 12 traits (see below), in order to arrive 

at an average rating (across the 10 raters) for each of the 12 traits for each image. Only a 

single trait was evaluated by each participant to avoid carry-over effects in which correlations 

between trait judgements can be inflated by participants being influenced by their previous 

judgements (Rhodes, 2006). Ratings of 10 of the 12 traits involved were already available 

from previous studies (South Palomares et al., 2018; South Palomares & Young, 2017; 

Sutherland et al., 2013, 2016). Twenty further participants, university students, were recruited 

via the University (50% male, mean age of 22 years, SD = 3.45) to create the groups of 10 

participants needed to rate each of the remaining two traits (‘vitality’ and ‘has resources’). 

Participants were self-reported native English speakers, raised in a Western environment. The 

participants provided written consent to procedures approved by the Ethics Committee of the 

University Psychology Department. Participants did not take part in the other reported 

studies. Face images. The study used a database of 1,000 face images (Santos & Young, 

2005, 2008, 2011), representing 500 female and 500 male Caucasian non-famous adults. Like 

other face databases (e.g., Oosterhof & Todorov, 2008), to avoid other-race effects (O’Toole 

& Natu, 2013), non-Caucasian faces were not included. The images were taken from the 

Internet and were deliberately unconstrained in terms of their variability (e.g., differences in 

pose, lighting, background, age, expression, and facial hair, amongst others). All variables 

excepting Caucasian adult appearance were unstandardised. Images were cropped to reveal 

only the individuals’ head and shoulders and standardised to 150 pixels in height. See Figure 
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1 for examples of the type of images used. 

 

Figure 1. Example ambient images like those used in the study, from the authors’ personal 

collections. Photographs from the database are not shown for copyright reasons. 

 

Partner preference trait ratings. Participants rated images on one of 12 traits 

representing the warmth-trustworthiness, status-resources, and vitality-attractiveness factors 

from Fletcher et al.’s (1999) partner preference model. Four traits were chosen to represent 

each factor; two of these were the factor labels (e.g., warmth and trustworthiness for the 

warmth-trustworthiness factor) and a further two traits loaded highest on their respective 

verbal factors. The resulting 12 traits were as follows: sexy, attractiveness, vitality, and 

adventurous (representing vitality-attractiveness); has a good job, has status, has resources, 

and is financially secure (representing status-resources, these were accompanied by ‘or 

potential to achieve’ in parentheses as per Fletcher et al., 1999); and trustworthiness, 

supportive, understanding, and warmth (representing warmth-trustworthiness). 

Procedure. Participants were informed that the study involved facial evaluations and 

that the task was self-paced, but to rely on their first impressions (Sutherland et al., 2013; 

Todorov, Mandisodza, Goren, & Hall, 2005). Participants completed six practice trials, rating 

faces randomly selected from the database, and then rated all 1,000 images, in a random 

order, on a single trait. Ten participants (five male) were randomly assigned to rate one of 

two traits: vitality and resources. Ratings for the remaining 10 traits were already available 

from previous studies using the same procedure (South Palomares et al., 2018; South 

Palomares & Young, 2017; Sutherland et al., 2013, 2016). Ratings were given for a specific 

trait (e,g, 'vitality'); partner preferences per se were not mentioned. Ratings were made on a 
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1-7 Likert scale. Images remained on the screen while participants made their judgement. The 

inter-trial interval was 750 ms. On completion, participants were debriefed and reimbursed 

with a small payment. The task was programmed using E-Prime 2.0 (Psychology Software 

Tools, Pittsburgh, USA) and took 60 minutes. 

Results 

There was good internal consistency of trait judgements across raters for all 12 traits 

(Cronbach’s alphas over .72; Nunnally & Bernstein, 1994), in line with previous studies (e.g. 

Sutherland et al., 2013). We do not seek to maintain that these evaluations are valid, given 

that previous studies (Jenkins et al., 2011; Sutherland, Young, & Rhodes, 2017; Todorov & 

Porter, 2014) have shown that evaluations are often image-specific (the same person can look 

trustworthy in one photograph and untrustworthy in another photograph). What matters here 

is that the internal consistency of ratings of each image allows meaningful factor analysis to 

probe the underlying structure. 

We explored the underlying structure of the traits by creating an average rating for 

each trait from each image. Following the procedure used by Sutherland et al. (2013), a factor 

analysis was carried out on the ratings of the photographs to model the structure of the 12 

partner preference traits as represented by face images. Factor analysis was preferred to 

principal components analysis (PCA) since it is better than PCA for model building as it 

attempts to model the structure between the variables and contains an estimation of error 

(Fabrigar, Wegener, MacCallum, & Strahan, 1999). 

The value for the Kaiser-Meyer-Olkin measure of sampling adequacy was .89 and 

Bartlett’s test of Sphericity was 𝜒!(66)  =  12875.26, 𝜌 < .001, indicating that a factor 

analysis was suitable. Regarding factor extraction, four criteria were used to be as objective 

as possible: Kaiser’s criterion, the scree test (Fabrigar et al., 1999; Kline, 1994; O’Connor, 

2000), a parallel analysis (Horn, 1965), and Velicer’s (1976) minimum average partial 
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analysis. All four criteria revealed a three-factor solution. To examine the factor structure, a 

direct oblimin rotation on the principal axis factor analysis was conducted. An oblique 

rotation was used to avoid forcing the factors to be orthogonal and we interpreted loadings 

above .50. Table 1 shows the structure matrix, which depicts correlations between the factors 

and variables. 

 

Table 1. Structure matrix of a principal axis factor analysis with direct oblimin rotation for 

trait ratings of faces in Study 1. The first four traits were derived from Fletcher et al.’s 

(1999) vitality-attractiveness factor, the next four represented status-resources, and the last 

four warmth-trustworthiness. 

Trait Factor 1 Factor 2 Factor 3 

Sexy .21 .31 .95 

Attractiveness .36 .33 .93 

Vitality .75 .39 .78 

Adventurous .63 .23 .71 

Good job .30 .81 .39 

Status .40 .90 .35 

Resources .35 .92 .30 

Financially secure .28 .92 .09 

Trustworthiness .88 .46 .42 

Supportive .92 .33 .36 

Understanding .87 .41 .30 

Warmth .93 .25 .19 

Note: substantial loadings (over .50) are in bold. 

Overall, factor one primarily represented what Fletcher et al. (1999) considered to be 

warmth-trustworthiness traits, factor two represented status-resources traits, and factor three 

represented vitality-attractiveness traits. The exceptions were that, whilst vitality and 

adventurous were traits selected to represent the vitality-attractiveness factor, they also 

loaded strongly on warmth-trustworthiness. The scale reliability for traits loading over .50 

was calculated for each factor and revealed good reliability, with Cronbach’s alphas over .90 

for each factor (i.e., traits loading strongly on each factor did reliably represent these factors).  

Following an oblique rotation, the variance accounted for by each factor cannot be 
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identified. However, to ascertain model robustness, we also conducted a PCA, which derived 

an almost identical three-factor structure and revealed that factor 1 accounted for 53% 

variance, factor 2 accounted for 19% variance, and factor 3 accounted for 15% variance. To 

further test model robustness, various other analyses were conducted, including a maximum 

likelihood factor analysis with promax rotation, an alpha factor analysis with direct oblimin 

rotation, a PCA with orthogonal rotation, and a split half analysis, which again derived 

almost identical three-factor structures. Hence, the three-factor solution is not dependent on 

the specific analysis conducted. Furthermore, since the traits vitality and adventurous loaded 

strongly on two factors in the three-factor solution, a principal axis factor analysis with a 

direct oblimin rotation to extract four factors was conducted to determine whether a four-

factor solution would be more adequate. The fourth factor accounted for 1% of the variance 

and contained only one trait loading over .50. Therefore, it seems reasonable to infer that a 

three-factor solution best represents the traits selected to correspond with Fletcher et al.’s 

(1999) verbal questionnaire partner preference factors. 

Study 1 used traits intended directly to represent Fletcher et al.’s (1999) partner 

preference model, by selecting traits representing the factor labels of this model (i.e., warmth 

and trustworthiness for the warmth-trustworthiness factor) alongside other high loading traits. 

A previous study by South Palomares et al. (2018) already created a model using traits taken 

from Fletcher et al.’s (1999) model, but without including the factor labels as traits. Hence, it 

is relevant to examine the overlap between the structure of facial impressions of traits from 

Study 1 and the face-related factor weightings from South Palomares et al. (2018). To make 

this comparison, a factor score for each of the 1,000 images was calculated to represent its 

loadings on each of the three factors of the face-related partner preference model derived 

from the Study 1 factor analysis. These image-specific factor scores were correlated with 

equivalent factor scores indexing the three face-related factors for the same 1,000 
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photographs taken from South Palomares et al. (2018). High correlations (rs > .96, ps < 

.001, ns = 1,000) were found between (1) the warmth-trustworthiness factors, (2) the status-

resources factors, and (3) the vitality-attractiveness factors (see Figure 2). These data are 

sufficient to establish a strong correspondence between the factors underlying these two face-

related models. 

 

Figure 2. Correlations between the face-related model from South Palomares et al. (2018) 

and the factor scores for the face-related model derived from potential partner preference-

related traits from Fletcher et al. (1999) in Study 1. These are presented in terms of the 

strength of correlation. All correlations (N = 1,000 images in each correlation) were 

significant at p < .001. The strongest correlations are between (1) the warmth-

trustworthiness factors; (2) the status-resources factors; and (3) the vitality-attractiveness 

factors. 

 

Discussion 

Study 1 examined the potential of using ambient images as measures of Fletcher et 



PARTNER PREFERENCE MEASURES 

 

13 

al.’s (1999) partner preference factors, with 12 traits selected to directly represent the factors 

Fletcher et al. derived from self-report questionnaires. Findings revealed that all traits could 

be consistently estimated from face images and a factor analysis of the face ratings revealed a 

three-factor structure, largely overlapping with Fletcher et al.’s factors. The main difference 

was that for face images the traits adventurous and vitality loaded strongly on both vitality-

attractiveness and warmth-trustworthiness factors. This pattern was also noted by South 

Palomares et al. (2018), who used a different selection of traits to arrive at a very similar 

model (see Figure 2). It seems that a subset of facial cues related to adventurousness and 

vitality overlap with those cues used to represent traits linked to both vitality-attractiveness 

and warmth-trustworthiness. Yet, when considering adventurous and vitality traits in the 

abstract (based on a verbal measure), these traits may appear quite distinct from traits related 

to warmth-trustworthiness. Further research might usefully explore this potentially interesting 

difference between facially-derived and verbally-derived models. For convenience, we will 

therefore refer later to the factors derived from Study 1 as face-related partner preference 

factors.  

Study 2 explored how explicit evaluations of partner preferences from ambient face 

images would relate to the underlying structure and component traits from Study 1, and how 

these facial preferences would relate to preferences expressed through a standard verbal self-

report questionnaire. 

Study 2 

Study 1 identified a strong correspondence between the underlying structure of traits 

related to partner preferences seen in ambient images of faces and Fletcher et al.’s (1999) 

verbal self-report partner preference factors. However, this correspondence was derived from 

trait-specific ratings obtained in contexts that did not mention partner preferences per se. In 

Study 2, heterosexual participants rated 500 opposite-sex ambient images based on how 



PARTNER PREFERENCE MEASURES 

 

14 

interesting they found each face in terms of being their ideal partner, and they also completed 

Fletcher et al.'s (1999) questionnaire. We examined (1) how the facial partner preferences of 

individual participants would relate to the factor structure found in Study 1, and (2) how 

facial partner preferences relate to partner preferences from the questionnaire. 

Method 

Participants. Fifty participants, university students, were recruited via the University 

(50% male, mean age of 21 years, SD = 3.66). Participants were self-reported heterosexual 

native English speakers, raised in a Western environment. The participants provided written 

consent to procedures approved by the Ethics Committee of the University Psychology 

Department. Participants did not take part in the other reported studies.  

Face images. The same database described for Study 1. 

Verbal questionnaire measure. The Ideal Partner Scale (Fletcher et al., 1999) is a 

widely-used measure of verbal self-report partner preferences with good internal reliability, 

test-retest reliability, and convergent and predictive validity (Fletcher et al., 2000, 1999). 

Participants rate items on their importance for describing their ideal partner in a close 

relationship (1: very unimportant – 7: very important): sexy, nice body, attractive appearance, 

good lover, outgoing, and adventurous (representing vitality-attractiveness); successful, nice 

house, financially secure, dresses well, and good job (representing status-resources, each 

accompanied by ‘or potential to achieve’ in parentheses); and kind, supportive, 

understanding, considerate, sensitive, and good listener (representing warmth-

trustworthiness). 

Procedure. Participants were informed that the study involved romantic facial 

evaluations and that the task was self-paced, but to rely on their first impressions (South 

Palomares et al., 2018; South Palomares & Young, 2017; Sutherland et al., 2013; Todorov et 

al., 2005). Participants rated opposite-sex faces on: “Rate each person on how interesting you 



PARTNER PREFERENCE MEASURES 

 

15 

find them in terms of being your ideal partner in a close relationship (e.g., dating, living 

together, or married)”, using a seven-point Likert scale (1: not interesting – 7: very 

interesting). Participants completed six practice trials, rating faces randomly selected from 

the database, and then rated 500 images in a random order. Images remained on the screen 

until participants had made their judgement and the inter-trial interval was 750 ms. 

Participants then completed the Ideal Partner Scale (Fletcher et al., 1999). On completion, 

participants were debriefed and reimbursed with a small payment. The task was programmed 

using E-Prime 2.0 (Psychology Software Tools, Pittsburgh, USA) and took 30 minutes. 

Results 

Study 2, firstly, investigated how facial partner preferences would relate to the 

underlying factor structure and component traits from Study 1. Secondly, Study 2 examined 

how partner preferences from faces relate to verbally expressed preferences from the 

questionnaire. 

To establish which traits accounted for most of the variance in partner preference 

ratings of faces, we took the partner preference ratings to each image for each individual 

participant in Study 2 and correlated these with the overall mean rating achieved by the same 

images (in the data of Study 1) for each of the 12 traits from Study 1. For example, a 

participant would have rated 500 images as potential partners in Study 2, and we correlated 

these 500 ratings with the averaged rating for each image across each of the 12 traits from 

Study 1, leading to 12 correlations per participant. Our reasoning was that the size of these 

correlations would reflect the extent to which each trait might be involved in the facially-

derived partner preference evaluation. Hence if, for instance, a participant valued warmth-

trustworthiness then we would expect substantial correlations with the traits trustworthiness, 

supportive, understanding, and warmth. 

Figure 3 presents these individual participant correlations. The correlations for the 
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four vitality-attractiveness traits revealed moderate-to-strong relationships between these 

traits and the partner preference face ratings. In contrast, the correlations for the four status-

resources traits and the four warmth-trustworthiness traits revealed only weaker relationships. 

 

 

 

Figure 3. Correlations between individual participant partner preference face ratings to 500 

opposite-sex ambient faces in Study 2 and the overall mean trait ratings for the face-related 

factors derived from Study 1. Higher r values for traits indicate these are prioritised in 

participants’ partner preferences. Circles represent data for individual participants, squares 

represent mean r values. 

 

The R
2
 values of the individual participant correlations across the four traits 

representing each factor showed that vitality-attractiveness traits were prioritised and 
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accounted for up to 66% (M = 32%, SD = 0.02) of the variance in facial partner preferences. 

In contrast, the status-resources and warmth-trustworthiness traits respectively accounted for 

a mean 5% (SD = .02, maximum variance = 20%) and 3% (SD = .01, maximum variance = 

20%) of the variance in facial preferences. Hence, vitality-attractiveness concerns were more 

salient than status-resources or warmth-trustworthiness concerns when evaluating faces on 

partner preferences. 

To explore the correspondence between facial and verbal questionnaire-based partner 

preferences, we derived weighted scores for each participant’s reliance on the three face-

related factors identified in Study 1 in making their facial partner preference judgements. To 

obtain a weighted score for each participant’s preference ratings of the individual faces that 

could be related to the face-related factors, data from Study 1 were used to compute weighted 

factor scores representing a loading for each factor in each image. Each participants’ partner 

preference ratings of the face images presented in Study 2 was then correlated with each of 

these factor scores. Correlations were transformed using Fisher’s z (Fisher, 1915) for 

statistical analyses. They are summarised (as Fisher’s z scores) in the upper panel of Figure 4, 

which shows that the face-related vitality-attractiveness factor accounted for most of the 

variance in partner preference face ratings. Indeed, every one of our 50 participants 

prioritised vitality-attractiveness, suggesting it is an overriding concern. 
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Figure 4. Mean Fisher’s z-transformed correlations of partner preferences in Study 2 for 

ambient faces with face-related factors (top panel), and mean verbally expressed partner 

preferences from Fletcher et al.’s (1999) questionnaire scale (bottom panel). Larger Fisher’s 

z face scores and larger verbal questionnaire partner preference scores reveal a greater 

preference for a particular factor. 
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Regarding the verbal questionnaire preferences, each participant’s mean score from 

the Ideal Partner Scale was calculated for each of the three verbal factors (summarised in the 

lower panel of Figure 4). To examine the correspondence between facial and verbal 

questionnaire preferences, the partner preference Fisher’s z scores for faces and the 

questionnaire preference scores were subjected to a repeated-measures 3 x 2 ANOVA 

between the partner preference factors (vitality-attractiveness, status-resources, and warmth-

trustworthiness) and stimuli (face images, verbal questionnaire measure). The model did not 

violate sphericity. The ANOVA revealed a significant interaction effect between factors and 

stimuli 𝐹 2, 98 =  82.93,𝑀𝑆𝐸 = 27.13,𝑝 <  .001, 𝜂!
!
= .63 . This interaction represents 

the key finding as it reveals differences between the patterns of preferences expressed to 

faces and the verbal questionnaire. There was also a significant main effect of factors 

𝐹 2, 98 =  100.29,𝑀𝑆𝐸 = 32.85,𝑝 <  .001, 𝜂!
!
= .67  and a main effect of stimuli 

𝐹 1, 49 =  3692.50,𝑀𝑆𝐸 = 1637.96,𝑝 <  .001, 𝜂!
!
= .99  that simply reflects the 

difference between the ranges of the facial and verbal questionnaire scales.  

Examination of the critical interaction between partner preference factors and stimuli 

using Bonferroni’s adjustment for multiple pairwise comparisons revealed that, for 

preferences measured using faces, participants prioritised vitality-attractiveness relative to 

status-resources and warmth-trustworthiness (ps < .001, see Figure 4). There was no 

significant difference between the face-related status-resources and warmth-trustworthiness 

factors (p = .223). For verbal questionnaire preferences, participants prioritised warmth-

trustworthiness, followed by vitality-attractiveness, with status-resources ranking last. There 

were significant differences (ps < .001) between each of the verbal questionnaire factors. 

Discussion 

Study 2 examined (1) how explicit facial partner preferences relate to the component 

traits and factors from Study 1, and (2) the relationship between preferences measured to 
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faces and the verbal self-report questionnaire. Findings revealed that vitality-attractiveness 

concerns dominated both male and female participants’ facial partner preferences, yet, 

warmth-trustworthiness was prioritised in participants’ verbal questionnaire preferences. The 

questionnaire findings correspond with previous self-report studies (e.g., Buss, 1989; Fletcher 

et al., 1999, 2004; Li et al., 2002), where participants also typically prioritise warmth-

trustworthiness. Hence, it can be inferred that face stimuli and verbal questionnaire self-

report measures capture different elements of preferences. 

Importantly, physical attractiveness is not necessarily the strongest social signal 

offered by faces. Instead, valence/warmth/trustworthiness forms the most salient dimension 

in many facial first impressions studies (including Study 1 here), not attractiveness 

(Oosterhof & Todorov, 2008; Sutherland et al., 2013; Vernon et al., 2014). We will discuss 

later possible reasons why people may prioritise facial attractiveness for potential partners. 

Study 2 used adult faces unconstrained on age, but many studies link attractiveness to 

age (Henss, 1991; Jones & Hill, 1993; Matts, Fink, Grammer, & Burquest, 2007; Sutherland 

et al., 2013; Tatarunaite, Playle, Hood, Shaw, & Richmond, 2005). Hence, given our young 

adult participants (mean age: 21 years), we thought it necessary to test whether the emphasis 

on vitality-attractiveness that we found may have been a by-product of their ruling out the 

older-looking faces. Some research also suggests that younger participants do not 

discriminate well between the ages of faces older than themselves (van Rijsbergen, Jaworska, 

Rousselet, & Schyns, 2014), underscoring the need to test in Study 3 whether young adults 

still prioritise vitality-attractiveness when evaluating relatively youthful-looking faces. 

Study 3 

Study 2 revealed that when rating faces unconstrained on age all participants 

prioritised vitality-attractiveness in their partner preference face ratings whereas, in contrast, 

their verbal questionnaire preferences prioritised warmth-trustworthiness. Study 3 examined 
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whether the patterns of facial preferences of our young adult participants would change if the 

stimuli were themselves more youthful in appearance. Although we had a sizeable sample of 

500 ambient images of each sex in our complete set of stimuli, the constraints of using only 

the more youthful-looking opposite-sex images would have reduced the numbers of stimuli to 

the point where we were concerned that the potential advantages of the ambient image 

method might be lost. We therefore used image-averaging techniques to create relatively 

youthful face averages from images scoring high or low on vitality-attractiveness, status-

resources, and warmth-trustworthiness. 

Averaging sets of ambient images can create face-like prototype images that maintain 

the consistent cues governing the perception of particular traits (South Palomares et al., 2018; 

South Palomares & Young, 2017; Sutherland et al., 2013; Sutherland, Rhodes, et al., 2017). 

We used the same tactic to create averages of 10 ambient images of young adults with high or 

low weightings on the factor in question, which were then evaluated on partner preferences 

by a new group of student participants. Hence, our interest was in whether participants would 

still prioritise the face-related vitality-attractiveness partner preference factor relative to 

status-resources and warmth-trustworthiness. As in Study 2, we also examined the 

correspondence between facial and verbal questionnaire preferences. 

Method 

Participants. Forty participants, university students, were recruited via the University 

(50% male, mean age of 21 years, SD = 4.00). Participants were self-reported heterosexual 

native English speakers, raised in a Western environment. The participants provided written 

consent to procedures approved by the Ethics Committee of the University Psychology 

Department. Participants did not take part in the other reported studies. 

Face-like images. Using the factor loadings for each image from Study 1, we 

followed a previously adopted procedure (South Palomares et al., 2018; South Palomares & 
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Young, 2017; Sutherland et al., 2013) to create face-like averaged images representing high 

and low levels of each factor using PsychoMorph (Tiddeman, Burt, & Perrett, 2001). Each 

image in Figure 5 was made by averaging the 10 highest and lowest loading images on the 

relevant factor, then the 10 next highest and 10 next lowest loading images, and so on. Only 

images representing male or female younger adults were selected, based on age ratings from 

Santos & Young (2005, 2008, 2011) in which participants rated the 1,000 face stimuli on age 

using a Likert scale (1: young adult to 7: old adult). Stimuli with average ratings less than or 

equal to 4.00 were selected to ensure that the images represented young adults. 
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Figure 5. Stimuli used in Study 3. These are averaged youthful-looking face images. Each 

average is made from 10 ambient images representing relatively high (left panels) and 

relatively low (right panels) levels of the face-related factors identified in Study 1. Averages 

created from male images are shown in the upper panels and female images in the lower 

panels. 

 

Verbal questionnaire measure. The study used the same Ideal Partner Scale 

described for Study 2. 

Procedure. All procedural details were the same as Study 2, excepting that 

participants rated partner preferences for 30 opposite-sex face-like averaged images twice in 

a random order. The task took 10 minutes. 

Results 

Because Study 3 used averaged images we needed to use a different measure from 
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Studies 1 and 2. To obtain a score for each participant’s ratings of the face-like images in 

terms of the three face-related partner preference factors, a difference score was calculated 

based on the individual participant’s mean difference in their partner preference ratings for 

the high and low face-like average images relating to each factor. For example, for the 

vitality-attractiveness images, the mean rating for the five low vitality-attractiveness averaged 

images was subtracted from the mean rating for the five high vitality-attractiveness images. 

This mean rating difference score was calculated separately per factor and per participant. 

Higher difference scores reflect more emphasis of a given factor in the rated partner 

preferences. For instance, if Peter rates high vitality-attractiveness faces as very interesting in 

terms of being his ideal partner (7: very interesting) and Peter is not interested in images low 

in vitality-attractiveness (1: not interesting), Peter’s difference score would be the maximum 

possible of +6, reflecting a strong preference for vitality-attractiveness. 

Using this measure all participants, except one, prioritised vitality-attractiveness 

(vitality-attractiveness mean: 3.25; status resources mean: 0.86; warmth-trustworthiness 

mean: 1.10) for faces. Concerning the verbal questionnaire preferences, individual participant 

mean scores from the Ideal Partner Scale were calculated for each factor, as in Study 2: 

vitality-attractiveness mean: 5.00; status resources mean: 4.09; warmth-trustworthiness mean: 

6.15).  Figure 6 summarises data for the facial and verbal questionnaire partner preference 

measures.  
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Figure 6. Partner preferences for youthful adult face-like averaged images (top panel) and 

verbal questionnaire partner preferences (bottom panel) in Study 3. Larger face difference 

scores and higher verbal questionnaire preference scores reveal a greater preference for a 

particular factor. 
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To explore the correspondence between facially derived and verbally expressed 

partner preferences, individual participants’ mean face difference scores and their verbal 

questionnaire scores were subjected to a repeated-measures 3 x 2 ANOVA of the partner 

preference factors (vitality-attractiveness, status-resources, and warmth-trustworthiness) and 

stimuli (face images, verbal questionnaire measure). A Greenhouse-Geisser correction was 

used as the model violated sphericity. This ANOVA revealed a significant interaction effect 

between factors and stimuli 𝐹 1.73, 67.60 =  46.00,𝑀𝑆𝐸 = 63.07,𝑝 <  .001, 𝜂!
!
= .54 . 

This interaction represents the key finding, as it reveals differences between the patterns of 

partner preferences expressed to facial and verbal questionnaire stimuli. Despite the change 

in stimuli and measure for the face-based part of Study 3, the overall pattern of findings 

closely resembled those from Study 2 (see Figure 6). There was, also, a significant main 

effect of factor 𝐹 1.91, 74.41 =  68.85,𝑀𝑆𝐸 = 59.95,𝑝 <  .001, 𝜂!
!
= .64  and a 

significant main effect of stimuli 𝐹 1.00, 39.00 =  323.56,𝑀𝑆𝐸 = 671.45,𝑝 <

 .001, 𝜂!
!
= .89 . Examination of the critical interaction between partner preference factors 

and stimuli using Bonferroni’s adjustment revealed similar results to Study 2: for preferences 

measured using faces, participants prioritised vitality-attractiveness relative to status-

resources and warmth-trustworthiness (ps < .001, see Figure 6). There was no significant 

difference between the face-related status-resources and warmth-trustworthiness factors (p = 

.79). For verbal questionnaire preferences, participants prioritised warmth-trustworthiness, 

followed by vitality-attractiveness, with status-resources ranking last. There were significant 

differences (ps < .01) between each of the verbal questionnaire factors. 

 

Discussion 

Study 3 investigated partner preferences for relatively youthful-looking averaged 
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face-like images and how these relate to preferences from the verbal questionnaire. As for 

Study 2, facial and verbal questionnaire preferences were not comparable. Participants 

strongly prioritised vitality-attractiveness in measures of partner preferences using these more 

youthful-looking face-like stimuli, yet, they prioritised warmth-trustworthiness in their verbal 

preferences. We will discuss later possible reasons for the disparity between facial and verbal 

questionnaire preferences. The fact that this research replicated the pattern of findings using 

different stimuli (Study 2: ambient images; Study 3: averaged images) lends confidence in 

the generality of the effect. 

Given the consistency of the dominance of physical attractiveness in partner 

preference ratings to faces found in Studies 2 and 3, we were interested in whether this is an 

inevitable concomitant of judging partner preferences, or whether more nuanced evaluations 

might be possible if other partner preference-related factors are foregrounded by the task 

instructions. Study 4, therefore, explored whether potential partner preferences for faces are 

dominated by physical attractiveness even when other potentially important factors are made 

salient. 

Study 4 

Studies 2 and 3 found that participants prioritise vitality-attractiveness when rating 

ambient face images and youthful-looking averaged faces as potential partners. Study 4 

examined whether the factors influencing potential partner preferences to faces can be 

changed by asking participants to focus on a particular relationship type. Participants rated 

opposite-sex faces on their partner preferences for a specific relationship type. We were 

interested in establishing whether facial preferences are sufficiently flexible that they can 

shift when different specific relationship types are made salient. Relationship descriptors 

were selected based on a preliminary study: exciting for a relationship based on vitality-

attractiveness, lavish for a relationship needing status-resources, and loyal for a relationship 
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grounded in warmth-trustworthiness.  

Method 

Participants. Sixty participants, university students, were recruited via the University 

(50% male, mean age of 21 years, SD = 3.02). Participants were self-reported heterosexual 

native English speakers, raised in a Western environment. The participants provided written 

consent to procedures approved by the Ethics Committee of the University Psychology 

Department. Participants did not take part in the other reported studies. 

Relationship descriptors. Three relationship descriptors were chosen to represent the 

partner preference factors based on a preliminary study in which participants rated 

descriptors we thought might represent each factor (vitality-attractiveness descriptors: 

exciting, fun, and passionate; status-resources descriptors: lavish, extravagant, and luxurious; 

and warmth-trustworthiness descriptors: loyal, intimate, and committed). One descriptor was 

selected to represent each factor based on a repeated-measures ANOVA between factor and 

descriptor. For instance, the loyal descriptor obtained significantly higher ratings on a 

warmth-trustworthiness relationship relative to its ratings on vitality-attractiveness or status-

resources relationships. The selected descriptors were: vitality-attractiveness - exciting; 

status-resources - lavish; and warmth-trustworthiness - loyal. 

Face images. The same database described for Study 1. 

Procedure. Participants rated each of 500 opposite-sex images for "how interesting 

you find them in terms of being your ideal partner in a LOYAL close relationship (e.g., 

dating, living together, or married)”. The word “loyal” was replaced with the relevant 

relationship descriptor (exciting, lavish, or loyal) as appropriate. All other procedural details 

were the same as for Study 2, except that groups of 20 participants (10 male) were randomly 

assigned to rate images based on one of the three relationship types to avoid carry-over 

effects (Rhodes, 2006). 
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Results 

This study investigated how facial partner preferences as a function of relationship 

type relate to the underlying factor structure and component traits from Study 1. As per Study 

2, we took the partner preference ratings to each of 500 images for each participant, separated 

by relationship type, and correlated these with the overall mean rating achieved by the same 

images (data from Study 1) for each of the 12 traits used in Study 1. 

Figure 7 presents these individual participant correlations for each relationship type. 

Independent of relationship type, the correlations for the four vitality-attractiveness traits 

revealed moderate-to-strong relationships between these traits and the partner preference face 

ratings. In contrast, the four status-resources traits and the four warmth-trustworthiness traits 

revealed only weak relationships. Almost every one of the 60 participants prioritised the face-

related vitality-attractiveness factor, regardless of relationship type, indicating once more that 

vitality-attractiveness was largely an overriding concern. 
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Figure 7. Correlations between individual participant partner preference face ratings for an 

exciting relationship (top panel), a lavish relationship (middle panel), and a loyal 

relationship (bottom panel) to opposite-sex ambient face images in Study 4 and the overall 

mean trait ratings for the face-related factors derived from Study 1. Higher r values for traits 

indicate these are prioritised in participants’ partner preferences. Circles represent data for 

individual participants, squares represent mean r values.  

 

The R
2
 values of the individual participant correlations across the four traits 

representing each face-related factor, separated by relationship type, revealed that vitality-

attractiveness traits were prioritised and overall accounted for up to 64% (M = 30%, SD = 

0.15) of the variance in facial partner preferences, independent of relationship type. In 

contrast, the status-resources and warmth-trustworthiness traits respectively accounted for a 

mean 4% (SD = .05, maximum variance = 22%) and 4% (SD = .07, maximum variance = 

44%) of the variance in facial preferences. Therefore, vitality-attractiveness dominated facial 

partner preferences, independent of relationship type. 

To examine facial partner preferences in terms of relationship type using the face-

related factors derived from Study 1, we again calculated weighted scores for each 

participant’s reliance on the three face-related factors identified in Study 1 and then 

correlated participants’ partner preference face ratings from Study 4 (for their assigned 

relationship) with these factor scores. The resulting partner preference correlations were 

transformed using Fisher’s z (Fisher, 1915) and subjected to a mixed 3 x 3 ANOVA between 

relationship type (exciting, lavish, and loyal) and partner preference face-related factor 

(vitality-attractiveness, status-resources, and warmth-trustworthiness). A Greenhouse-Geisser 

correction was used as the model violated sphericity. Data are presented in Figure 8. There 

was no significant interaction effect between relationship and factor 𝐹 2.96, 84.24 =
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 2.02,𝑀𝑆𝐸 = 0.07,𝑝 =  .118, 𝜂!
!
= .07 . This lack of an interaction represents the key 

finding, revealing that participants did not shift their partner preferences in accordance with 

the type of relationship specified in the task instructions. Findings, further, revealed a 

significant main effect for factor 𝐹 1.48, 84.24 =  281.20,𝑀𝑆𝐸 = 9.69,𝑝 <  .001, 𝜂!
!
=

.83 , but not for relationship 𝐹 2, 57 =  1.10,𝑀𝑆𝐸 = 0.04,𝑝 =  .340, 𝜂!
!
= .04 . Pairwise 

comparisons using Bonferroni’s adjustment revealed that participants prioritised vitality-

attractiveness relative to status-resources and warmth-trustworthiness (ps < .001) with no 

significant difference between the status-resources and warmth-trustworthiness factors (p = 

.089). These findings are consistent with findings from Studies 2 and 3, revealing that 

individuals prioritise vitality-attractiveness.  
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Figure 8. Mean Fisher’s z-transformed correlations of partner preferences in terms of 

relationship type in Study 4 for ambient faces, as a function of the face-related factors from 

Study 1. Larger Fisher’s z face scores reveal a greater preference for a particular factor. 

 

Discussion 

Study 4 examined the malleability of partner preferences to faces as a function of 

relationship type (exciting, lavish, or loyal, chosen to emphasise the different factors of 

vitality-attractiveness, status-resources, and warmth-trustworthiness respectively). Regardless 

of relationship type, participants prioritised vitality-attractiveness in their facial preferences. 

Hence, prioritising attractiveness in a first impression of a potential partner's face may be a 

difficult tendency to overcome. Studies 2 to 4 found little influence of the status-resources 
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and warmth-trustworthiness face-related partner preference factors we had identified in Study 

1, with all facial preference judgements being dominated by vitality-attractiveness. 

General Discussion 

Study 1 showed that it might in principle be possible to use responses to faces as 

measures of Fletcher et al.’s (1999) verbal questionnaire self-report partner preference factors 

by demonstrating that the traits and factors identified by Fletcher et al. (1999) can also be 

seen in images of faces, with a comparable underlying three-factor structure. However, when 

Studies 2 and 3 evaluated how explicit judgements of facial partner preferences actually 

relate to verbally expressed preferences from questionnaire responses, it was clear that they 

did not correspond. Instead, physical attractiveness traits were found to dominate the 

evaluations of faces for nearly all participants, with little role for the other traits or factors. 

Study 4 investigated whether it might be possible for the different factors to be used more 

flexibly in facial partner preferences, by asking participants to focus on a type of relationship 

that was linked to a specific factor, but again facial attractiveness dominated their 

evaluations. 

 This dominance of facial attractiveness led to poor correspondence between facial 

and verbal questionnaire measures of partner preference. Verbally expressed self-reported 

preferences measured by Fletcher et al.’s (1999) questionnaire involved a relatively balanced 

mix of evaluations involving all three factors, but with a tendency to emphasise warmth-

trustworthiness (see Figures 4 and 6). This pattern contrasted strikingly with the consistently 

strong emphasis on vitality-attractiveness in evaluating faces (Figures 3, 4, 6, 7, and 8).  

This disparity in the role of physical attractiveness between verbally and facially-

derived partner evaluations needs to be explained. For verbal preferences, our findings 

correspond with previous questionnaire-based/self-report research (e.g., Buss, 1989; Fletcher 

et al., 1999, 2004; Li et al., 2002), where participants typically prioritise warmth-
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trustworthiness, then vitality-attractiveness and status-resources. Thus, facial and verbal self-

report measures may capture different elements of preferences.  

Quick evaluations of everyday faces image are frequent in online contexts; for this 

reason, our approach was grounded in facial first impressions research. This research reveals 

that, as we also found in Study 1, a combination of 

warmth/trustworthiness/approachability/valence emerges as the factor that generally accounts 

for the largest proportion of the variance in facial first impressions (Oosterhof & Todorov, 

2008; Sutherland et al., 2013; Vernon et al., 2014), and that the evaluation of warmth-related 

traits is easily achieved from even a brief glimpse of a face (South Palomares & Young, 

2017; Todorov, Pakrashi, & Oosterhof, 2009; Willis & Todorov, 2006). Yet, the present 

findings revealed that it was vitality-attractiveness (rather than warmth-trustworthiness) 

which dominated facial partner preferences. The extent to which vitality-attractiveness is 

prioritised in partner preferences above other traits that are easily seen in faces is, therefore, 

an interesting and important phenomenon. 

Two broad theoretical approaches may be relevant to understanding the salience of 

facial attractiveness in partner preferences. The first approach derives from Dion, Berscheid, 

and Walster’s (1972) observations of a halo effect of attractiveness on a wide range of social 

judgements. Notably, relative to less attractive people, attractive people are perceived to be 

better romantic partners (Dion et al., 1972) and to have better job prospects (Chiu & 

Babcock, 2002; Marlowe, Schneider, & Nelson, 1996), showing that the attractiveness halo 

can permeate more than one of the Fletcher et al. (1999) factors. However, in other contexts 

where facial attractiveness can have a clear influence, such as electoral success (Berggren, 

Jordahl, & Poutvaara, 2010), other factors besides attractiveness also show substantial 

influences (Chen, Jing, & Lee, 2014; Todorov et al., 2005). Similarly, other work using the 

same stimuli as our experiments has shown that facial evaluations in the non-romantic 
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context of judging occupations draw flexibly on different traits in ways which reflect the 

stereotypical attributes associated with particular social groups (Oldmeadow, Sutherland, & 

Young, 2013). This was not the case here. Instead, nearly all participants in Studies 2 to 4 

relied heavily on vitality-attractiveness in evaluating partner preferences from faces, with the 

other factors of status-resources and warmth-trustworthiness accounting for little of the 

variance in responses. Taking these findings together, it is clear that the emphasis on vitality-

attractiveness in potential partner preferences to faces is not due to vitality-attractiveness 

being intrinsically more salient, relative to other traits or factors, in any face evaluation 

context. Rather, the findings underscore the point that, whilst vitality-attractiveness 

dominates romantic evaluations of faces, it does not dominate many non-romantic 

evaluations. 

The second theoretical approach links physical attractiveness to mechanisms of sexual 

selection (Fink & Penton-Voak, 2002; Rhodes, 2006). For example, Symons (1979) 

compared attractiveness to a ‘health certificate’ providing cues to fertility and resistance to 

environmental and genetic stressors (Jasienska, Lipson, Ellison, Thune, & Ziomkiewicz, 

2006; Lassek & Gaulin, 2008; Møller, 1999; see Rhodes, 2006, for a review). Nonetheless, it 

is clear that some aspects of attractiveness are learnt (Dotsch, Hassin, & Todorov, 2016; 

Perrett et al., 2002) and these learnt preferences can lead to inter-individual differences 

(Germine et al., 2015). It thus seems likely that multiple influences are operating 

(Maestripieri, Henry, & Nickels, 2017). 

Within the romantic domain, then, there are a number of reasons why attractiveness-

related traits may be differentially salient on first acquaintance, compared to benefits derived 

from prioritising traits linked to status-resources or warmth-trustworthiness. In contrast, 

studies of verbally expressed self-reports of partner preferences emphasise that other factors 
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including cultural influences and personal priorities come into play (Zentner & Mitura, 

2012).  

Our studies applied a relatively novel measure of partner preferences offering 

ecological validity through using ambient images, which can capture the role of cues that 

might be absent in standardised images (Burton, Jenkins, & Schweinberger, 2011; Jenkins et 

al., 2011). Nonetheless, standardised images remain useful in improving sensitivity to detect 

small effects and in manipulating images to determine causal effects. A strength of the 

present research is the complementary use of ambient and averaged face-like images to show 

that multiple interacting cues may contribute to partner preferences. In Studies 2 and 4 

ambient stimuli allowed these cues to vary naturally, facilitating the identification of the main 

traits involved in partner preferences, which is a theoretically powerful approach (Sutherland 

et al., 2013; Vernon et al., 2014; Young, 2018). In study 3, averaged images were used to 

emphasise the characteristics common to a specific factor. The complementary use of both 

ambient and standardised images offers a more comprehensive understanding of person 

perception (Sutherland, Rhodes, et al., 2017). 

Whilst our use of everyday face images closely approximates what happens in 

contexts such as online dating and relationships, these contexts are clearly impoverished in 

comparison to face to face encounters. However, other studies have also found that 

attractiveness is prioritised in relatively realistic contexts (Walster, Aronson, Abrahams, & 

Rottman, 1966). Todd et al. (2007, p. 15015) used a speed-dating paradigm to examine men’s 

partner preferences and suggested these “are best described as an avoidance of 

unattractiveness”. Fletcher et al. (2014) asked opposite-sex strangers to engage in a 10-

minute date; they found that vitality-attractiveness was a more salient and a more accurate 

predictor of romantic interest than status-resources or warmth-trustworthiness. Eastwick, 

Luchies, Finkel, and Hunt (2014) revealed that attractiveness predicted partner preferences 
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with a moderate-to-strong effect size whereas earning prospects predicted preferences with a 

small effect size. Hence, the difference between verbal self-reports and facial measures of 

partner preferences may be linked to differences in context and level of processing (e.g., 

abstract and conceptual verbal statements versus more perceptually-driven responses towards 

specific face images), amongst other possible factors. 

Our findings speak directly to the theoretical question of the flexibility of person 

construal. Hassin and Trope (2000) and Macrae and Bodenhausen (2000) emphasised the 

issue of whether perceivers can control the influences of different types of social evaluation. 

Subsequent studies have shown some flexibility to this process (Quadflieg et al., 2011; Quinn 

& Macrae, 2005; Santos & Young, 2005), but our findings suggest the extent of this 

flexibility is task-dependent. When participants rated faces in terms of partner preferences, 

they seemed unable to consider traits beyond vitality-attractiveness, despite their more 

complex verbally expressed preferences. Yet, when judging faces in terms of occupational 

stereotypes, participants can readily use a wide range of evaluative cues (cf. Oldmeadow et 

al., 2013). The remarkable differences in performance between these tasks may offer a useful 

way of approaching questions concerning the factors that govern the flexibility of these 

pervasive social evaluations, and mechanisms of cognitive control more generally. 

To conclude, many relationships begin in contexts where facial impressions will form 

an important source of information (e.g., online dating). Yet, examining first impressions of 

potential partners using naturally occurring images is a relatively novel approach, with 

relationship researchers having primarily used measures based on verbal self-reports. Our 

studies show that although the traits important in theories of partner preferences derived from 

verbal responses can also be seen in faces, participants’ partner preferences to faces are 

largely dominated by attractiveness-related concerns. This dominance of facial attractiveness 

arises even in contexts where it would be important to consider other attributes. Facial and 
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verbal questionnaire preferences do not fully correspond, then, suggesting that these 

measures capture different elements of preferences. The prevalence of online images and 

internet-based relationships make these findings timely and relevant to contexts within and 

beyond the romantic domain. 
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