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Teleportation simulation of bosonic Gaussian channels:

Strong and uniform convergence

Stefano Pirandola, Riccardo Laurenza, and Samuel L. Braunstein
Computer Science and York Centre for Quantum Technologies, University of York, York YO10 5GH, UK

We consider the Braunstein-Kimble protocol for continuous variable teleportation and its ap-
plication for the simulation of bosonic channels. We discuss the convergence properties of this
protocol under various topologies (strong, uniform, and bounded-uniform) clarifying some typical
misinterpretations in the literature. We then show that the teleportation simulation of an arbitrary
single-mode Gaussian channel is uniformly convergent to the channel if and only if its noise matrix
has full rank. The various forms of convergence are then discussed within adaptive protocols, where
the simulation error must be propagated to the output of the protocol by means of a “peeling”
argument, following techniques from PLOB [arXiv:1510.08863]. Finally, as an application of the
peeling argument and the various topologies of convergence, we provide complete rigorous proofs
for recently-claimed strong converse bounds for private communication over Gaussian channels.

I. INTRODUCTION

Quantum teleportation [1–5] is a fundamental opera-
tion in quantum information theory [6–8] and quantum
Shannon theory [9, 10]. It is a central tool for simulat-
ing quantum channels with direct applications to quan-
tum/private communications [11] and quantum metrol-
ogy [12]. In a seminal paper, Bennett et al. [13] showed
how to simulate Pauli channels and reduce quantum
communication protocols into entanglement distillation.
Similar ideas can be found in a number of other inves-
tigations [14–27] (see Ref. [11, Sec. IX] for a detailed
discussion of the literature on channel simulation). More
recently, in 2015, Pirandola-Laurenza-Ottaviani-Banchi
(PLOB) [28] showed how to transform these precursory
ideas into a completely general formulation.

PLOB showed how to simulate an arbitrary quantum
channel (in arbitrary dimension) by means of local opera-
tions and classical communication (LOCC) applied to the
channel input and a suitable resource state. For instance,
this approach allowed one to deterministically simulate
the amplitude damping channel for the very first time.
The LOCC simulation of a quantum channel is then ex-
ploited in the technique of teleportation stretching [28],
where an arbitrary adaptive protocol (i.e., based on the
use of feedback) is simplified into a simpler block version,
where no feedback is involved.

Teleportation stretching is a very flexible technique
whose combination with suitable entanglement measures
(such as the relative entropy of entanglement [29–31])
and other functionals (such as the quantum Fisher in-
formation [32–36]) has recently led to the discovery of
a number of results. For instance, PLOB established
the two-way assisted quantum/private capacities of vari-
ous fundamental channels, such as the lossy channel, the
quantum-limited amplifier, dephasing and erasure chan-
nels [28]. In particular, the PLOB bound of − log(1− τ)
bits per use of a lossy channel with transmissivity τ sets
the ultimate limit of point-to-point quantum communi-
cations or, equivalently, a fundamental benchmark for
quantum repeaters [37–55]. In the setting of quantum

metrology, Ref. [56] used teleportation stretching to show
that parameter estimation with teleportation-covariant
channels cannot beat the standard quantum limit, estab-
lishing the adaptive limits achievable in many scenarios.
Other results were established for quantum networks [57],
such as a quantum version of the max flow/min cut the-
orem. See also Refs. [58–61] for other studies.

It is clear that continuous variable (CV) quantum tele-
portation [5], also known as the Braunstein-Kimble (BK)
protocol [2], is central in many of the previous results and
in several other important applications. The BK proto-
col is a tool for optical quantum communications, from
realistic implementations of quantum key distribution,
e.g., via swapping in untrusted relays [62–65] to more
ambitious goals such as the design of a future quantum
Internet [66, 67]. That being said, the BK protocol is
still the subject of misunderstandings by some authors.
Typical misuses arise from confusing the different forms
of convergence that can be associated with this protocol,
an error which is connected with a specific order of the
limits to be carefully considered when teleportation is
performed within an infinite-dimensional Hilbert space.

In this work, we discuss and clarify the convergence
properties of the BK protocol and its consequences for
the simulation of bosonic channels. As a specific case, we
investigate the simulation of single-mode bosonic Gaus-
sian channels, which can be fully classified in different
canonical forms [68–70] up to input/output Gaussian uni-
taries. We show that the teleportation simulation of a
single-mode Gaussian channel uniformly converges to the
channel as long as its noise matrix has full rank. This
matrix is generally connected with the covariance matrix
of the Gaussian state describing the environment in a
single-mode symplectic dilation of the quantum channel.

Assuming various topologies of convergence (strong,
uniform, and bounded-uniform), we then study the tele-
portation simulation of bosonic channels in adaptive pro-
tocols. Here we discuss the crucial role of a peeling argu-
ment that connects the channel simulation error, associ-
ated with the single channel transmissions, to the over-
all simulation error accumulated on the final quantum
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state at the output of the protocol. This argument is
needed in order to rigorously prove strong converse up-
per bounds for two-way assisted private capacities. As a
direct application of our analysis, we then provide various
complete proofs for the strong converse bounds claimed
in Wilde-Tomamichel-Berta (WTB) [71]. In particular,
we show how the bounds claimed in WTB can be rig-
orously proven for adaptive protocols, and how their ill-
ness (divergence to infinity) is fixed by a correct use of
the BK teleportation protocol. In this regard, our study
extends the one already given in Ref. [11] to also include
the topologies of strong and uniform convergence.
The paper is organized as follows. In Sec. II, we provide

some preliminary notions on bosonic systems, Gaussian
states, and Gaussian channels, including the classifica-
tion in canonical forms [68–70], as revisited in terms of
matrix ranks in Ref. [8]. In Sec. III, we discuss the conver-
gence properties of the BK protocol for CV teleportation,
also discussing the interplay between the different limits
associated with this protocol. In Sec. IV, we consider the
teleportation simulation of bosonic channels under the
topologies of strong and bounded-uniform convergence.
In Sec. V, we present the main result of our work, which
is the necessary and sufficient condition for the uniform
convergence of the teleportation simulation of a Gaussian
channel. In Sec. V, we present the peeling argument for
adaptive protocols, considering the various forms of con-
vergence. Next, in Sec. VI, we present implications for
quantum/private communications, showing the rigorous
proofs of the claims presented in WTB. Finally, Sec. VII
is for conclusions.

II. PRELIMINARIES

A. Bosonic systems and Gaussian states

CV systems have an infinite-dimensional Hilbert space
H. The most important example of CV systems is given
by the bosonic modes of the radiation field. In general,
a bosonic system of n modes is described by a tensor
product Hilbert space H⊗n and a vector of quadrature
operators x̂T := (q̂1, p̂1, . . . , q̂n, p̂n) satisfying the com-
mutation relations

[x̂l, x̂m] = 2iΩlm (1 ≤ l,m ≤ 2n) , (1)

where Ω is the symplectic form

Ω :=

n
⊕

k=1

ω , ω :=

(

0 1
−1 0

)

. (2)

An arbitrary bosonic state is characterized by a den-
sity operator ρ ∈ D(H⊗n) or, equivalently, by its Wigner
representation. Introducing the Weyl operator [72]

D̂(ξ) := exp(ix̂T ξ), ξ ∈ R
2n, (3)

an arbitrary ρ is equivalent to a characteristic function

χ(ξ) = Tr
[

ρD̂(ξ)
]

, (4)

or to a Wigner function

W (x) =

∫

R2n

d2nξ

(2π)2n
exp

(

−ixT ξ
)

χ(ξ) , (5)

where the continuous variables xT := (q1, p1, . . . , qn, pn)
span the real symplectic space K := (R2n,Ω) which is
called the phase space.
The most relevant quantities that characterize the

Wigner representations are the statistical moments. In
particular, the first moment is the mean value

x̄ := 〈x̂〉 = Tr(x̂ρ) , (6)

and the second moment is the covariance matrix (CM)
V, whose arbitrary element is defined by

Vlm := 1
2 〈{∆x̂l,∆x̂m}〉 , (7)

where ∆x̂l := x̂l − 〈x̂l〉 and {, } is the anti-commutator.
The CM is a 2n× 2n, real symmetric matrix which must
satisfy the uncertainty principle

V + iΩ ≥ 0 , (8)

coming directly from Eq. (1). For a particular class of
states, the first two moments are sufficient for a complete
characterization. These are the Gaussian states which,
by definition, are those bosonic states whose Wigner rep-
resentation (χ or W ) is Gaussian, i.e.,

χ(ξ) = exp

[

−1

2
ξTVξ + ix̄T ξ

]

, (9)

W (x) =
exp

[

− 1
2 (x− x̄)TV−1(x− x̄)

]

(2π)n
√
detV

. (10)

It is also very important to identify the quantum oper-
ations that preserve the Gaussian character of such quan-
tum states. In the Heisenberg picture, Gaussian unitaries
correspond to canonical linear unitary Bogoliubov trans-
formations, i.e., affine real maps of the quadratures

(S,d) : x̂ → Sx̂+ d , (11)

that preserve the commutation relations of Eq. (1). It is
easy to show that such a preservation occurs when the
matrix S is symplectic, i.e., when it satisfies

SΩST = Ω . (12)

By applying the map of Eq. (11) to the Weyl operator
of Eq. (3), we find the corresponding transformations for
the Wigner representations. In particular, the arbitrary
vector x of the phase space K = (R2n,Ω) undergoes ex-
actly the same affine map as above

(S,d) : x → Sx+ d . (13)
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In other words, an arbitrary Gaussian unitary ÛS,d act-
ing on the Hilbert spaceH of the system is equivalent to a
symplectic affine map (S,d) acting on the corresponding
phase space K. Notice that such a map is composed by
two different elements, i.e., the phase-space displacement
d ∈ R

2n which corresponds to a displacement operator
D̂(d), and the symplectic transformation S which corre-

sponds to a canonical unitary ÛS in the Hilbert space. In
particular, the phase-space displacement does not affect
the second moments of the quantum state since the CM
is transformed by the simple congruence

V → SVST . (14)

Fundamental properties of the bosonic states can be
easily expressed via the symplectic manipulation of their
CM. In fact, according to the Williamson’s theorem [73–
75], any CMV can be diagonalized by a symplectic trans-
formation. This means that there always exists a sym-
plectic matrix S such that

SVST = diag(ν1, ν1, · · · , νn, νn) , (15)

where the set {ν1, · · · , νn} is called the symplectic spec-

trum and satisfies
∏n

k=1 νk =
√
detV (since detS = 1 for

symplectic S). By applying the symplectic diagonaliza-
tion of Eq. (15) to Eq. (8), one can write the uncertainty
principle in the simple form of [8]

νk ≥ 1 and V > 0 . (16)

B. Gaussian channels and canonical forms

A single-mode bosonic channel is a completely posi-
tive trace preserving (CPTP) map E : ρ → E(ρ) acting
on the density matrix ρ of a single bosonic mode. In par-
ticular, it is Gaussian (E = G) if it transforms Gaussian
states into Gaussian states. The general form of a single-
mode Gaussian channel can be expressed by the following
transformation of the characteristic function [68]

G : χ(ξ) → χ(Tξ) exp
(

− 1
2ξ

TNξ + idT ξ
)

, (17)

where d ∈ R
2 is a displacement, while T and N are 2×2

real matrices, with NT = N ≥ 0 and

detN ≥ (detT− 1)
2
. (18)

These are the transmission matrixT and the noise matrix
N. At the level of the first two statistical moments, the
transformation of Eq. (17) takes the simple form

x̄ → Tx̄+ d, V → TVTT +N. (19)

Any single-mode Gaussian channel G = G[T,N,d] can
be transformed into a simpler canonical form [68–70] via
unitary transformations at the input and the output (see

Fig. 1). In fact, for any physical G there are (non-unique)

finite-energy Gaussian unitaries ÛA and ÛB such that

G(ρ) = ÛB

[

C(ÛAρÛ
†
A)
]

Û †
B , (20)

where the canonical form C is the CPTP map

C : χ(ξ) → χ(Tcξ) exp
(

− 1
2ξ

TNcξ
)

, (21)

characterized by zero displacement (d = 0) and diagonal
matrices Tc and Nc.

G ( )T N d, ,

Alice BobEnvironment

ρρρρ ρρρρG ( )

ρρρρ ρρρρG ( )UA UB

C

FIG. 1: Reduction of a one-mode Gaussian channel G to its
corresponding canonical form C by means of input-output
Gaussian unitaries ÛA and ÛB .

Depending on the values of the symplectic invariants
detT, rank(T) and rank(N), we have six different ex-
pressions for the diagonal matrices Tc,Nc and, therefore,
six inequivalent classes of canonical forms C = C[Tc,Nc],
which are denoted by A1, A2, B1, B2, C and D. From
Ref. [70] we report the classification of these forms in Ta-
ble I, where Z := diag(1,−1), I the identity matrix, and
0 the zero matrix. In this table τ := detT is the (gener-
alized) transmissivity, while n̄ ≥ 0 is the thermal number
of the environment and ξ ≥ 0 is additive noise [76].

τ := detT rk(T) rk(N) class Tc Nc

0 0 2 A1 0 (2n̄+ 1)I

0 1 2 A2
I+Z

2
(2n̄+ 1)I

1 2 1 B1 I I−Z

2

1 2 6= 1 B2 I ξI

0 < τ 6= 1 2 2 C
√
τI |1− τ | (2n̄+ 1)I

τ < 0 2 2 D
√
−τZ (1− τ)(2n̄+ 1)I

TABLE I: Classification of canonical forms [68–70].

Let us also introduce the symplectic invariant

r :=
rank(T) rank(N)

2
, (22)

that we call the rank of the Gaussian channel [8, 77].
Then, every class is simply determined by the pair {τ, r}
according to the refined Table II. Note that classes B2
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and C have been divided into subclasses. In fact, class
B2 includes the identity channel (for r = 0), while class C
describes an attenuator (amplifier) channel for 0 < τ < 1
(τ > 1). In common terminology the forms A1, B2 and
C are known as phase-insensitive, because they act sym-
metrically on the two input quadratures. By contrast,
the forms A2, B1 and D (conjugate of the amplifier) are
all phase-sensitive. The form B2 is an additive form.
In fact it is also known as the additive-noise Gaussian
channel, which is a direct generalization of the classical
Gaussian channel in the quantum setting.

τ r class sub Tc Nc C[τ, r, n̄]
0 0 A1 0 (2n̄+ 1)I C[0, 0, n̄]
0 1 A2

I+Z

2
(2n̄+ 1)I C[0, 1, n̄]

1 1 B1 I I−Z

2
C[1, 1, 0]

1 2 B2 6=Id I ξI C[1, 2, ξ]
1 0 B2 Id I 0 C[1, 0, 0]

]0, 1[ 2 C Att
√
τI (1− τ)(2n̄+ 1)I C[τ, 2, n̄]

> 1 2 C Amp
√
τI (τ − 1)(2n̄+ 1)I C[τ, 2, n̄]

< 0 2 D
√
−τZ (1− τ)(2n̄+ 1)I C[τ, 2, n̄]

TABLE II: Refined classification of canonical forms.

C. Single-mode dilation of a canonical form

All the non-additive forms C[τ, r, n̄] admit a simple
single-mode physical representation where the degrees of
freedom x̂T

a := (q̂a, p̂a) of the input bosonic mode “a” uni-
tarily interacts with the degrees of freedom x̂T

e := (q̂e, p̂e)
of a single environmental bosonic mode “e” described by
a mixed state ρe [69, 70] (see Fig. 2). In particular, such a
physical representation can always be chosen to be Gaus-
sian. This means that C[τ, r, n̄] can be represented by a

canonical unitary Ûae mixing the input state ρa with a
thermal state ρe(n̄), i.e.,

C : ρa → C(ρa) = Tre

{

Ûae [ρa ⊗ ρe(n̄)] Û
†
ae

}

, (23)

where

Ûae

(

x̂a

x̂e

)

Û†
ae = M

(

x̂a

x̂e

)

, (24)

with M symplectic and ρe(n̄) is a thermal state with CM
Ve(n̄) = (2n̄+ 1)I (see Fig. 2).
In fact, by writing M in the blockform

M =

(

m1 m2

m3 m4

)

, (25)

so that

x̂a → x̂b := m1x̂a +m2x̂e , (26)

x̂e → x̂ẽ := m3x̂a +m4x̂e , (27)

one finds that Eq. (23) corresponds to the following
input-output transformation for the characteristic func-
tion

χa(ξ) → χa(m
T
1 ξ) exp

[

− 1
2 (2n̄+ 1)

∣

∣mT
2 ξ
∣

∣

2
]

. (28)

Then, by setting mT
1 = Tc and

mT
2 =

√

Nc

2n̄+ 1
O, OT = O−1, (29)

one easily verifies that Eq. (28) has the form of Eq. (21),
where the bona fide condition of Eq. (18) is assured by the
symplectic nature of M [78]. In Eq. (29) the orthogonal
transformation O is chosen in a way to preserve the sym-
plectic condition for M. Such a condition also restricts
the possible forms of the remaining blocks m3 and m4,
which can be fixed up to a canonical local unitary.

Alice BobEnvironment

M

n

a b
UA UBρρρρ ρρρρG( )

e e
~

C

FIG. 2: Single-mode physical representation of a non-additive
canonical form C (all forms but B2). This is also the physical
representation of a non-additive Gaussian channel up to the
input-output unitaries ÛA and ÛB .

Altogether, any non-additive canonical form C[τ, r, n̄]
can be described by a single-mode physical representa-
tion {M(τ, r), ρe(n̄)} where the type of symplectic trans-
formation M(τ, r) is determined by its class {τ, r} while
the thermal noise n̄ only characterizes the environmental
state. From the point of view of the second order statisti-
cal moments, the CM Va of an input state ρa undergoes
the transformation

Va → Tre
{

Mae(τ, r) [Va⊕(2n̄+ 1)Ie]Mae(τ, r)
T
}

,
(30)

where the partial trace Tre must be interpreted as dele-
tion of rows and columns associated with mode e.
In particular, one has the following symplectic matrices

for the various forms [70]

M(0 < τ < 1, 2) = M(C) =

( √
τI

√
1− τI

−
√
1− τI

√
τI

)

,

(31)
describing a beam-splitter,

M(τ > 1, 2) = M(C) =

( √
τI

√
τ − 1Z√

τ − 1Z
√
τI

)

, (32)
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describing an amplifier,

M(τ < 0, 2) = M(D) =

( √
−τZ

√
1− τI

−
√
1− τI −

√
−τZ

)

, (33)

describing the complementary of an amplifier. Fi-
nally [70]

M(0, 0) = M(A1) =

(

0 I

I 0

)

, (34)

M(0, 1) = M(A2) =

(

I+Z

2 I

I Z−I

2

)

, (35)

M(1, 1) = M(B1) =

(

I I+Z

2
I−Z

2 −I

)

. (36)

D. Asymptotic dilation of the additive B2 form

The additive-noise Gaussian channel or B2 canoni-
cal form C[1, 2, ξ] can be dilated into a two-mode en-
vironment [70]. Another possibility is to describe this
form by means of an asymptotic single-mode dilation.
In fact, consider the dilation of the attenuator chan-
nel, which is a beam-splitter ÛBS

ae (τ) with transmissiv-
ity τ coupling the input mode a with an environmen-
tal mode e prepared in a thermal state ρe(n̄) with n̄
mean photons. In this dilation, let us consider a thermal
state with n̄ξ,τ := [ξ(1 − τ)−1 − 1]/2 so that we realize
(1− τ)(2n̄+1) = ξ. Then, taking the limit for τ → 1 (so
that n̄ → +∞), we represent the B2 canonical form as

C[1, 2, ξ](ρa) = lim
τ→1

Tre

{

ÛBS
ae (τ) [ρa ⊗ ρe(n̄ξ,τ )] Û

BS
ae (τ)†

}

.

(37)
In fact it is clear that, in this way, we may realize the
asymptotic transformations x → x and V −→ V+ξI.

III. CONVERGENCE OF CV TELEPORTATION

A. Braunstein-Kimble teleportation protocol

Let us review the BK protocol for CV quantum telepor-
tation [2, 5]. Alice and Bob share a resource state which
is a two-mode squeezed vacuum (TMSV) state Φµ

AB . Re-
call that this is a zero-mean Gaussian state with CM [8]

Vµ =

(

µI
√

µ2 − 1Z
√

µ2 − 1Z µI

)

. (38)

Here the variance parameter µ determines both the
squeezing (or entanglement) and the energy associated
with the state. In particular, we may write µ = 2n̄ + 1,
where n̄ is the mean number of photons in each mode, A
(for Alice) and B (for Bob).

Then, Alice has an input bipartite state ρRa, where R
is an arbitrary multimode system while a is a single mode
that she wants to teleport to Bob. To teleport, she com-
bines modes a and A in a joint CV Bell detection, whose
complex outcome α is classically communicated to Bob
(this can be realized by a balanced beam splitter followed
by two conjugate homodyne detectors [5]). Finally, Bob
applies a displacement D(−α) on his mode B, so that
the output state ρRB is the teleported version ρµRa of the
input ρRa.
One has perfect teleportation in the limit of infinite

squeezing µ. In other words, for any input state ρRa

(with finite energy) we may write the trace norm limit

lim
µ→∞

‖ρµRa − ρRa‖ = 0, (39)

or equivalently, we may write

lim
µ→∞

F (ρµRa, ρRa) = 1, (40)

where F (ρ, σ) := Tr
√√

σρ
√
σ is the Bures fidelity. This

is a well known result which has been proven in Ref. [2].

B. Strong convergence of CV teleportation

Let us denote by T the overall LOCC associated with
the BK protocol, as in Fig. 3(a). The application of this
LOCC onto a finite-energy TMSV state Φµ generates a
teleportation channel Iµ which is not the bosonic identity
channel I but a point-wise (local) approximation of I. In
other words, for any (energy-bounded) input state ρRa,
we may consider the output

ρµRa := IR ⊗ Iµ
a (ρRa) = IR ⊗ TaAB(ρRa ⊗ Φµ

AB), (41)

and write the trace-norm limit

lim
µ→∞

‖IR ⊗ Iµ
a (ρRa)− ρRa‖ = 0. (42)

It is clear that this point-wise limit immediately implies
the convergence in the strong topology [2]

sup
ρRa

lim
µ→∞

‖IR ⊗ Iµ
a (ρRa)− ρRa‖ = 0. (43)

Similarly, we may introduce the Bures distance [32]

dB(ρ, σ) :=
√

2[1− F (ρ, σ)], (44)

and write the previous limit as

sup
ρRa

lim
µ→∞

dB[IR ⊗ Iµ
a (ρRa), ρRa] = 0. (45)

Remark 1 Let us stress that the strong convergence of
the BK protocol is known since 1998. It is well-known
that, for any given energy-constrained input state, if we
send the squeezing of the resource state (TMSV state) to
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Bell
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ℰ

ℰ

(a) (b) (

FIG. 3: BK protocol and teleportation simulation of bosonic channels. (a) We depict the BK protocol, where Alice’s mode a of a
bipartite input state ρRa is teleported to Bob’s mode B. This is performed by detecting mode a along with mode A of a TMSV
state Φµ via a Bell measurement. The complex output α is then used to apply the conditional displacement D(−α) on mode B.
The output state ρRB is an approximate version ρ

µ
Ra of the input state ρRa. This output can be written as in Eq. (41) where

Iµ is the BK channel and TaAB is the overall teleportation LOCC (Bell detection plus conditional displacements). (b) Consider
a bosonic channel E applied to the output mode B, so that we may define the composite channel Eµ = E ◦ Iµ as in Eq. (62).
(c) If E is teleportation-covariant, we may write its teleportation simulation Eµ as in Eq. (65) where the modified teleportation

LOCC T̃ (Bell detection and unitary corrections Vα) is applied to the input and the quasi-Choi state ρ
µ
E := I ⊗ E(Φµ).
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infinite, then we can perfectly teleport the input state. In
Eqs. (4) and (8) of Ref. [2], there is a convolution between
the Wigner function Win of an arbitrary normalized in-
put state and the Gaussian kernel Gσ, where σ goes to
zero for increasing squeezing r (and ideal homodyne de-
tectors). Taking the limit for large r, the teleportation
fidelity goes to 1 as we can also see from Eq. (11) of
Ref. [2]. This is just a standard delta-like limit that does
not really need explicit steps to be shown and fully pro-
vides the (strong) convergence of the BK protocol.

C. Bounded-uniform convergence of CV

teleportation

Consider an energy-constrained alphabet of states

DN := {ρRa | Tr(N̂ρRa) ≤ N}, (46)

where N̂ is the total number operator associated with
the input mode a and the reference modes R. Then, we
define an energy-constrained diamond distance [11, 28]
between two arbitrary bosonic channels E and E ′, as

‖E − E ′‖⋄N := sup
ρRa∈DN

‖IR ⊗ Ea(ρRa)− IR ⊗ E ′
a(ρRa)‖ .

(47)
See also Ref. [79, 80] for an alternate definition of energy-
constrained diamond norm. It is easy to show that, for
any finite energy N , one may write [28]

lim
µ→∞

‖Iµ − I‖⋄N = 0, (48)

so that the BK channel Iµ converges to the identity chan-
nel in the bounded-uniform topology. In fact, this comes
from the point-wise limit in Eq. (42) combined with the
fact that DN is a compact set [81–83].

D. Non-uniform convergence of CV teleportation

Can we relax the energy constraint N in Eq. (48)? The
answer is no. As already discussed in Ref. [11], we have

lim
µ→∞

‖Iµ − I‖⋄ = 2, (49)

where

‖E − E ′‖⋄ = lim
N→∞

‖E − E ′‖⋄N (50)

= sup
ρRa

‖IR ⊗ Ea(ρRa)− IR ⊗ E ′
a(ρRa)‖ (51)

is the standard diamond distance. In fact, Ref. [11] pro-
vided a simple proof that the BK protocol does not uni-
formly converge to the identity channel. For this proof,
it is sufficient to take the input state to be a TMSV state
Φµ̃ with diverging energy µ̃. Then, Eq. (49) is implied
by the fact that, for any µ-energy BK protocol, we have

lim
µ̃→∞

∥

∥

∥IR ⊗ Iµ
a (Φ

µ̃
Ra)− Φµ̃

Ra

∥

∥

∥ = 2, (52)

which is equivalent to ‖Iµ − I‖⋄ = 2 for any µ.
In order to show Eq. (52) we directly report the steps

given in Ref. [11] but adapted to our different notation.
The first observation is that, when applied to an energy-
constrained quantum state (i.e., a “point”), the µ-energy
BK channel Iµ is locally equivalent to an additive-noise
Gaussian channel (form B2) with added noise

ξ = 2[µ−
√

µ2 − 1] . (53)

For instance, see Refs. [60, 84]. Then, from the CM Vµ̃

of Φµ̃
Ra, it is easy to compute the CM of the output state

ρµ,µ̃Ra := IR ⊗ Iµ
a (Φ

µ̃
Ra) yielding

Vµ,µ̃ =

(

µ̃I
√

µ̃2 − 1Z
√

µ̃2 − 1Z (µ̃+ ξ)I

)

. (54)

Using the formula for the quantum fidelity between arbi-
trary Gaussian states [85], we compute

F (µ̃, µ) := F (ρµ,µ̃Ra ,Φ
µ̃
Ra) (55)

=
1

4

√

1− 4µ̃
[

√

4µ2 − 1 + µ̃− 2µ(1 + 4µµ̃− 2µ̃
√

4µ2 − 1)
]

.

Here we notice the expansion F (µ̃, µ) ≃ O(µ̃−1/2) at any
fixed µ. Now using the Fuchs-van de Graaf relations [86]

2[1− F (ρ, σ)] ≤ ‖ρ− σ‖ ≤ 2
√

1− F (ρ, σ)2, (56)

we get, for any finite µ, the following expansion
∥

∥

∥ρ
µ,µ̃
Ra − Φµ̃

Ra

∥

∥

∥ ≥ 2−O(µ̃−1/2), (57)

which implies Eq. (52).
Here it is important to observe the radically different

behavior of the teleportation protocol with respect to
exchanging the limits in the energy µ of the resource
state Φµ

AB and in the energy µ̃ of the input state Φµ̃
Ra.

In fact, by taking the limit in µ before the one in µ̃ in
Eq. (55), we get

F (µ̃, µ) ≃ 1−O(µ−1). (58)

Because of the non-commutation between these two lim-
its

lim
µ

[

lim
µ̃

F (µ̃, µ)

]

6= lim
µ̃

[

lim
µ

F (µ̃, µ)

]

, (59)

we have a difference between the strong convergence in
Eq. (43) and the uniform non-convergence in Eq. (49).
This also means that joint limits such as

lim
µ,µ̃

F (µ̃, µ), lim sup
µ,µ̃

F (µ̃, µ) (60)

are not defined. While this problem has been known
since the early days of CV teleportation, technical errors
related to this issue can still be found in recent literature
(see the “case study” discussed in Sec. VII D).
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IV. TELEPORTATION SIMULATION OF

BOSONIC CHANNELS

The BK teleportation protocol is a fundamental tool
for the simulation of bosonic channels (not necessarily
Gaussian). Consider a teleportation-covariant bosonic
channel E [28]. This means that, for any random dis-
placement D(−α), we may write

E [D(−α)ρD(α)] = VαE(ρ)V †
α , (61)

where Vα is an output unitary. If this is the case, then
the bosonic channel E can be simulated by teleporting
the input state with a modified teleportation LOCC T̃
over the (asymptotic) Choi matrix ρE of the channel E .
In particular, Eq. (61) is true for Gaussian channels, for
which Vα is just another displacement.
In order to correctly formulate this type of simulation,

we need to start from an imperfect finite-energy simula-
tion and then take the asymptotic limit for large energy.
Therefore, let us consider a µ-energy BK protocol (T ,Φµ)
generating a BK channel Iµ at the input of a bosonic
channel E . Let us consider the composite channel

Eµ = E ◦ Iµ. (62)

As shown in Fig. 3(b), for any input state ρRa, we may
write the output state as

IR ⊗ Eµ
a (ρRa) = IR ⊗ EB ◦ TaAB(ρRa ⊗ Φµ

AB). (63)

If the bosonic channel E is teleportation covariant, then
we can swap it with the displacements D(−α), up to
re-defining the teleportation corrections as Vα. On the
one hand this changes the teleportation LOCC T̃ , on the
other hand the resource state becomes a quasi-Choi state

ρµE := IA ◦ EB(Φµ
AB). (64)

Therefore, as depicted in Fig. 3(c), we may re-write the
teleportation simulation of the output as

IR ⊗ Eµ
a (ρRa) = IR ⊗ T̃aAB [ρRa ⊗ (ρµE)AB ] . (65)

Now, using Eq. (62) and the monotonicity of the trace
distance under CPTP maps, we may write

‖IR ⊗ Eµ
a (ρRa)− IR ⊗ Ea(ρRa)‖

= ‖IR ⊗ Ea ◦ Iµ
a (ρRa)− IR ⊗ Ea ◦ Ia(ρRa)‖

≤ ‖IR ⊗ Iµ
a (ρRa)− ρRa‖

µ→∞→ 0, (66)

where we exploit Eq. (42) in the last step. Therefore, for
any bipartite (energy-constrained) input state ρRa, we
may write the point-wise limit

lim
µ→∞

‖IR ⊗ Eµ
a (ρRa)− IR ⊗ Ea(ρRa)‖ = 0. (67)

A. Strong convergence in the teleportation

simulation of bosonic channels

The strong convergence in the simulation of
(teleportation-covariant) bosonic channels (not nec-
essarily Gaussian) is an immediate consequence of the
point-wise limit in Eq. (67). In fact, because Eq. (67)
holds for any bipartite (energy-constrained) input state
ρRa, we may write

sup
ρRa

lim
µ→∞

‖IR ⊗ Eµ
a (ρRa)− IR ⊗ Ea(ρRa)‖ = 0, (68)

or similarly in terms of the Bures distance

sup
ρRa

lim
µ→∞

dB[IR ⊗ Eµ
a (ρRa), IR ⊗ Ea(ρRa)] = 0. (69)

In other words, the teleportation simulation Eµ of a
bosonic channel E , strongly converges to it in the limit
of large µ.

B. Bounded-uniform convergence in the

teleportation simulation of bosonic channels

Consider now an energy constrained input alphabet
DN as in Eq. (46) and the energy-constrained dia-
mond distance defined in Eq. (47). Given an arbitrary
(teleportation-covariant) bosonic channel E and its tele-
portation simulation Eµ as in Eq. (65), we define the
simulation error as [11, 28]

δ(µ,N) := ‖Eµ − E‖⋄N . (70)

Because of the monotonicity of the trace-distance under
CPTP maps, we may certainly write

δ(µ,N) = sup
ρRa∈DN

‖IR ⊗ Eµ
a (ρRa)− IR ⊗ Ea(ρRa)‖

(71)

≤ sup
ρRa∈DN

‖IR ⊗ Iµ
a (ρRa)− ρRa‖ (72)

:= ‖Iµ − I‖⋄N . (73)

Therefore, from Eq. (48) we have that, for any finite en-
ergy N , we may write

lim
µ→∞

δ(µ,N) = 0. (74)

In other words, for any (tele-covariant) bosonic chan-
nel E , its teleportation simulation Eµ converges to E in
energy-bounded diamond norm. The question is: Can
we remove the energy constraint? In the next section
we completely characterize the condition that a bosonic
Gaussian channel needs to satisfy in order to be simu-
lated by teleportation according to the uniform topology
(unconstrained diamond norm).
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V. UNIFORM CONVERGENCE IN THE

TELEPORTATION SIMULATION OF BOSONIC

GAUSSIAN CHANNELS

Let us now consider the convergence of the teleporta-
tion simulation in the uniform topology, i.e., according
to the unconstrained diamond norm (N → ∞). As we
already know, this is a property that only certain bosonic
channels may have. The simplest counter-example is cer-
tainly the identity channel for which the teleportation
simulation via the BK protocol strongly but not uni-
formly converges. See Eqs. (43) and (49). As we will see
below, this is also a problem for many Gaussian chan-
nels, including all the channels that can be represented
as Gaussian unitaries, and those that can be reduced
to the B1 canonical form via unitary transformations.
The theorem below establishes the exact condition that
a single-mode Gaussian channel must have in order to
be simulated by teleportation according to the uniform
topology.

Theorem 2 Consider a single-mode bosonic Gaussian
channel G[T,N,d] and its teleportation simulation

Gµ(ρ) = T̃aAB

[

ρa ⊗ (ρµG)AB

]

, (75)

where T̃aAB is the LOCC of a modified BK protocol im-
plemented over the resource state ρµG := I ⊗ G(Φµ), with
Φµ being a TMSV state with energy µ. Then, we have
uniform convergence

lim
µ→∞

‖Gµ − G‖⋄ = 0, (76)

if and only if the noise matrix N of the Gaussian channel
G has full rank, i.e., rank(N) = 2.

Proof. Let us start by showing the implication

rank(N) = 2 =⇒ Eq. (76). (77)

Consider an arbitrary single-mode Gaussian channel
G[T,N,d], so that it transforms the statistical moments
as in Eq. (19). As we know from Eq. (63), for any input
state ρRa, we may write

IR ⊗ Gµ(ρRa) = IR ⊗ GB ◦ TaAB(ρRa ⊗ Φµ
AB) (78)

= IR ⊗ (Ga ◦ Iµ
a )(ρRa) (79)

= IR ⊗ Gµ
a (ρRa) (80)

where T is the LOCC of the standard BK protocol and
Iµ is the BK channel, which is locally equivalent to an
additive-noise Gaussian channel (B2 form) with added
noise ξ as in Eq. (53). Therefore, for the Gaussian chan-
nel Gµ we may write the modified transformations

x̄ → Tx̄+ d, V → TVTT +N+ξTTT . (81)

As we can see, the transformation of the first moments is
identical. By contrast, the transformation of the second
moments is characterized by the modified noise matrix

Nξ = N+ξTTT . (82)

In order words, we may write Gµ[T,Nξ,d].
Because G and Gµ have the same displacement, we can

set d = 0 without losing generality. Consider the unitary
reduction of G[T,N,0] into the corresponding canonical

form C by means of two Gaussian unitaries ÛA and ÛB

as in Eq. (20). Because d = 0, we may assume that these
unitaries are canonical (i.e., with zero displacement), so
that they are one-to-one with two symplectic transfor-
mations, SA and SB , in the phase space. To simplify the
notation define the Gaussian channels

UA(ρ) := ÛAρÛ
†
A, UB(ρ) := ÛBρÛ

†
B . (83)

Then we may write

G = UB ◦ C ◦ UA, (84)

Gµ = UB ◦ C ◦ UA ◦ Iµ. (85)

Then notice that we may re-write

Gµ = UB ◦ Cµ ◦ UA, (86)

where we have defined

Cµ := C ◦ UA ◦ Iµ ◦ U−1
A . (87)

In Appendix A we prove the following.

Lemma 3 Consider a Gaussian channel G with τ :=
detT 6= 1 and rank(N) = 2. Then C and Cµ have the
same unitary dilation but different environmental states
ρe and ρµe , i.e., for any input state ρ we may write

C(ρ) = D(ρ⊗ ρe), Cµ(ρ) = D(ρ⊗ ρµe ), (88)

where D(ρae) := Tre

(

ÛaeρaeÛ
†
ae

)

with Ûae unitary. Fur-

thermore

lim
µ→∞

F (ρµe , ρe) = 1. (89)

Using this lemma in Eqs. (84) and (86) leads to

G(ρ) = UB ◦ D[UA(ρ)⊗ ρe], (90)

Gµ(ρ) = UB ◦ D[UA(ρ)⊗ ρµe ]. (91)

Clearly these relations can be extended to the presence
of a reference system R, so that for any input ρRa, we
may write

IR ⊗ Ga(ρRa) = IR ⊗ UB ◦ D[UA(ρRa)⊗ ρe], (92)

IR ⊗ Gµ
a (ρRa) = IR ⊗ UB ◦ D[UA(ρRa)⊗ ρµe ]. (93)

As a result for any ρRa, we may bound the trace dis-
tance as follows

‖IR ⊗ Gµ
a (ρRa)− IR ⊗ Ga(ρRa)‖ (94)

= ‖IR ⊗ UB ◦ D[UA(ρRa)⊗ ρµe ]

−IR ⊗ UB ◦ D[UA(ρRa)⊗ ρe]‖ (95)

(1)

≤ ‖UA(ρRa)⊗ ρµe − UA(ρRa)⊗ ρe‖ (96)

(2)
= ‖ρµe − ρe‖

(3)

≤ 2
√

1− F (ρµe , ρe)2, (97)
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where we use: (1) the monotonicity under CPTP maps
(including the partial trace) (2) multiplicity over tensor
products; and (3) one of the Fuchs-van der Graaf rela-
tions. This is a very typical computation in teleportation
stretching [28] which has been adopted by several other
authors in follow-up analyses.
As we can see the upper-bound in Eq. (97) does not

depend on the input state ρRa. Therefore, we may extend
the result to the supremum and write

‖Gµ − G‖⋄ := sup
ρRa

‖IR ⊗ Gµ
a (ρRa)− IR ⊗ Ga(ρRa)‖

≤ 2
√

1− F (ρµe , ρe)2. (98)

Now, using Eq. (89), we obtain

lim
µ→∞

‖Gµ − G‖⋄ = 0, (99)

proving the result for τ := detT 6= 1 and rank(N) = 2,
i.e.,

τ := detT 6= 1

rank(N) = 2

}

=⇒ Eq. (76). (100)

Let us now remove the assumption τ := detT 6=
1. Note that the Gaussian channels with τ = 1 and
rank(N) = 2 are those G̃ unitarily equivalent to the B2

form C[1, 2, ξ′] with added noise ξ′ ≥ 0. In this case, we
dilate the form in the asymptotic single-mode represen-
tation described in Sec. IID. In other words, we may
write

G̃ = UB ◦ C[1, 2, ξ′] ◦ UA (101)

= UB ◦ lim
τ→1

C[τ, 2, n̄ξ′,τ ] ◦ UA (102)

= lim
τ→1

UB ◦ C[τ, 2, n̄ξ′,τ ] ◦ UA (103)

where n̄ξ′,τ := [ξ′(1− τ)−1 − 1]/2 and it is easy to check
the commutation of the limit. Let us call Bτ the beam-
splitter dilation associated with the attenuator C form
C[τ, 2, n̄], and call ρe(n̄) the corresponding thermal state
of the environment. Then, we may write the approxima-
tion

G̃ = lim
τ→1

G̃τ , (104)

G̃τ (ρ) := UB ◦ Bτ [UA(ρ)⊗ ρe(n̄ξ′,τ )]. (105)

Similarly, for the teleportation-simulated channel, we
may write

G̃µ = lim
τ→1

G̃µ,τ , (106)

G̃µ,τ (ρ) := UB ◦ Bτ [UA(ρ)⊗ ρµe (n̄ξ′,τ )], (107)

where ρµe (n̄ξ′,τ ) is a modified environmental state.
We can now exploit the triangle inequality. For any

input ρ and any τ < 1, we may write
∥

∥

∥G̃µ(ρ)− G̃(ρ)
∥

∥

∥ ≤
∥

∥

∥G̃µ(ρ)− G̃µ,τ (ρ)
∥

∥

∥ (108)

+
∥

∥

∥
G̃µ,τ (ρ)− G̃τ (ρ)

∥

∥

∥
+
∥

∥

∥
G̃τ (ρ)− G̃(ρ)

∥

∥

∥
.

By taking the limit for τ → 1 and using Eqs. (104)
and (106), we find

∥

∥

∥G̃µ(ρ)− G̃(ρ)
∥

∥

∥ ≤ lim
τ→1

∥

∥

∥G̃µ,τ (ρ)− G̃τ (ρ)
∥

∥

∥ . (109)

Repeating previous arguments, from Eqs. (105)
and (107), we easily derive
∥

∥

∥G̃µ,τ (ρ)− G̃τ (ρ)
∥

∥

∥ ≤ 2
√

1− F [ρµe (n̄ξ′,τ ), ρe(n̄ξ′,τ )]2,

(110)
so that
∥

∥

∥
G̃µ(ρ)− G̃(ρ)

∥

∥

∥
≤ lim

τ→1
2
√

1− F [ρµe (n̄ξ′,τ ), ρe(n̄ξ′,τ )]2.

(111)
The previous inequality holds for any input state and can
be easily extended to the presence of a reference system
R, so that we may write
∥

∥

∥G̃µ − G̃
∥

∥

∥

⋄
≤ lim

τ→1
2
√

1− F [ρµe (n̄ξ′,τ ), ρe(n̄ξ′,τ )]2. (112)

One can easily check (see Appendix B), that the previous
inequality leads to uniform convergence

lim
µ→∞

∥

∥

∥
G̃µ − G̃

∥

∥

∥

⋄
= 0 , (113)

completing the proof of the implication in Eq. (77).
Let us now show the opposite implication

rank(N) = 2 ⇐= Eq. (76), (114)

or, equivalently,

rank(N) < 2 =⇒ No uniform convergence. (115)

Note that Gaussian channels with rank(N) < 2 are the
identity channel B2(Id), having zero rank, and the B1

form, having unit rank. We already know that there is
no uniform convergence in the teleportation simulation of
the identity channel and this property trivially extends to
the teleportation simulation Uµ = U ◦Iµ of any Gaussian
unitary U . In fact, it is easy to check that

‖Uµ − U‖⋄ = ‖Iµ − I‖⋄ = 2 , (116)

due to invariance under unitaries. For the B1 form
C̃ = C[1, 1, 0], we now explicitly show that there is no
uniform convergence in its teleportation simulation. Let
us consider the simulation C̃µ by means of a µ-energy BK
protocol and consider an input TMSV state Φµ̃

Ra with di-
verging energy µ̃. We have the two output states

ρµ̃Ra := IR ⊗ C̃a(Φµ̃
Ra), ρµ,µ̃Ra := IR ⊗ C̃µ

a (Φ
µ̃
Ra). (117)

In particular, note that ρµ,µ̃Ra is a Gaussian state with CM

Vµ,µ̃ =











µ̃ 0
√

µ̃2 − 1 0

0 µ̃ 0 −
√

µ̃2 − 1
√

µ̃2 − 1 0 µ̃+ ξ 0

0 −
√

µ̃2 − 1 0 µ̃+ ξ + 1











,

(118)
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where ξ is the added noise associated with the BK pro-
tocol and depends on µ according to Eq. (53). Using
Eq. (56) we may write

∥

∥

∥
ρµ,µ̃Ra − ρµ̃Ra

∥

∥

∥
≥ 2

[

1− F
(

ρµ,µ̃Ra , ρ
µ̃
Ra

)]

. (119)

Then, by computing the fidelity [85] and expanding in µ̃,
we obtain

F
(

ρµ,µ̃Ra , ρ
µ̃
Ra

)

≃ O(µ̃−1/4), (120)

so that

lim
µ̃→∞

∥

∥

∥ρ
µ,µ̃
Ra − ρµ̃Ra

∥

∥

∥ = 2, (121)

which clearly implies
∥

∥

∥C̃µ − C̃
∥

∥

∥

⋄
= 2. Then, we may ex-

tend the result to any Gaussian channel which is unitarily
equivalent to the B1 form. Consider Eqs. (84) and (86)

with C̃ = C[1, 1, 0], i.e,

G = UB ◦ C̃ ◦ UA, Gµ = UB ◦ C̃µ ◦ UA, (122)

where

C̃µ := C̃ ◦ UA ◦ Iµ ◦ U−1
A . (123)

Assume the input state Ψµ̃
Ra := IR ⊗ U−1

A (Φµ̃
Ra), so that

we have the two output states

ρµ̃Ra := IR ⊗ Ga(Ψ
µ̃
Ra) = IR ⊗ UB ◦ C̃(Φµ̃

Ra), (124)

ρµ,µ̃Ra := IR ⊗ Gµ
a (Ψ

µ̃
Ra) = IR ⊗ UB ◦ C̃µ(Φµ̃

Ra). (125)

Because the fidelity is invariant under unitaries, we may
neglect UB and write

F
(

ρµ,µ̃Ra , ρ
µ̃
Ra

)

= F
[

IR ⊗ C̃µ(Φµ̃
Ra), IR ⊗ C̃(Φµ̃

Ra)
]

.

(126)

Let us derive the CM Ṽµ,µ̃ of the state IR ⊗ C̃µ(Φµ̃
Ra).

Starting from the CM Vµ of the TMSV in Eq. (38) and
applying Eq. (123), we easily see that this CM is given
by

Ṽµ,µ̃ = Vµ + 0⊕
[

ξSAS
T
A + diag(0, 1)

]

, (127)

where 0 is the 2×2 zero matrix, and SA is the symplectic
matrix associated with the Gaussian unitary UA (which
can be taken to be canonical without losing generality).
Let us set

SA =

(

a c

d b

)

, (128)

where the elements are real values such that detSA = +1
(because SA is symplectic). Then, we may compute the
fidelity and expand it at the leading order in µ̃, finding

F
[

IR ⊗ C̃µ(Φµ̃
Ra), IR ⊗ C̃(Φµ̃

Ra)
]4

≃ γµ̃−1 +O(µ̃−3/2), (129)

γ :=
a2 + c2 + 2ξ

2ξ(a2 + c2 + ξ)2
> 0. (130)

Clearly, this implies ‖Gµ − G‖⋄ = 2 for any Gaussian
channel unitarily equivalent to the B1 form. �

Note that the rank of the noise matrix N is indeed
a fundamental quantity in the previous proof. Given
a single-mode Gaussian channel G[T,N,d], consider its
teleportation simulation Gµ[T,Nξ,d]. For all channels
with rank(N) = 2, we may write

rank(Nξ) = rank(N) for any ξ. (131)

This means that Gµ may have the same canonical form
and, therefore, the same unitary dilation as G. By con-
trast, for Gaussian channels with rank(N) < 2, such as
the identity channel or the B1 form, we can see that we
have rank(Nξ) > rank(N) for ξ 6= 0, so that the canon-
ical form changes its class because of the teleportation
simulation. As a result, the dilation changes and the
data-processing bound in Eqs. (94)-(97) cannot be ap-
plied.

Remark 4 Our Theorem 2 straightforwardly solidifies
all the claims of uniform convergence discussed in
Ref. [87, v4] for very specific channels. Note that
Ref. [87, v4] did not consider an arbitrary single-mode
Gaussian channel, but only the canonical forms C and
B2, without considering the action of input-output Gaus-
sian unitaries. Furthermore, the other canonical forms,
together with the Gaussian channels unitarily equivalent
to them, were also not considered in Ref. [87, v4].

Remark 5 After our Theorem 2 was publicly available
on the arXiv [88], we noticed that Ref. [87] was later
updated into its 5th version, where our key observation
on the rank of the noise matrix of the Gaussian channel
has been inserted (with no discussion of Ref. [88]). In
fact, see Theorem 6 in Ref. [87, v5] which appears to be
an immediate extension of our Theorem 2.

VI. TELEPORTATION SIMULATION OF

BOSONIC CHANNELS IN ADAPTIVE

PROTOCOLS

We now discuss the teleportation simulation of bosonic
channels within the context of adaptive protocols. This
treatment is particularly important for its implications
in quantum and private communications.

A. Adaptive protocols

In an adaptive protocol, Alice and Bob, are connected
by a quantum channel E at the ends of which they ap-
ply the most general quantum operations (QOs) allowed
by quantum mechanics. If the task of the protocol is
quantum channel discrimination or estimation, then Al-
ice and Bob are the same entity [12, 56]. However, if
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the task of the protocol is quantum/private communica-
tion, Alice and Bob are distinct remote users and their
QOs consist of local operations (LOs) assisted by unlim-
ited and two-way classical communication (CC), briefly
called adaptive LOCCs [11, 28]. For simplicity, we con-
sider here the second case only, i.e., communication.
The adaptive LOCCs are interleaved with the various

transmissions through the channel. A compact formu-
lation of the adaptive communication protocol goes as
follows. Alice and Bob have local registers a and b pre-
pared in some fundamental state ρ0a ⊗ ρ0

b
. They apply

a first adaptive LOCC Λ0 so that ρ0
ab

= Λ0(ρ
0
a ⊗ ρ0

b
).

Then, Alice transmits one of her modes a1 ∈ a through
the channel E . Bob gets a corresponding output mode
b1 which is included in his register b1b → b. The two
parties apply another adaptive LOCC Λ1 to their up-
dated registers, before the second transmission through
the channel, and so on. After n uses of the channel we
have the output state

ρnab = Λn ◦ E ◦ Λn−1 · · · ◦ Λ1 ◦ E ◦ Λ0(ρ
0
a ⊗ ρ0b), (132)

where we assume that channel E is applied to the input
system ai in the i-th transmission, i.e., E = Ia⊗Eai

⊗Ib.
Assume that Alice and Bob generate an output state

ρn
ab

which is epsilon-close to a private state [89] φn with
nRn secret bits, i.e., we have the trace-norm inequality

‖ρnab − φn‖ ≤ ε . (133)

Then, we say that the sequence P = {Λ0, . . . ,Λn} repre-
sents an (n, ε,Rε

n) adaptive key generation protocol. By
optimizing over all the protocols, we may write

K(E , n, ε) = sup
P

Rε
n . (134)

Taking the limit for large n and small ε, one gets the
secret key capacity of the channel K(E).

B. Simulation and “peeling” of adaptive protocols

Consider a tele-covariant bosonic channel E . Then, let
us assume a finite-energy BK protocol (T ,Φµ) so that
the bosonic channel E is approximated by its teleporta-
tion simulation Eµ = E ◦ Iµ, where Iµ is the usual BK
channel. In the adaptive protocol, we may then replace
each instance of E with Eµ. This leads to a simulated
protocol, with simulated output state ρµ,n

ab
. A crucial

step is to show how the error in the channel simulation
Eµ ≃ E propagates to the output state ρµ,n

ab
≃ ρn

ab
after n

uses of the adaptive protocol. This is done by adopting a
peeling technique which suitably exploits data processing
and the triangle inequality.
After n uses of the simulated channel, we may write

the output state as

ρµ,n
ab

= Λn ◦ Eµ ◦Λn−1 · · · ◦Λ1 ◦ Eµ ◦Λ0(ρ
0
a ⊗ ρ0b), (135)

where we assume that channel Eµ is applied to the input
system ai in the i-th transmission, i.e., Eµ = Ia⊗Eµ

ai
⊗Ib.

We now want to evaluate the trace distance ‖ρµ,n
ab

− ρn
ab
‖

and show that this can be suitably bounded for any n.
Let us start with the most elegant and rigorous approach,
which has been discussed in Ref. [11] and directly comes
from techniques in PLOB [28].

1. Peeling in the bounded-uniform topology

The most rigorous way to show the peeling procedure
is by using the energy-constrained diamond distance de-
fined in Eq. (47) for an arbitrary but finite energy con-
straint N . As we have already written in Eq. (70), given
an input alphabet DN with maximum energy N , the sim-
ulation error between a bosonic channel E and its sim-
ulation Eµ via the µ-energy Braunstein-Kimble protocol
can be written as [11, 28]

δ(µ,N) := ‖Eµ − E‖⋄N ≤ ‖Iµ − I‖⋄N . (136)

For any finite value of the constraint N , we may take the
limit in µ → ∞ and write δ(µ,N) → 0, thanks to the

bounded-uniform convergence ‖Iµ − I‖⋄N
µ→∞→ 0.

Let us now express the output error ‖ρµ,n
ab

− ρn
ab
‖ in

terms of the channel error δ(µ,N). For simplicity, let us
start by assuming n = 2. From Eqs. (132) and (135) we
may then write the peeling as [28]

‖ρµ,2
ab

− ρ2ab‖
(1)

≤ ‖Eµ ◦ Λ1 ◦ Eµ(ρ0ab)− E ◦ Λ1 ◦ E(ρ0ab)‖ (137)

(2)

≤ ‖Eµ ◦ Λ1 ◦ Eµ(ρ0ab)− E ◦ Λ1 ◦ Eµ(ρ0ab)‖
+ ‖E ◦ Λ1 ◦ Eµ(ρ0ab)− E ◦ Λ1 ◦ E(ρ0ab)‖ (138)

(1)

≤ ‖Eµ(ρ0ab)− E(ρ0ab)‖
+ ‖Eµ[Λ1 ◦ Eµ(ρ0ab)]− E [Λ1 ◦ Eµ(ρ0ab)]‖ (139)

(3)

≤ 2‖Eµ − E‖✸N = 2δ(µ,N), (140)

where we use: (1) The monotonicity of the trace dis-
tance under CPTP maps; (2) the triangle inequality; and
(3) the energy-constrained diamond distance. General-
ization to n ≥ 2 gives the desired result

‖ρµ,n
ab

− ρnab‖ ≤ nδ(µ,N). (141)

Now, for any finite N , we may take the limit for large µ
and write

‖ρµ,n
ab

− ρnab‖ → 0. (142)

2. Peeling in the uniform topology

Consider an adaptive protocol over a bosonic Gaussian
channel G[T,N,d] with rank(N) = 2. In this case, we
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now know that we can remove the energy constraint in
the diamond distance and write the following uniform
convergence result

‖Gµ − G‖⋄
µ→∞→ 0 , (143)

where Gµ is the teleportation simulation of G. It is clear
that we can repeat the peeling and write

‖ρµ,n
ab

− ρnab‖ ≤ n ‖Gµ − G‖⋄
µ→∞→ 0. (144)

3. Peeling in the strong topology

The procedure can be trivially modified for strong con-
vergence. In fact, starting from Eq. (139) we may write

‖ρµ,2
ab

− ρ2ab‖
≤ ‖Eµ(ρ0ab)− E(ρ0ab)‖
+ ‖Eµ[Λ1 ◦ Eµ(ρ0ab)]− E [Λ1 ◦ Eµ(ρ0ab)]‖ (145)

= ‖Eµ(ρ0ab)− E(ρ0ab)‖+ ‖Eµ(ρµ,1
ab

)− E(ρµ,1
ab

)‖, (146)

where ρµ,1
ab

:= Λ1◦Eµ(ρ0
ab
) is an energy-constrained state.

Then, we may write

‖ρµ,2
ab

− ρ2ab‖ ≤ 2 sup
ρab

‖Eµ(ρab)− E(ρab)‖. (147)

Similarly, for n uses, one derives

‖ρµ,n
ab

− ρnab‖ ≤ n sup
ρab

‖Eµ(ρab)− E(ρab)‖. (148)

Now using the strong convergence of the BK protocol,
one gets

‖ρµ,n
ab

− ρnab‖
µ→∞→ 0. (149)

This type of peeling is a trivial modification of the one
presented in Sec. VIB 1 and already adopted in PLOB
and Ref. [11].

Remark 6 Contrary to what claimed in the various
arXiv versions of Ref. [87, v1-v5], none of the peeling
techniques presented in this section can actually be found
in WTB [71]. Therefore, the arguments presented in
Ref. [87, v1-v5] are, as a matter of fact, a direct con-
firmation of the technical gaps and issues of WTB [71].

VII. IMPLICATIONS FOR QUANTUM AND

PRIVATE COMMUNICATIONS

Here we discuss how the previous notions can be used
to rigorously prove the claims presented in WTB on the
strong converse bounds for private communication over
Gaussian channels. In order to clarify the technical prob-
lems, we first provide some preliminary notions, starting
from the weak converse bounds established in PLOB and

how the follow-up WTB attempted to show their strong
converse property. Then, we discuss the basic technical
errors in WTB and how these can be fixed by adopting
a rigorous treatment of the BK protocol in adaptive pro-
tocols. Our proofs expand the very first one provided in
Ref. [11] and based on the bounded-uniform convergence
of the BK protocol.

A. Background

Quantum and private communications over optical
channels are inevitably limited by the presence of loss.
In fact, the maximum number of secret bits that can
be distributed over an optical fiber or a free-space link
cannot be arbitrary but scales as ≃ τ , where τ is the
transmissivity of the communication channel. This is a
fundamental rate-loss law that has attracted a lot of at-
tention in the past years [28, 90–92]. In 2009, Pirandola-
Patrón-Braunstein-Lloyd [90] used the reverse coherent
information [91] to compute the best-known achievable
rate of − log2(1− τ) secret bits per use.
Later, in 2014, Takeoka-Guha-Wilde [92] computed the

first upper bound log2[(1 + τ)(1− τ)] by resorting to the
squashed entanglement [93]. Finally, in 2015, PLOB [28]
exploited quantum teleportation [1, 2, 5] and the relative
entropy of entanglement [29–31] to establish − log2(1−τ)
as an upper bound, therefore discovering the secret-key
capacity K of the pure-loss channel. This result is also
known as the PLOB bound. It was promptly general-
ized to repeater-assisted lossy communications [57] and
its strong converse property was later investigated by
WTB [71].
In the bosonic setting, PLOB [28] proved weak con-

verse upper bounds for the private communication over
single-mode phase-insensitive Gaussian channels [8]. In
fact, let us introduce the entropic function

h(x) := (x+ 1) log2(x+ 1)− x log2 x. (150)

Then, for a thermal-loss channel Closs
τ,n̄ = C[τ, 2, n̄] with

transmissivity τ ∈ [0, 1] and mean thermal number n̄
(canonical form C), one has [28]

K(Closs
τ,n̄ ) ≤ Φ(Closs

τ,n̄ ) (151)

:=

{

− log2 [(1− τ)τ n̄]− h(n̄), for n̄ < τ
1−τ ,

0, otherwise.

For a quantum amplifier Camp
τ,n̄ = C[τ, 2, n̄] with gain τ > 1

and mean thermal number n̄ (canonical form C), one has
the following bound [28]

K(Camp
τ,n̄ ) ≤ Φ(Camp

τ,n̄ ) (152)

:=







log2

(

τ n̄+1

τ − 1

)

− h(n̄), for n̄ < (τ − 1)−1,

0, otherwise.
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Finally, for an additive-noise Gaussian channel Cadd
ξ =

C[1, 2, ξ] with added noise ξ ≥ 0 (canonical form B2), we
may write [28]

K(Cadd
ξ ) ≤ Φ(Cadd

ξ ) :=

{

ξ−1
ln 2 − log2 ξ, for ξ < 1,

0, otherwise.

(153)

Remark 7 In a talk [94], an author wrongly claimed that
the bounds in Eqs. (151), (152) and (153) would explode
due to a technical issue related with the unboundedness of
the “shield size” of the continuous-variable private state.
This is not the case because the dimension of the private
state was suitably truncated already in the first 2015
proof given by PLOB. See Ref. [11, Sec. III] for further
discussions and more details demystifying these claims.

Remark 8 As a direct result of his basic misunderstand-
ing of the 2015 proof given by PLOB (see previous re-
mark), the same author started to (unfairly) credit his
follow-up work WTB [71] for the proof of the weak-
converse upper bounds in Eqs. (151), (152) and (153).
As one can easily check on the public arXiv, these bounds
were fully established by PLOB in 2015, several months
before WTB even made its first appearance (29 Feb
2016). From the chronology on the arXiv, one can also
easily check that the main tools used in WTB were di-
rectly taken from PLOB. In this context, Ref. [11] fully
clarifies how WTB is a direct follow-up work which is
heavily based on results and tools in PLOB. This aspect
is also very clear from the first arXiv version of WTB,
where the presentation of previous results was sufficiently
fair, but then its terminology was suddenly changed in its
published version, where unfair claims have been made.

B. General problems with the strong converse

bounds claimed in WTB

Several months after the first version of PLOB, the
follow-up paper WTB [71] also appeared on the arXiv.
One of the main aims of WTB was to show that PLOB’s
weak converse bounds for single-mode phase-insensitive
bosonic Gaussian channels in Eqs. (151)-(153) also have
the strong converse property. Recall that a weak con-
verse bound means that perfect secret keys cannot be
established at rates exceeding the bound. A strong con-
verse bound is a refinement according to which even
imperfect secret keys (ε-secure with ε > 0) cannot be
generated above the bound. In terms of methodology,
WTB widely exploited the tools previously introduced
by PLOB, in particular, the notion of a channel’s REE
and the adaptive-to-block simplification via teleportation
stretching. The combination of these two ingredients
allowed PLOB (and later WTB) to write single-letter
bounds in terms of the REE. However, differently from
PLOB, WTB did not explicitly prove its statements for
two main reasons:

(1) WTB did not show how the error affecting the simu-
lation of the bosonic channels is propagated to the
output state of an adaptive protocol;

(2) WTB did not show that such error converges to zero.

As a result of these two points, the bounds in WTB were
not shown for adaptive protocols and, as presented there,
they were technically equal to infinity. Let us describe
these issues in details in the following section.

C. Strong converse claims

In [71, Theorem 24], WTB made the following claims
on the strong-converse bound for single-mode phase-
insensitive Gaussian channels.

WTB claims ([71]). Consider an ε-secure key genera-
tion protocol over n uses of a phase-insensitive canonical
form C, which may be a thermal-loss channel (Closs

τ,n̄ ), a

quantum amplifier (Camp
τ,n̄ ) or an additive-noise Gaussian

channel (Cadd
ξ ). For any ε ∈ (0, 1) and n ≥ 1, one may

write the following upper bound for the secret key rate

K(C) ≤ Φ(C) +
√

V (C)
n(1− ε)

+
C(ε)

n
, (154)

where Φ(C) is PLOB’s weak converse bound given in
Eqs. (151)-(153), V (C) is a suitable “unconstrained rela-
tive entropy variance”, and

C(ε) := log2 6 + 2 log2

(

1 + ε

1− ε

)

. (155)

In particular, for a pure loss channel (Closs
τ,0 ) and a

quantum-limited amplifier (Camp
τ,0 ), one would have

K(C) ≤ Φ(C) + C(ε)

n
. (156)

The above claims are obtained starting from a telepor-
tation simulation based on the BK protocol with finite
energy µ and then taking the limit of µ → ∞ (follow-
ing PLOB). For any security parameter ε ∈ (0, 1), num-
ber of channel uses n ≥ 1 and simulation energy µ with
“infidelity” εTP(n, µ), one may write the following up-
per bound for the secret key rate of a phase insensitive
canonical form C

K(C) ≤ Φ(C) + ∆(n, µ). (157)

At fixed n and large µ, ∆(n, µ) has the expansion

∆(n, µ) ≃
√

V (C) +O(µ−1)

n[1− ε(n, µ)]
+

C[ε(n, µ)]

n
+O(µ−1) ,

(158)
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where ε(n, µ) is an overall error defined as

ε(n, µ) := min

{

1,
[√

ε+
√

εTP(n, µ)
]2
}

, (159)

where εTP is associated with the teleportation simula-
tion. For a pure loss channel (Closs

τ,0 ) and a quantum-

limited amplifier (Camp
τ,0 ), one has Eq. (157), with

∆(n, µ) ≃ n−1C[ε(n, µ)] +O(µ−1). (160)

D. Technical errors

In WTB the crucial technical error is clearly the treat-
ment of the “infidelity” parameter εTP which appears in
Eq. (159) and is defined as the infidelity between the out-
puts of the protocol ρn

ab
and the simulated protocol ρµ,n

ab

[in WTB denoted these as ζnAB and ζ ′AB(n, µ)]. More
precisely, this is [71, Eq. (177)]

εTP(n, µ) := 1− F (ρnab, ρ
µ,n
ab

), (161)

where F is the quantum fidelity. WTB argues that [71]

“continuous variable teleportation

induces a perfect quantum channel

when infinite energy is available”

(162)

which is the only reason why WTB states [71, Eq. (178)]

lim sup
µ→∞

εTP(n, µ) = 0, for any n. (163)

The first error is a basic misinterpretation of the con-
vergence properties of the BK protocol. In fact, the
statement (162) clearly means that the BK teleporta-
tion channel Iµ generated by performing the protocol
over a finite energy TMSV state Φµ would reproduce
the identity channel I (“perfect quantum channel”) when
µ → ∞. We know that this is not true. In fact, as we
have already shown in Eq. (49), we have

lim
µ→∞

‖Iµ − I‖⋄ = 2 . (164)

In other words, the BK channel does not converge to the
identity channel, as explained in detail in Sec. IIID and
already pointed out in Ref. [11]. Unfortunately, this has
catastrophic consequences for the statement in Eq. (163)
and all the WTB claims.
To make it simple, consider the single use (n = 1)

of a trivial adaptive protocol (Λ1 = I) performed over
channel C and its teleportation simulation Cµ = C ◦ Iµ.
From Eqs. (132) and (135), we have the two output states

ρ1ab = C(ρ0ab), ρµ,1
ab

= Cµ(ρ0ab), (165)

where the channels are meant to be applied to the input
system a1, i.e., C = Ia⊗Ca1

⊗Ib and Cµ = Ia⊗Cµ
a1
⊗Ib.

The infidelity is given by

εTP(1, µ) = 1− F (ρ1ab, ρ
µ,1
ab

) (166)

= 1− F [Ca1
(ρ0ab), Cµ

a1
(ρ0ab)] (167)

≥ 1− F [ρ0ab, Iµ
a1
(ρ0ab)], (168)

where we have exploited the monotonicity of the fidelity
under CPTP maps, considering C = C◦I and Cµ = C◦Iµ.
The proof idea in WTB was the exploitation of the

(wrong) uniform limit Iµ
a1

µ→ Ia1
[see the statement

in (162)], so that one could write limµ F [ρ0
ab
, Iµ

a1
(ρ0

ab
)] =

1 in Eq. (168). Instead, assume that Alice is sending part
of a TMSV state Φµ̃ with energy µ̃. This means that we
may decompose ρ0

ab
= ρ0a ⊗ Φµ̃

aa1
⊗ ρ0

b
, and write

εTP(1, µ) ≥ 1− F [Φµ̃
aa1

, Ia ⊗ Iµ
a1
(Φµ̃

aa1
)], (169)

where we use the multiplicativity of the fidelity under
tensor products. Taking the lim supµ of εTP(1, µ) means
to include all the possible input states. Because the in-
put alphabet is unbounded (as it should be when we con-
sider unconstrained quantum and private capacities), this
means that the alphabet also includes the limit of asymp-
totic states, such as Φµ̃

aa1
for large µ̃.

Also note that the generic limit in Eq. (163) does not
imply any specific order of the limits between the simula-
tion energy µ and the input energy µ̃ of the alphabet. For
an unbounded alphabet, we can equivalently interpret

lim sup
µ

= lim
µ

lim
µ̃

OR lim sup
µ

= lim
µ̃

lim
µ

. (170)

Therefore, if we apply the first case to Eq. (169) we find

lim sup
µ→∞

εTP(1, µ)

≥ 1− lim
µ→∞

lim
µ̃→∞

F [Φµ̃
aa1

, Ia ⊗ Iµ
a1
(Φµ̃

aa1
)]

≥ 1 , (171)

because, as we know, F [Φµ̃
aa1

, Ia ⊗ Iµ
a1
(Φµ̃

aa1
)] ≃ O(µ̃−1)

at any fixed µ. This result disproves the claim in
Eq. (163) already for the trivial case of n = 1.

Remark 9 It is important to remark that the ambiguity
in Eq. (170) is not addressed, discussed or noted in any
part of WTB, where the convergence problems of the BK
protocol are just completely ignored. In WTB there is
no discussion related to uniform convergence [associated
with the first order of the limits in Eq. (170)] or strong
convergence [associated with the second order of the limits
in Eq. (170)]. Also note that the additional arguments
presented in the various arXiv versions of Ref. [87, v1-
v5] can be seen as an erratum de facto of WTB, rather
than a justification of its proofs as claimed by the author.

As the “proof” has been carried out in WTB, one must
conclude that

lim sup
µ→∞

εTP(n, µ) = 1, for any n, (172)
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which is exactly the opposite of the claim in Eq. (163).
In fact, one can extend the previous reasoning to any
n and any adaptive protocol (which is the content of
the next section). The result in Eq. (172) implies
lim supµ ε(n, µ) = 1 for the overall error in Eq. (159).
Unfortunately, this leads to C[ε(n, µ)] → ∞ in Eq. (158)
and, therefore, all the bounds claimed by WTB in
Eq. (157) are divergent, i.e.,

K(C) ≤ Φ(C) +∞ . (173)

E. Filling the technical gaps

It is important to note that, in WTB, the simulation
error on the output state εTP(n, µ) is completely discon-
nected from the error on the channel simulation which
affects each transmission. In other words, there are no
rigorous relations such as those given in Eqs. (141), (144)
or (148) for the various forms of convergence. The reason
is because in WTB there is no peeling argument [11, 28]
which simplifies the adaptive protocol and relates the
output error ‖ρµ,n

ab
− ρn

ab
‖ to the channel error Cµ 6= C.

As a result, the WTB claims not only are not proven (due
to the divergences) but they do not even apply to adap-
tive protocols. Here we apply the peeling argument to
correctly write εTP(n, µ) in the presence of an adaptive
protocol. This extends the considerations already made
in Ref. [11] for the bounded-uniform convergence to the
other forms of convergence (strong and uniform).
Using the Fuchs-van der Graaf relations of Eq. (56),

we may write

εTP(n, µ) ≤
‖ρn

ab
− ρµ,n

ab
‖

2
. (174)

Following PLOB and Ref. [11], we may consider the
energy-constrained diamond distance and perform the
peeling procedure in Eqs. (137)-(140) which leads to the
result in Eq. (141). Therefore, we may write

εTP(n, µ) ≤ nδ(µ,N)/2, (175)

where δ(µ,N) := ‖Cµ − C‖⋄N . Once we have the control
on the error, we may take the limit for large µ. For any
number of channel uses n and finite energy constraint N ,
we may safely write

lim sup
µ→∞

εTP(n, µ|N) ≤ lim
µ→∞

nδ(µ,N)/2 = 0 , (176)

proving Eq. (163) and the corresponding WTB claims.
More precisely, starting from Eq. (176), we may write

the following upper bound for the energy-constrained key
capacity [11]

K(C|N) ≤ Φ(C) + ∆(n, µ|N) , (177)

where ∆(n, µ|N) is computed assuming the energy con-
straint. For large µ, we may now write

∆(n, µ|N) →
√

V (C)
n(1− ε)

+
C(ε)

n
. (178)

Because limµ ∆(n, µ|N) does not depend on N , we can
extend the inequality in Eq. (177) to the supremum
K(C) := supN K(C|N), so that

K(C) ≤ Φ(C) + lim
µ→∞

∆(n, µ|N), (179)

proving the strong converse bound claimed in Eq. (154).
Additional proofs can be made assuming the other

types of convergence (strong and uniform). These are
simple variants of the previous one. First of all, because
we consider phase-insensitive canonical forms, we now
know that the teleportation simulation converges uni-

formly, i.e., ‖Cµ − C‖⋄
µ→∞→ 0. This means that we may

directly consider N = ∞ in the previous proof, so that
we can delete the conditioning from the energy constraint
N and the last step (supremum in N) is not needed. An-
other approach is considering the strong convergence of
the teleportation simulation. After the peeling proce-
dure, this means that we may write Eq. (148), so that

εTP(n, µ) ≤
n

2
sup
ρab

‖C(ρab)− Cµ(ρab)‖
µ→∞→ 0. (180)

Remark 10 It is easy to check that none of these tech-
niques have been explicitly or even implicitly discussed
in WTB, contrary to what claimed in the various arXiv
versions of Ref. [87, v1-v5].

VIII. CONCLUSIONS

In this work we have discussed the Braunstein-Kimble
teleportation protocol for bosonic systems and its appli-
cation to the simulation of bosonic channels. We have
considered the various forms (topologies) of convergence
of this protocol to the identity channel, which are still the
subject of basic misunderstandings for some authors. As
a completely new result, we have shown that the telepor-
tation simulation of an arbitrary single-mode Gaussian
channel (not necessarily in canonical form) uniformly
converges to the channel in the limit of infinite energy,
as long as the channel has a full rank noise matrix.
We have then discussed the various forms of conver-

gence in the context of adaptive protocols, following the
ideas established in PLOB [28]. In this scenario, it is es-
sential to provide a peeling procedure which relates the
simulation error on the final output state to the simula-
tion error affecting the individual channel transmissions.
As an application, we exploit this peeling argument and
the various convergence topologies to completely prove
the claims presented in WTB in relation to private com-
munication over bosonic Gaussian channels. This treat-
ment extends the first rigorous proof given in Ref. [11]
and specifically based on the bounded-uniform conver-
gence (energy-constrained diamond distance).
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Appendix A: Proof of Lemma 3

Consider the canonical forms C with τ := detT 6=
1 and rank(N) = 2. These correspond to A2, C(Att),
C(Amp), and D. Given C, consider the variant

Cµ := C ◦ UA ◦ Iµ ◦ U−1
A , (A1)

where UA is a canonical Gaussian unitary with associated
symplectic matrix SA, and Iµ is the BK teleportation
channel, which is locally (point-wise) equivalent to an
additive-noise Gaussian channel (B2 form) with added
noise

ξ = 2[µ−
√

µ2 − 1]. (A2)

Note that we may use the Bloch-Messiah decomposi-
tion [95]

SA = O1SqO2, (A3)
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where O’s are symplectic orthogonal matrices, while
Sq = diag(r, r−1) for r > 0 is a squeezing matrix [96].
Here we show that C and Cµ have the same unitary dila-
tion with different environmental states ρe and ρµe , whose

fidelity F (ρµe , ρe)
µ→∞→ 1. Let us start with the form C.

1. Lossy channel C(Att) and amplifier C(Amp)

Consider the canonical C form C(τ > 0, 2, n̄) repre-
senting either a thermal-loss channel (0 < τ < 1) or a
noisy quantum amplifier (τ > 1). Their action on the
input covariance matrix (CM) V is given by

V → τV + |1− τ |ωI , (A4)

where ω := 2n̄+ 1 ≥ 1. From Eq. (A1), we may write

V → τ(V + ξSAS
T
A) + |1− τ |ωI

= τV + |1− τ |W̃, (A5)

where we have set

W̃ := ωI+ γSAS
T
A, γ :=

ξτ

|1− τ | ≥ 0. (A6)

According to Eqs. (A5) and (A6), we may represent
Cµ(τ > 0, 2, n̄) with the same two-mode symplectic ma-
trix M(C) of the original C form, but replacing the
thermal state ρe(n̄) with a zero-mean Gaussian state ρµe
whose CM can be written as W̃. To check this is in-
deed the case, we need to verify that W̃ is a bona fide
CM [97]. It is certainly positive definite, so we just need
to check that its symplectic eigenvalue is greater than 1.
Note that we may apply the orthogonal symplectic O1

so that

W : = OT
1 W̃O1 = ωI+ γS2

q . (A7)

The symplectic eigenvalue is equal to

ν =
√
detW =

√

ω2 + γ2 + γω (r2 + 1/r2)

≥ ω + γ ≥ 1 . (A8)

Finally we compute the fidelity between the environmen-
tal states, finding

F (ρµe , ρe) =
√
2r
[

√

(γr2ω + ω2 + 1) (γω + r2 (ω2 + 1))

−
√

(ω2 − 1) (γω + γr4ω + r2 (γ2 + ω2 − 1))
]−1/2

,

(A9)

which goes to 1 for µ → ∞ (so that ξ → 0 and γ → 0).
This is true for any finite value of the squeezing r > 0
and the thermal variance ω.

2. Conjugate of the amplifier D

Let us consider the D form C(τ < 0, 2, n̄) which trans-
forms the input as follows

V → −τZVZ+ (1− τ)ωI. (A10)

Then, the action of Cµ(τ < 0, 2, n̄) can be written as

V → −τZ(V + ξSAS
T
A)Z+ (1− τ)ωI

= −τZVZ+ (1− τ)
(

ωI− κZSAS
T
AZ
)

= −τZVZ+ (1− τ)W̃ (A11)

where κ := ξτ/(1 − τ) ≤ 0. Using the Bloch-Messiah
decomposition of Eq. (A3) and ZS2

qZ = S2
q, we may write

W̃ = ωI− κZO1S
2
qO

T
1 Z

= ωI− κ(ZO1Z)S
2
q(ZO

T
1 Z). (A12)

Thus, we may represent Cµ(τ < 0, 2, n̄) with the same
two-mode symplectic matrix M(D) as the original D
form, but replacing the thermal state ρe(n̄) with a zero-

mean Gaussian state ρµe whose CM can be written as W̃
in Eq. (A12). To check this is indeed the case, we need to

verify that W̃ is a bona fide CM [97]. First notice that
the matrix Σ := ZO1Z is orthogonal and symplectic. We
may therefore apply the symplectic ΣT and write

W = ΣTW̃Σ = ωI− κS2
q .

Because κ ≤ 0, this is positive definite and it has sym-
plectic eigenvalue

ν =
√

ω2 + κ2 − ωκ(r2 + 1/r2)

≥ ω − κ ≥ 1 . (A13)

Finally we compute the fidelity between the environmen-
tal states, finding

F (ρµe , ρe) =
√
2r
[

√

(−κr2ω + ω2 + 1) (−κω + r2 (ω2 + 1))

−
√

(1− ω2) (κω + κr4ω − r2 (κ2 + ω2 − 1))
]−1/2

,

(A14)

which goes to 1 for large µ (so that ξ → 0 and κ → 0).
This is true for any finite value of the squeezing r > 0
and the thermal variance ω.

3. Canonical form A2

The A2 form C(0, 1, n̄) transforms the input CM as

V → ΠVΠ+ ωI , (A15)

where

Π :=
I+ Z

2
= diag(1, 0). (A16)
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The action of the variant Cµ(0, 1, n̄) is given by

V → Π(V + ξSAST

A)Π+ ωI = ΠVΠ+ W̃ , (A17)

where

W̃ := ωI+ξΠSAST

AΠ. (A18)

Thus, we may represent Cµ(0, 1, n̄) with the same two-
mode symplectic matrix M(A2) of the original A2 form,
but replacing the thermal state ρe(n̄) with a zero-mean

Gaussian state ρµe whose CM can be written as W̃ in
Eq. (A18). To check this is indeed the case, we need

to verify that W̃ is a bona fide CM [97]. W̃ is clearly
positive definite. To derive its symplectic eigenvalue, let
us set

SA =

(

a c

d b

)

, (A19)

where the real entries must satisfy detSA = ab− cd = 1.
Then we get

W̃ =

(

ξ(a2 + c2) + ω 0

0 ω

)

, (A20)

with symplectic eigenvalue

ν =
√

[ξ(a2 + c2) + ω]ω ≥ ω ≥ 1 . (A21)

Finally we compute the fidelity between the environmen-
tal states, yielding

F (ρµe , ρe) =
√
2
[

√

(ω2 + 1) (ξω (a2 + c2) + ω2 + 1)

−
√

(ω2 − 1) (ξω (a2 + c2) + ω2 − 1)
]−1/2

, (A22)

which clearly goes to 1 for large µ (i.e., for ξ → 0). This
is true for any finite value of the real parameters a and
c, and the thermal variance ω.

Appendix B: Asymptotic results for the B2 form

Consider the B2 form C[1, 2, ξ′] with added noise ξ′.
This can be expressed as an asymptotic C form C(0 <
τ < 1, 2, n̄) with τ → 1 and thermal variance

ω = ξ′/(1− τ). (B1)

The channel C[1, 2, ξ′] and its simulation Cµ[1, 2, ξ′] [ac-
cording to Eq. (A1)] have the same (asymptotic) unitary
dilation but different environmental states ρe and ρµe .
These are the states associated with C(0 < τ < 1, 2, n̄ξ′,τ )
and Cµ(0 < τ < 1, 2, n̄ξ′,τ ) where n̄ξ′,τ := [ξ′(1− τ)−1 −
1]/2. Using Eq. (B1) in Eq. (A9) and taking the limit for
τ → 1, we may write

F (ρµe , ρe) = 2

√

rξ′
√

ξξ′ + r4ξξ′ + r2(ξ2 + ξ′2)

2ξξ′(1 + r4) + r2(ξ2 + 4ξ′2)
+O(τ−1),

(B2)
where ξ is defined in Eq. (A2) and r is a squeezing pa-
rameter associated with the input canonical unitary UA.
Then, the limit in ξ → 0 (i.e., µ → ∞) provides

F (ρµe , ρe) = 1 +O(ξ) +O(τ − 1) . (B3)

Similarly, we may write the expansion

2
√

1− F (ρµe , ρe)2 = O(ξ) +O(τ − 1). (B4)


