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Abstract 

Errors and uncertainty within the experimental results have long-term implications in lithium-

ion battery research. Experimental directly feed into the development of different battery 

models, thus having a direct impact on the accuracy of the models, which are commonly 

employed to forecast short to long term battery performance. The estimations made by such 

models underpin the design of key functions within the BMS, such as state of charge and state 

of health estimation. Therefore, erroneous experimental results could evolve into a much larger 

issue such as the early retirement of a battery pack from the end-use application. For original 

equipment manufacturers (OEM), such as automotive OEMs this may have a significant 

impact, e.g. high warranty returns and damage to the brand. Although occasionally reported in 

published results, currently, little research exists within the literature to systematically define 

the error and uncertainty of battery experimental results. This article focuses on the 

fundamental sources of error and uncertainty from experimental setup and procedure and 

suggests control measures to remove or minimize the contributions from the sources identified. 

Our research shows that by implementing the control measures proposed, the error and 

uncertainty can be reduced to around 0.6%, from the figure of around 4.0%.  



1. Introduction  

In tandem with the increasing demand of lithium-ion (li-ion) battery [1], the requirement of li-

ion battery testing and characterisation has seen a significant rise in recent years. This increased 

demand for accurate and reliable testing and characterisation is derived from the requirement 

of original equipment manufacturers (OEM). In order to find an optimal li-ion battery for an 

application, OEMs utilize different battery models, e.g. electrochemical models [2-4], 

equivalent circuit models [5, 6], degradation models [7, 8]. These battery models also underpin 

the design of the key functions within the battery management system (BMS) control functions 

such as the, such as state of charge (SoC) and state of health (SoH) estimation and the design 

if the thermal management system (TMS). To facilitate the development of these battery 

models and estimation of the performance of candidate li-ion batteries, OEMs will perform a 

variety of different experiments.  

Different national and international li-ion battery test standards currently exist to guide battery 

testing. However, researchers and engineers often go beyond the standards and develop their 

own tests that are aligned with their application. A recent review of battery testing and 

characterisation procedures has identified a collection of battery tests commonly employed, 

their advantages and disadvantages [9]. This study may lead to concise use and standardisation 

of future tests, which is not the focus of this manuscript, therefore, the readers interested are 

directed to that article. However, [9] raises concerns on the accuracy and reproducibility of the 

test data. The accuracy and reproducibility of the data generated plays a vital role when defining 

the accuracy of prediction of the models and thus the poor estimation of battery performance.  

Within all research, ensuring experiments give accurate, repeatable, reproducible results should 

be a primary concern when designing the experiment. As a field highly dependent on 

experimental results, the extensive test programmes carried out as part of the on-going research 

into battery technologies is no different. Due to the diversity of the interest, such as long-term 

performance, degradation and second-life applications, the experiments undertaken are often 

several years long and resource intensive [10, 11], therefore, extra care needs to be given to the 

experimental design to maximise accuracy. 

In li-ion cell experimentation, there are many variable factors, some controllable, others not, 

that can influence measurement accuracy. For example, room temperature and cell surface 

temperature can be controlled when a discharge capacity test is performed at different current 

rates. However, internal heat generation and thus internal temperature cannot be directly 



controlled [12]. Moreover, the internal temperature and the propagation of heat to the cell 

surface depends on the thermal conductivity of the cell which is linked with the chemical 

composition and design of each battery. This measurement discrepancy can vary with the 

design of the cell format (e.g. pouch or cylindrical) and the total cell surface area (heat transfer 

area) exposed to ambient. Therefore, the uncertainty analysis reporting is of critical importance.  

Although of critical importance, limited research currently exist within the literature. While 

most of the published literature reporting experimental results includes a summary of the 

expected errors within the results, a systematic approach to categorize and minimize them is 

currently not present.   

In li-ion battery experiments the sources of error can be broadly categorised into two types: 

environmental errors and procedural errors. Environmental errors are those sources of error 

that are systematic to multiple experiments and can be controlled to a limited degree within 

known bounds. Environmental errors include ambient temperature and humidity conditions, 

equipment accuracy and resolution, manufacturing tolerances on battery samples and 

equipment used. An example can be found in [13], where similar tests (e.g. calendar life test at 

80 % SoC at 40, 50, 60 and 70 °C) were performed in different laboratory on same type of 

cells, and 5-7 % error in data was reported, of which a large proportion may be environmental 

error. While steps can be taken to account for and control these sources, the error they 

contribute cannot be reduced without major changes to the experimental design, such as 

wholesale changes to experimental location and equipment. These errors, are however, 

consistent and can be documented when developing an experiment or analysing the results.  

Procedural errors are the errors introduced as a result of performing the experiment. These 

types of error occur during the experimental process itself and are known to be more variable. 

Procedure errors include tester variation, set-up variation, sample variation, repeatability. Such 

errors are difficult to document in advance, and rely on performing the experiment itself in 

order to determine them. One example of such error can be found in [14, 15], where it was 

shown how battery’s impedance varies after a charge/discharge event, if an adequate amount 

of relaxation period is not applied in the experimental procedure, the results will be erroneous. 

Once observed, unsatisfactory error levels can have actions taken against them in order to 

improve the quality of the results obtained, such as improved staff training, alterations to 

procedure or improved calibration of experimental elements.  



The reporting of errors increases confidence in the experimental procedure and the data that 

has been produced. A quantitative measure of error established a priori to experimentation will 

help to improve the quality of the data produced by the experimentation and allow a researcher 

to ensure that experiments are being run at a suitable standard. Experimental errors are 

commonly reported via two models, experimental error and standard error.  

Experimental error represents the combined contribution of all error effects, environmental and 

procedural, and gives information about the uncertainty of a particular experiment and the 

expected results from further repetition under similar conditions. Expressing an uncertainty 

interval means either: the reported result is a true representation, or the true results exist within 

the uncertainty region reported [16]. While useful for providing an indication of the quality of 

the result, it is difficult to interpret in a broader sense; for example, how does this error compare 

to dissimilar experiments or what can be done to improve the experimental accuracy and 

reproducibility.   

Standard error is an alternative approach to reporting error, providing information on the 

second type of uncertainty. Standard error analyses the error contribution of elements to an 

experiment and determines the quality of the estimate [17]. Rather than illustrating where 

results are expected to fall, standard error defines where the true value is expected to be. With 

sufficient data acquired before experimentation, the standard error can be calculated in advance 

of performing an experiment and give an experimenter a quantitative measure of the quality of 

their results. For singular laboratory experiments, this level of analysis is more expensive to 

undertake than the experiment itself, but in a larger testing environment performing many 

similar experiments as part of a systematic test program, this approach becomes more valuable. 

This allows a research laboratory to report both their variance in results (experimental error) 

and the accuracy of their results (standard error) with more confidence.  

Having these two types of error in agreement is the ideal result for an experiment, as this 

highlights that variability is minimised to its lowest achievable level. The standard error can be 

used to find possible areas of experimental improvement. In practice, the standard error will 

typically be less than the experimental error, as it is impossible to be certain that every possible 

source of error is included into the calculation of standard error, but a similar magnitude of 

uncertainty values still indicates the acceptable performance of the experiment. 

The systematic nature of environmental errors allows them to be accounted for in the standard 

error model. Climatic control, measurement equipment accuracy and manufacturing tolerances 



all contribute to standard error, and can often be obtained from supplier information or initial 

experimental results.  Repeating measurements on a sample environment quickly collaborates 

such information, and ongoing data collection can be used to check calibration and continued 

accuracy levels. within a testing facility, such data should be readily available and employed 

to maintain levels of standard error for use in the design of experiments.  

While experiments are varied and diverse in their research aims and goals, the procedures 

followed to perform experimental design contain a number of common elements such as 

equipment and personnel. These common elements are further increased through 

standardisation of approaches to improve efficiency and consistency of generated results. 

These experimental elements introduce error to the testing procedure, but can be studied 

employing benchmark testing and the errors introduced are quantified. This can be then used 

as a point to suggest improvements and repeat tests to accurately assess the impact on test error, 

leading to better procedures throughout the test facility. This reduces procedural errors and thus 

an overall improvement in reported experimental errors from experiments. 

As part of this research, the testing procedures that define experiments were studied, both in 

text and in observation of the testing environment and practical application, with the aim to 

identify and quantify the main sources of environmental and procedural error that would 

produce uncertainty in measurements and quantify their impact on experimental results. While 

the broader research is being performed to capture all sources of error, however due to the 

limitation of the context of this article only three key sources are reported here.  

This article will also present an example of how the reduction of errors within experimental 

data can directly feed into the development of empirical or semi-empirical models to improve 

the accuracy of the model estimation. The model estimation is directly employed to control the 

operating characteristics of the battery pack through the functions of the BMS. An erroneous 

experimentation, therefore, can result in erroneous controls and damage the battery before 

warranty period [18].  

 

  



2. Experimental details  

In light of the identified sources of environmental and procedural errors and their possible 

impact on test results, a series of experiments were devised to assess the procedure and to 

highlight further improvements.  

2.1 Experiment 1 – researcher variation  

The first test to be undertaken was to vary the researchers themselves. It is important that data 

be reproducible by other testers, and so the results need to be shown to be independent of the 

researcher carrying out the test. By establishing this, additional tests on the equipment and 

procedure can be undertaken with confidence in the reproducibility of the procedure when 

carried out by appropriately trained researchers. 

Four researchers were selected to perform a pulse-power test (PPT) as outlined in IEC 62660-

1 standard [19]. Testers performed PPT on 8 20 Ah cells. The pulses were 10 sec long with an 

amplitude outlined in Figure 1. The internal resistance was calculated form the voltage drop 

due to application of the pulse current. Further details on the procedure can be found in [20].  

 

Figure 1: Pulse power test profile for a 20Ah test cell, charge profile is truncated for cell safety. 

The researchers conducted the test exactly on the same 8 cells, using same battery test 

equipment. The cells were at the same SoC (50 %) and the tests were performed within a 

thermal chamber set to 25 °C. The battery test equipment used for this test has a current 

measurement accuracy of ±0.01 A and voltage measurement accuracy of ±0.001 V, the 

temperature sensors used to measure the temperature had an accuracy of ±0.5 °C. Following 

the experiment, areas to improve for reproducibility of the results across different researchers 

were identified.   



 

2.2 Experiment 2 – improved experimental rig design to reduced number of connections 

The test setup plays a vital role defining accuracy of the test results. To perform electrical 

characterisation tests, a set of current carrying cables are used to supply bidirectional current 

(charge/discharge) to the battery and another set of cables are used to sense the voltage. Ideally, 

the voltage sense cables should not be located within the current carrying path as this can result 

in errors due to voltage drops caused by any impedances within that path. However, the current 

amplitude used for electrical testing are increasing as battery power capability improve [9]. 

This requires multiple cycler channels to be connected electrically in parallel which in turn, 

means high numbers of cable connections are required. To reduce the complexity of 

experimental set-up a new approach was adopted whereby the voltage sense wire and current 

carrying conductor were crimped together in the same gold-plated lug. The gold plating 

reduced the connection resistance, thus the heat generation and protects the lug from corrosion, 

which avoids the need for cleaning before every time they are being used; justifying the 

additional cost.  

Figure 2 (a) shows an example interconnection block, which is commonly used to connect 

battery cell tabs to the battery cycler cable. The block ideally should be large enough to connect 

the cycler cables and have large surface area to connect with cell tabs. However, it should be 

the smallest size possible to reduce unintentional cooling of the cell tab. The middle section of 

the lug is commonly used to connect the current carrying cables. For voltage sensors either top 

of the middle block or inner/outer post can be used, Figure 2 (b) shows an example of the 

voltage sensor connected on top of the current carrying cables. While such conditions are 

achievable, the setup time and physical space required for this configuration limits the quantity 

of testing that is able to be performed, and may create irregularities due to inconsistent setup 

and procedure.  

A combined connection of voltage and current cables, just before connecting them to the 

interconnection block allows a more consistent setup as shown in Figure 2 (c). However, this 

places the voltage sense wire close to the current path. Therefore, an experiment was performed 

to investigate the effect of the location of the voltage sense cables on the experimental results. 

The test was performed on three 40 Ah NMC cells, which had an operating voltage window of 

4.2 V – 2.7 V. The cells were charged-discharged with 0.5 C, 1C, 2 C and 3C current and the 



tests were repeated for several location of the voltage sense cable with final test for the 

combined connections as shown in Figure 2 (c).  

 

(a)  

(b)  

(c)  

Figure 2: Interconnection between battery cell tabs and battery cycler, (a) design of the 

interconnection block (b) actual connection when voltage sensor connected on top (c) voltage 

sense cable crimped with current cable before connecting to interconnection block.  

  



2.3 Experiment 3 – test chamber variation 

Third experiment was conducted to investigate the effect of running the experiment in different 

thermal chambers to provide constant ambient temperature. For this experiment, same set of 

cells and test procedure as used in Experiment 1 were implemented, with the only exception 

that 80 % SoC was used. The test was undertaken in 4 different thermal chambers. The test 

was performed by the same researcher, using the same 8 cells and test rig. All the new 

knowledge learned from Experiment 1 and 2 to reduce experimental error, has been 

implemented in this experiment to keep the procedural errors to a minimum.   

All the thermal chambers were set to 25 °C and the cells were allowed to soak at that 

temperature for a minimum of 4 hours. All these chambers use circulating air to maintain the 

temperature homogeneity across the volume. All of them are rated to maintain the test 

temperature within ±2 °C of the set temperature. Each thermal chamber is fitted with 

thermocouple(s) to monitor and maintain the set temperature, and all the chambers had valid 

calibration at the point of the experiment.   

 

3. Results 

3.1 Researcher variation 

Internal resistance calculated from the PPT for all 8 cells and all 4 researchers are shown in 

Table 1. The standard deviation of the measurements from all eight cells (second row from the 

bottom), performed by any particular researcher include the cell to cell variation and the 

variation among the cell connections of that particular researcher. However, the standard 

deviation is still between 0.5 to 0.8 %, which indicates low cell to cell variation (environmental 

error) and good repeatability from each researcher. However, the variation among different 

researchers is around 4 % (environmental + procedural error). Therefore, while every 

researcher can reproduce their own setup it is not reproducible with high accuracy when 

different researcher performs the defined test-plan. This can be easily visualized from Figure 

3, where internal resistance is plotted against maximum power discharged by the 10 C 

discharge pulse as part of PPT. As it can be seen, the results for all eight cells for each 

researcher are within close proximity but they shift for different researchers.  

 



Table 1: Internal resistance calculated from all 8 cells 

Cell 
R 1 

(mΩ) 

R 2 

(mΩ) 

R 3 

(mΩ) 

R 4 

(mΩ) 

Mean 

(mΩ) 

Standard 

Deviation 

Std % of 

Mean 

1 4.19 4.08 3.84 3.88 4.00 0.17 4.1% 

2 4.17 4.08 3.82 3.86 3.98 0.17 4.3% 

3 4.18 4.08 3.83 3.93 4.01 0.16 3.9% 

4 4.15 4.05 3.81 3.85 3.97 0.16 4.1% 

5 4.18 4.12 3.84 3.90 4.01 0.17 4.1% 

6 4.12 4.03 3.79 3.91 3.96 0.14 3.6% 

7 4.20 4.11 3.86 3.95 4.03 0.15 3.8% 

8 4.16 4.08 3.83 3.88 3.99 0.16 4.0% 

Mean 4.17 4.08 3.83 3.89 3.99 0.16 4.0% 

Standard 

Deviation 
0.02 0.03 0.02 0.03 0.02 

  
  
  
  Std % of 

Mean 
0.6% 0.7% 0.5% 0.8% 0.5% 

 

 

Figure 3: Discharge power versus internal resistance as carried out by 4 testers (R) on 8 test 

cells. Marker with the solid filling shows average value.  

To find the root cause of the poor reproducibility, the test procedure has been investigated. All 

the researchers used the same battery test program, battery test equipment, connecting blocks 

of same design and test jig material. While no major deviations from the procedure were 

observed, it was noted that when connecting the battery cell tab and current carrying cables 



from the battery cycler each researchers hand tightened the bolts used for the connections, 

which could lead to application of different torque, thus can be the source of the poor 

reproducibility. If different torque is applied, the quality of the interconnection between current 

carrying cables, connecting blocks and cell tabs will be different, leading to 10’s to 100’s µΩ 

contact resistance variations. Which may not be of large proportion of cell’s internal resistance 

when cells have internal resistance of 10’s to 100’s mΩ (e.g. 18650, coin cells). However, when 

the cell resistance is much smaller, especially for high power/high energy cells (for the cells 

used here had around 4mΩ resistance), the variation will account for a relatively larger 

proportion of cell internal resistance. Another source could be the contact resistance variation 

due to oxidisation of the connectors, which required to be cleaned during the set-up process.  

To investigate this hypothesis, the experiment was repeated with a modification. This time the 

researchers were provided with a calibrated torque wrench to ensure the cycler channel 

connection would always be connected with the same torque. To improve reproducibility of 

the connections, the connecting blocks were gold platted before the experiment was repeated. 

For the fixed torque, 12.5 Nm was employed, which was found to be optimal torque for the 

interconnection, any higher torque will not make significant reduction of the connection 

resistance.  

The results show the procedure to be very reproducible (<1% error between experimenters), 

and the results can no longer be separated by researchers. This shows that the procedure has 

removed the key areas of variation identified. While an individual experimenter may produce 

repeatable results within their experiment, the omission of this information can have an impact 

on the reproducibility of results. 

 

 

 

Table 2 shows the results from the repeated test. Cell to cell variation remained similar to that 

of earlier test. However, as expected, significant improvement has been observed for the 

researcher variation, compared to around 4% variation in earlier experiments (Table 1). As 

shown within Table is has reduced to around 0.4 %, where the researcher to researcher variation 

is now lower than the cell to cell variation. Figure 4 shows the pictorial representation of this 

improvement. Compared to Figure 3, a similar spread for cell-to cell variation has been 



observed but in this case the results are concentrated into one particular area, making average 

values close to each other.  

The results show the procedure to be very reproducible (<1% error between experimenters), 

and the results can no longer be separated by researchers. This shows that the procedure has 

removed the key areas of variation identified. While an individual experimenter may produce 

repeatable results within their experiment, the omission of this information can have an impact 

on the reproducibility of results. 

 

 

 

Table 2: Internal resistance calculated from the repeated experiments with modification. 

Cell 
R 1 

(mΩ) 

R 2 

(mΩ) 

R 3 

(mΩ) 

R 4 

(mΩ) 

Mean 

(mΩ) 

Standard 

Deviation 

Std % of 

Mean 

1 3.95 3.93 3.91 3.91 3.92 0.02 0.5% 

2 3.88 3.91 3.90 3.89 3.89 0.02 0.4% 

3 3.86 3.91 3.89 3.90 3.89 0.02 0.6% 

4 3.89 3.90 3.87 3.88 3.89 0.01 0.3% 

5 3.88 3.93 3.92 3.92 3.91 0.02 0.5% 

6 3.89 3.87 3.88 3.87 3.88 0.01 0.3% 

7 3.91 3.95 3.94 3.93 3.93 0.02 0.4% 

8 3.91 3.91 3.88 3.87 3.89 0.02 0.5% 

Mean 3.90 3.91 3.90 3.90 3.90 0.02 0.4% 

Standard 

Deviation 
0.03 0.02 0.02 0.02 0.02 

  
  
  
  Std % of 

Mean 
0.7% 0.6% 0.5% 0.6% 0.5% 

 



 

Figure 4: Discharge power versus internal resistance as carried out by 4 testers on 8 test cells 

after procedure was altered to include a torque wrench and gold platted connections. Marker 

with the solid filling shows average value.  

 

 

 

3.2 Reduced cable connections and impact of voltage sensor location 

Figure 5 shows the 1C discharge curves and voltage relaxation profiles recorded afterwards for 

different location of the voltage sensors. The longest discharge duration was achieved when 

the sensors were placed outside the connector and shortest duration when sensors was placed 

on the top, where the difference is 32.5 sec, e.g. 1% of average discharge duration. The 

variation between the ‘top’ and ‘middle’ location is 10.4 sec and 12.2 sec respectively between 

the outside and inside. This variation is because of the additional resistance on the current path.  



 

Figure 5: 1C discharge profile and voltage relaxation afterwards for different sensor locations.  

The cell voltage is the open circuit voltage (OCV) minus the overpotential for the presence of 

the current (𝑉𝐶𝑒𝑙𝑙 = 𝑉𝑂𝐶𝑉 − 𝐼 ∗ 𝑅). The resistance is the sum of the internal resistance of the 

cell and additional connector resistance between the cell to the location of the voltage sensor. 

Therefore, higher the resistance the faster it will reach to the discharge cut-off voltage of 2.7 

V. When the voltage sense cable was placed on the top it included the longest current carrying 

path to the cell compared to any other location, therefore, it had the shortest discharge duration. 

Whereas the ‘inner’ and ‘outer’ locations were closest to the cell tab, away from current path, 

therefore, they had the longest discharge duration.  

This hypothesis can be verified from the voltage relaxation history after the discharge. If the 

difference of the discharge duration is dominated by the resistance component variation (𝐼 ∗ 𝑅) 

then for the ‘top’ location case cell had higher OCV when the cell voltage reached to 2.7 V and 

‘outer’ location case OCV was lowest. The actual OCV of the cell was measured after the 

discharge ended and shown in Figure 5 with a zoomed view. The OCV for the ‘top’ location 

was 46 mV higher than the ‘outer’ location after the relaxation period, which is in line with the 

explanation earlier. 

As mentioned earlier, the aim was to crimp the voltage sensor with the current carrying cable 

to improve repeatability and reproducibility of the connection. If by doing so introduces higher 



degree of current path into the measurement, then it makes little sense to do so. However, from 

the results shown in Figure 5, when the sensor is crimped with the current carrying cable, it is 

actually on the middle, close to the average value. The discharge duration difference between 

‘crimped’ case to the ‘outer’ case is 18.1 sec (0.5 %). Therefore, by placing the sensor closer 

to the cell, an improved result can still be achieved. However, with a sacrifice of 0.5 % accuracy 

a more repeatable and reproducible test setup can be achieved, which may led to higher 

confidence interval between results from multiple sets of experimentation.  

The introduction of a new cable design and experimental rig has negatively impacted accuracy 

by 0.5%, however this has dramatically improved the repeatability and reproducibility of 

experimental test results with a seven-fold reduction in variation from 4.0% to 0.6% (Table 1 

and 2). This has delivered a significant improvement in testing productivity by reducing the 

sample size required to achieve a predefined confidence value on the results acquired. For 

example, to achieve a 95% confidence on the test data a minimum of 12 sample size is required 

when the proposal made here are not implemented. However, with the implementation of the 

proposals made here only 3 samples are required to achieve such confidence level. This further 

helps to increase the numbers of experiments that can be performed on a given amount of 

equipment and reduce the costs of the experiments.  

 

3.3 Chamber variations 

The effect of chamber variation on test results are shown in Figure 6. The discharge power was 

higher compared to the results shown in Figure 3 and Figure 4, due to the fact the test was 

performed at a higher SoC. Although the same discharge current pulse applied, due to higher 

cell voltage at higher SoC, higher power was achieved. Compared to the cell to cell variation 

of 05-0.8 %, variation among the chambers were around 1.1 %. The variation may be related 

to how the chambers maintained the temperature and their respective capability to remove heat 

from the cell, which was generated during the pulse test. However, the variation is not 

significantly higher than the cell to cell variation, which can contribute to the results especially 

for long duration tests, where different chambers are used to test same battery performance. As 

mentioned, this type of environmental error cannot be reduced without making wholesale 

change to the facility, i.e. use chambers which can maintain temperature with a better accuracy, 

and require large capital investment.     

 



 

Figure 6: Discharge power versus internal resistance as carried out in 4 different chambers at 

80 % SoC, 25 °C.  

 

3.4 Other sources of error 

In additional to these sources there are other sources which can introduce systematic errors 

(environmental error), one common one is battery tab material used for cylindrical cells. 

Compared to pouch and prismatic cells cylindrical cell tabs are at two sides and cell fixture like 

the ones shown in Figure 2 cannot be used. In such case, either a spring-loaded case is used to 

connect the cell to the test equipment or an additional tab is welded to the cell to allow use of 

fixture like the one in Figure 2. In first case, a variable error in introduced from the spring-

loaded systems and in second case from tab material and welding quality. Tabs made of 

different tab materials such as copper, nickel, steel will have completely different resistance, 

therefore should be used uniformly within a test facility.  

It has been shown in the previous sections, certain errors can be systematically accounted for, 

removed through better experimental design or shown to be a minor contributors, and there are 

other sources of error that cannot be removed e.g. cell-to-cell variation. Error reporting in the 

literature often is a result of experiments conducted, reporting the observed error from the 

results of the work [21]. The researcher accepts this error as the true result of their work, but 



could be left concerned about the comparative uncertainty of their work. Without a guide to 

the amount of error to be expected from a result, the reported error is simply a statement of fact 

about the experiment as performed, and not a useful point of comparison in the amount of trust 

that can be placed in the uncertainty of the result.  

 

4.0 Implementation of error into electrochemical modelling 

To show an example of how the level of battery performance estimation accuracy can be 

improved by reducing experimental error from the dataset used for model parameterisation, a 

Pseudo Two Dimension model (P2D) has been parameterise using two sets of data having two 

different error values. The model is then employed to estimate battery performance 

degradation. The estimation from both cases is compared with the experimental data to 

calculate estimation accuracy.  

Table 3 shows the list of electrochemical equations to capture the battery reaction kinetics using 

a P2D, solved over a porous layout [7]. The capacity fading or the degradation is captured by 

a continuous solvent reduction reaction presented in Ramadass et al. [22]. Measurement of 

battery performance and the degradation characteristics under different operating conditions 

are key in fine tuning the P2D based degradation model. A slight inaccuracy in measurement 

can cause erroneous estimation of solid electrolyte interphase (SEI) properties and side reaction 

intensity which makes the model unsuitable for EV or HEV warranty predictions. This section 

will analyse how an inaccurate measurement is carried over to subsequent predictions resulting 

in an uncontrolled error growth.  

Fine tuning degradation characteristics based on experimentation is complicated since the 

property of the deposit (i.e. porosity, chemical composition etc.) can vary with different 

operating conditions. It has been observed that the side reaction characteristics and the SEI 

properties are different for cycling and storage. Therefore, to avoid complications and for 

increasing accuracy, parametrisation process is broadly divided into cycling capacity fade and 

storage capacity fade. In particular, for storage ageing parametrisation, the side reaction 

exchange current density, which is responsible for the intensity of degradation, is different for 

different SoC storage conditions. Therefore it is necessary to study a storage only or a cycling 

only condition for accurate parametrisation of an electrochemical model. The degradation 

model needs extensive chemical details of SEI, for example, thickness, density, molecular 

weight and conductivity. These parameters are very difficult to measure with the state of the 



art technology [2]. Initial results of the parameterisation is given in Ashwin et al. [23], where 

the authors aimed to predict the SEI properties like density, molecular mass and conductivity 

by observing the trend of degradation for a storage only condition. Moreover, all other ageing 

mechanisms like dissociation, lithium plating etc. are lumped into SEI growth in most of the 

models.  

In addition to SEI property estimation, there could be inaccuracies due to the basic cell 

characterisation. P2D models need more than twenty chemical parameters from each electrode. 

This uncertainty can influence the basic performance of the battery which will be carried over 

to degradation prediction. Electrochemical modellers are often faced with uncertainty and 

unavailability of chemical data during the parameterisation process and the model 

development. An accurate experimentation is expected to supplement additional data for model 

parameterisation thereby decreasing the modelling error. One common method to overcome 

this problem is to use literature values which is not recommended for blended electrodes [24]. 

Therefore, an OCV modification procedure is adapted and the electrochemical model has been 

parameterised using the available set of chemical parameters [23]. This model is found to be 

accurate up to ± 8mV over a drive cycle with acceleration and regenerative braking events. The 

most feasible option is to measure the performance characteristics accurately and fine tune the 

electrochemical model based on these learnings. The experimental methods, therefore, is the 

key in determining the accuracy since an erroneous electrochemical model can trigger 

erroneous controls in BMS, leading accelerated cell failures. The accuracy of the cell 

parameterisation strongly depends on voltage-current measurement which is improved by the 

methods described in previous sections.   

All the electrochemical parameterisation studies for storage are conducted assuming that the 

measured degradation characteristics are the true values. The battery is stored at constant 

temperature of 25 °C and two different SoC values, 20% and 50%. Additional set of capacity 

characterisation tests were conducted after 1752, 3336, 4848 and 7128 hours of storage. This 

data will feed into the development of a correlation for solvent reduction side reaction. More 

details of this modelling methodology can be found in [2].  

The experimental results and the model estimation for 20% SoC case is shown in Table 4. The 

capacity measurement at 1752 hours is taken as the parameterisation data for fine tuning the 

side reaction exchange current density (ios) which will control the rate of degradation. Two 

models were developed for studying the impact of measurement error on subsequent modelling 



prediction after 3336, 4848 and 7128hours. Model 1 is parameterised with a deviation of ± 0.07 

% at 1752 hours of storage, which is amplified to ± 2.06 % after 3336 hours while the maximum 

deviation is found to be ± 4.42 % after 7128 hours. Model 2 was developed and parameterised 

by inducing a larger deviation of ± 0.72% compared to the experimentally measured data at 

1752 hours. This error is amplified as ± 6.84 % after 7128 hours of storage. A similar 

observation can be made for 50% SoC storage as shown in Figure 6a, where the deviation of ± 

2.26 % at 1752 hours is amplified to ± 8.86 % after 7128 hours of operation.  Comparing the 

20% and 50% SoC model predictions, the rate of error propagation is different for different 

SoC but it is similar for two different models at same SoC. This observation is made assuming 

that the property of SEI layer does not change with SoC.  

These analysis shows that the measurement error in the parametrisation data propagates into 

the model prediction and will result in an inaccurate estimation of side reaction exchange 

current density. Moreover, the error can get amplified over a wide timespan in an 

electrochemical model.  

  



Table 3: A summary of the governing equations for the electrochemical battery model 

 Governing equations Boundary conditions 

Conservation of charge 

Electrolyte phase 𝛻 ∙ (𝜅𝑒
𝑒𝑓𝑓

𝛻𝜙𝑒) + 𝛻 ∙ [𝜅𝑒,𝐷
𝑒𝑓𝑓

 𝛻 ln(𝑐𝑒)] = −𝑎𝑠(𝑗+𝑗𝑠) 𝜕𝜙𝑒

𝜕𝑥
|

𝑥=0
=

𝜕𝜙𝑒

𝜕𝑥
|

𝑥=𝐿
= 0 

Solid Phase 𝛻. (𝜎𝑠
𝑒𝑓𝑓

𝛻𝜙𝑠) = 𝑎𝑠(𝑗 + 𝑗𝑠) 𝜕𝜙𝑠

𝜕𝑥
|

𝑥=𝐿−
=

 𝜕𝜙𝑠

𝜕𝑥
|

𝑥=𝐿+
= 0 

−𝜎𝑠,𝑛
𝑒𝑓𝑓 𝜕𝜙𝑠

𝜕𝑥
|

𝑥=0
=

−𝐼

𝐴
 

= 𝜎𝑠,𝑝
𝑒𝑓𝑓 𝜕𝜙𝑠

𝜕𝑥
|

𝑥=𝐿
=

𝐼

𝐴
= 𝑖(𝑡) 

Conservation of lithium 

Electrolyte phase 𝜕(휀𝑒𝑐𝑒)

𝜕𝑡
= 𝛻 ∙ (𝐷𝑒

𝑒𝑓𝑓
𝛻𝑐𝑒) +

1 − 𝑡+
0

𝐹
𝑎𝑠(𝑗 + 𝑗𝑠) 

𝜕𝑐𝑒

𝜕𝑥
|

𝑥=0
=

 𝜕𝑐𝑒

𝜕𝑥
|

𝑥=𝐿
= 0 

Solid Phase 𝜕(휀𝑠𝑐𝑠)

𝜕𝑡
=

𝐷𝑠

𝑟2

𝜕

𝜕𝑟
(𝑟2

𝜕𝑐𝑠

𝜕𝑟
) 

𝜕𝑐𝑠

𝜕𝑟
|

𝑟=0
= 0,

𝜕𝑐𝑠

𝜕𝑟
|

𝑟=𝑅𝑠

=
−𝑗

𝑎𝑠𝐹
 

Kinetics 

Electrochemical reaction rate 
𝑗 = 𝑎𝑠𝑖0 {𝑒𝑥𝑝 [

𝛼𝑎𝐹

𝑅𝑇
𝜂𝑛,𝑝] − 𝑒𝑥𝑝 [

−𝛼𝑐𝐹

𝑅𝑇
𝜂𝑛,𝑝]} 

Exchange current density 𝑖0 = 𝐹𝑘𝑒(𝑐𝑒)𝛼𝑎(𝑐𝑠
𝑚𝑎𝑥 − 𝑐𝑠,𝑒)𝛼𝑎(𝑐𝑠,𝑒)𝛼𝑐 

Solvent reduction reaction current density 𝑗𝑠 = 𝑎𝑠𝑖0𝑠𝑒−𝛼𝑐𝑓𝜂𝑠  

Thickness of the SEI layer 𝜕𝛿𝑆𝐸𝐼

𝜕𝑡
=

𝑗𝑠𝑀𝑝

𝐹𝜌𝑝𝑎𝑛 

 

Overpotential for the SEI reaction 
𝜂𝑠 = 𝜙𝑠 − 𝜙𝑒 − 𝑈𝑟𝑒𝑓 − 𝑗

𝑅𝑆𝐸𝐼

𝑎𝑠

 

Overpotential for the negative electrode 
𝜂𝑛 = 𝜙𝑠 − 𝜙𝑒 − 𝑈 −

𝑅𝑆𝐸𝐼

𝑎𝑠

𝑗 

Overpotential for the positive electrode 𝜂𝑝 = 𝜙𝑠 − 𝜙𝑒 − 𝑈 

 

  



Table 4: Capacity degradation results from calendar ageing test and the estimation by the electrochemical 

model. 

Storage 

duration 

(hours) 

20% SoC 50% SoC 

Experimental 

value 

Electrochemical model Experimental 

value 

Electrochemical model 

Model 1 Model 2 Model 1 Model 2 

0 3.05 
3.05 

(±0%) 

3.05 

(± 0%) 
3.05 

3.05 

(± 0%) 

3.05 

(± 0%) 

1752 2.99 
2.99 

(±0.07%) 

2.97 

(± 0.74 %) 
3.01 

2.95 

(± 2.25%) 

2.92 

(± 3.25%) 

3336 2.98 
2.92 

(±2.06%) 

2.89 

(± 3.06%) 
3.01 

2.86 

(± 4.95%) 

2.82 

(± 6.28%) 

4848 2.95 
2.86 

(±3.010%) 

2.81 

(± 4.71%) 
2.96 

2.79 

(± 5.68%) 

2.73 

(± 7.71%) 

7128 2.89 
2.77 

(±4.42%) 

2.7 

(± 6.84%) 
2.93 

2.68 

(± 8.44%) 

2.6 

(± 11.17%) 

 

5. Conclusion 

Knowing the sources of error that can be introduced when testing batteries, the uncertainty in 

results can be quantified. In this manuscript it has been shown, that steps can be taken to ensure 

that random uncertainty can be reduced and isolated, and in some cases, a trade-off between 

error types can be made for repeatability and simplification of the experiments. Procedural 

errors cannot be quantified until the experiment has been done, so careful evaluation of process 

and test data is required after testing – repeated testing may be required to identify/improve the 

experimental design. It has been shown here that the level of procedural error can be reduced 

from more than 4 % to less than 1%.  Environmental errors can be identified before running an 

experiment, here it was shown an environmental error of 1.1 % from cell-to-cell variation and 

chamber variation combined was expected.  

In an extended testing environment, the knowledge of data quality is more important. When a 

large volumes of experimental data need to be assessed for their correctness quickly, and 

detailed analysis and consideration of their experimental error is time consuming to perform 

across all data. A pre-established error level defined during the design of the testing procedure 

gives the researcher the ability to judge the quality of the data after experimentation, before 

going through expensive and time-consuming processing.  



Experiments will always produce errors, but by controlling the testing to ensure that only the 

baseline uncertainty happens, and that the testing procedure does not introduce additional 

errors, the quality of testing data can be ensured and give researchers confidence in going 

forward and reporting their findings. For the first time it was attempted to systematically 

quantify source of errors in battery testing and steps proposed to reduce the error levels. This 

shows how studying the uncertainties in battery testing methods can lead to improved outcomes 

of experimentation and provide researchers with greater confidence in the data being produced. 

This work will therefore, help the modelling community to predict battery performance with 

greater accuracy. The modellers will be also able to understand deeper about the inter-coupled 

chemical reactions, for which accurate measurements are a fundemtal requirement.  
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