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# Lattice Boltzmann method for general convection-diffusion equations: MRT model and boundary schemes 
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#### Abstract

This paper is concerned with the lattice Boltzmann method for general convectiondiffusion equations. For such equations, we develop a multiple-relaxation-time lattice Boltzmann model and show its consistency under the diffusive scaling. The secondorder accuracy of the half-way anti-bounce-back scheme accompanying the present MRT model is justified based on an elegant relation of the collision matrix. Using the half-way anti-bounce-back scheme as a central step, we further construct some parameterized single-node second-order schemes for curved boundaries. The accuracy of the proposed model and boundary schemes are numerically validated with several nonlinear convection-diffusion equations.
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## 1. Introduction

Convection-diffusion equations (CDEs) are widely used to describe the evolution of mass, energy or other physical quantities in industrial processes and natural phenomena, such material sciences [1], fluid mechanics [2] and human health [3]. This class of partial differential equations has been extensively investigated theoretically and numerically (see e.g., $[4,5,6,7]$ ), and the latter is the focus of this work. Traditional numerical methods for CDEs include finite element, finite volume, finite difference methods, and

[^0]so on (see e.g., $[6,7,8,9,10,11,12]$ ). Due to the multidimensionality, nonlinearity and the coupling with other physical fields of CDEs, these methods face difficulties in terms of universality and efficiency $[13,14]$. In recent years, the lattice Boltzmann method (LBM), which is an efficient approach for hydrodynamics simulations [15, 16], has been adapted to CDEs. This method solves the distribution functions instead of the macroscopic variables. Compared with the traditional numerical methods, the LBM is simple in formulation, easy for parallelization and can be extended to high dimensional problems directly $[15,16]$.

There have been various LB models for CDEs or systems coupling CDEs and flow fields in the literature, e.g., $[13,14,17,18,19,20,21,22,23,24,25,26,27,28,29$, 30, 31, 32, 33, 34, 35]. Among them, most models are concerned with linear isotropic or anisotropic CDEs $[14,17,18,20,29,30,31,32,33,34,35]$ and those for nonlinear CDEs are relatively few. In [19], a Bhatnagar-Gross-Krook (BGK) model for general nonlinear CDEs is proposed by designing appropriate equilibrium and source term, and it is further extended to the anisotropic case in [23] and modified in [13, 21, 22]. Though these models are shown to correctly recover the CDEs through the ChapmanEnskog analysis, there are still some limitations in their implementations. First, in the equilibrium of the models, there is an integration related to the convection term of the CDE. This integration may not be analytically obtained for some convection terms so that the models can not be used directly (see also [36]). Second, more storage space is needed for discretizing the time derivative in the source terms, which requires special treatments for initializations as well. Another popular model for nonlinear CDEs is the two-relaxation-time (TRT) model [24, 25, 26, 27, 28], where assumptions on smallness of the derivatives of convection or diffusion terms have been made to derive the correct macroscopic equations (see Sections 4.3.2 and 5.2 in [24]). However, as pointed out in [19], these assumptions may not be satisfied for some special cases.

Besides the models, the boundary schemes of the LBM for general nonlinear CDEs are not satisfactory. In [23], the non-equilibrium extrapolation scheme for fluid flows [37] is extended to the CDEs and its second-order accuracy is numerically verified, but the scheme involves two lattice nodes and thus does not apply to the case where there are no enough lattice nodes available [38]. Another widely used scheme for CDEs is the anti-bounce-back scheme [25], which is generally first-order accurate except that the boundary is located at the middle of two lattice nodes. Moreover, this scheme is proposed along with the TRT model and its accuracy for general multiple-relaxation-time (MRT) models has not been clearly justified. Based on the anti-bounce-back scheme, second-order schemes for curved boundaries are obtained in [35] by using interpolations between several lattice nodes.

As mentioned above, the existing LB models for general nonlinear CDEs [19, 23, 21, $22,24,25,26,27,28]$ can not be used for some special CDEs due to the assumptions or the integration term in the models. On the other hand, the boundary schemes in $[23,35]$ involve several lattices nodes and can not be applied when there are no enough nodes available. The latter is of particular importance for simulations of particulate flows with heat transfer [39, 40]. In these flows, it is often occurred that two particles are very close so that there is only one computational node between them. In such a case, the aforementioned boundary schemes become invalid.

The aim of this paper is to address the above issues on the model and boundary
schemes of the LBM for general nonlinear CDEs. Firstly, we extend the BGK model in [19] to the MRT version and show that the macroscopic equations can be correctly recovered without any assumptions on the macroscopic equations, the integration of convection terms or the time derivative that needs special treatments. The key is the use of the diffusive scaling, which is common for explicit difference schemes of CDEs $[6,7]$. This scaling is also natural for the LBM since it is indeed a special explicit finite difference scheme. Moreover, we analyze the accuracy of the anti-bounceback scheme accompanying the present MRT LBM with the Maxwell iteration [43, 44]. Based on an elegant relation of the collision matrix of the MRT model found in [45], we justify that the scheme accompanying the MRT model is second-order accurate when the boundary is located at the middle of two lattice nodes (in this case the scheme is usually called half-way anti-bounce-back scheme). To the best of our knowledge, this is the first time that the second-order accuracy of the half-way anti-bounce-back scheme is rigorously analyzed for the MRT model. Furthermore, by using the half-way anti-bounce-back scheme as a central step, we construct some parameterized singlenode second-order schemes for curved boundaries with the approach in [45]. Finally, numerical experiments are conducted to validate the proposed model and boundary schemes, and demonstrate the advantages of the MRT model over the BGK model in terms of stability and accuracy.

We would like to point out that the work in [45] focuses on the no-slip boundary conditions of the incompressible Navier-Stokes equations, here we adapt it to the general nonlinear CDEs and find that the relation of the collision matrix and the construction of single-node schemes can be applied directly. However, the analysis in [45] relies on the assumption that the derivative of the fluid density is small as $O\left(h^{2}\right)$, where $h$ is the mesh size, while such an assumption is not required in this paper.

The rest of this paper is organized as follows. In Section 2, we provide our MRT LBM for the general CDEs and show its consistency under the diffusive scaling. Section 3 analyses the accuracy of the anti-bounce-back scheme accompanying the MRT model. Based on the anti-bounce-back scheme, some parameterized single-node second-order schemes are constructed in Section 4. Numerical experiments are conducted in Section 5 to validate the model and boundary schemes. Finally, some conclusions and remarks are given in Section 6. This paper ends with an appendix which provides the derivations of some relations used in Section 2.

## 2. Lattice Boltzmann model

### 2.1. Model

Consider a general convection-diffusion equation (CDE)

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\nabla \cdot \boldsymbol{B}(\phi)=\nabla \cdot[\nu \nabla D(\phi)]+F \tag{2.1}
\end{equation*}
$$

where $\phi:=\phi(\boldsymbol{x}, t)$ is a scalar variable of spatial coordinate $\boldsymbol{x} \in \mathbb{R}^{n}$ and time $t, n$ is the dimension of space, $\nabla$ is the gradient operator, $\boldsymbol{B}(\phi):=\left(B_{1}, B_{2}, \cdots, B_{n}\right)(\phi)$ is a $n$-vector function of $\phi, \nu:=\nu(\boldsymbol{x}, t)$ is the diffusion coefficient, $D(\phi)$ is a function of $\phi$ and $F:=F(\boldsymbol{x}, t ; \phi)$ is the source term. For the $\operatorname{CDE}$ (2.1), a multiple-relaxation-time
(MRT) LB model reads as
$f_{i}\left(\boldsymbol{x}+\boldsymbol{e}_{i} \delta_{x}, t+\delta_{t}\right)-f_{i}(\boldsymbol{x}, t)=-\sum_{j}\left(\mathrm{M}^{-1} \mathrm{SM}\right)_{i j}\left(f_{j}-f_{j}^{(e q)}\right)+\delta_{t} \omega_{i} F, \quad i=0,1,2, \cdots, N-1$.
Here $f_{i}:=f_{i}(\boldsymbol{x}, t)$ is the $i$-th distribution function with discrete velocity $\boldsymbol{e}_{i}$ at position $\boldsymbol{x}$ and time $t, \delta_{x}$ and $\delta_{t}$ are the lattice size and time step, respectively, $\mathrm{M} \in \mathbb{R}^{N \times N}$ is the transformation matrix, $\mathrm{S}=\operatorname{diag}\left(s_{0}, s_{1}, \ldots, s_{N-1}\right)$ is the diagonal relaxation matrix, $f_{i}^{(\text {eq })}$ is the equilibrium distribution function and $\omega_{i}$ is the $i$-th weight. To be concrete, we only consider the two dimensional case, i.e., $n=2$, and use the D2Q9 (two dimensional and nine discrete velocities) lattice with $N=9, \boldsymbol{e}_{0}=(0,0), \boldsymbol{e}_{1}=-\boldsymbol{e}_{3}=(1,0)$, $\boldsymbol{e}_{2}=-\boldsymbol{e}_{4}=(0,1), \boldsymbol{e}_{5}=-\boldsymbol{e}_{7}=(1,1)$ and $\boldsymbol{e}_{6}=-\boldsymbol{e}_{8}=(-1,1)$. The transformation matrix M is taken as usual [41, 42]:

$$
\mathbf{M}=\left(\begin{array}{ccccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1  \tag{2.3}\\
-4 & -1 & -1 & -1 & -1 & 2 & 2 & 2 & 2 \\
4 & -2 & -2 & -2 & -2 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & -1 & 0 & 1 & -1 & -1 & 1 \\
0 & -2 & 0 & 2 & 0 & 1 & -1 & -1 & 1 \\
0 & 0 & 1 & 0 & -1 & 1 & 1 & -1 & -1 \\
0 & 0 & -2 & 0 & 2 & 1 & 1 & -1 & -1 \\
0 & 1 & -1 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & -1 & 1 & -1
\end{array}\right) .
$$

The key lies in the equilibrium distribution function $f_{i}^{(e q)}$, which should be carefully designed so that the macroscopic equation can be correctly recovered. Here we employ the equilibrium distribution function proposed in [19] without the integration term, i.e.,

$$
\begin{align*}
f_{i}^{(e q)} & =\omega_{i}\left[\phi+\frac{\boldsymbol{c}_{i} \cdot \boldsymbol{B}}{c_{s}^{2}}+\frac{(D-\phi) \mathbf{I}:\left(\boldsymbol{c}_{i} \boldsymbol{c}_{i}-c_{s}^{2} \boldsymbol{I}\right)}{2 c_{s}^{2}}\right]  \tag{2.4}\\
& =\omega_{i}\left[2 \phi-D+\frac{3 \boldsymbol{e}_{i} \cdot \boldsymbol{B}}{c}+\frac{3(D-\phi) \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}}{2}\right],
\end{align*}
$$

where the weight coefficients are $\omega_{0}=4 / 9, \omega_{1,2,3,4}=1 / 9$ and $\omega_{5,6,7,8}=1 / 36, \boldsymbol{c}_{i}=c \boldsymbol{e}_{i}$, $c=\delta_{x} / \delta_{t}, c_{s}=c / \sqrt{3}, \mathrm{I}$ is the $2 \times 2$ unit matrix, and the macroscopic quantity $\phi$ is defined by the distributions as

$$
\phi=\sum_{i} f_{i} \text {. }
$$

It is easy to verify that the above equilibrium distribution satisfies

$$
\sum_{i} f_{i}^{(e q)}=\phi, \quad \sum_{i} c_{i} f_{i}^{(e q)}=\boldsymbol{B}, \quad \sum_{i} c_{i} c_{i} f_{i}^{(e q)}=D c_{s}^{2} l .
$$

We show later in the next subsection that the CDE (2.1) can be derived from the LBM (2.2) under the diffusive scaling

$$
\begin{equation*}
\delta_{x}:=h, \quad \delta_{t}=\eta h^{2}, \tag{2.5}
\end{equation*}
$$

where $\eta$ an adjustable parameter. According to the derivation, $s_{3}$ and $s_{5}$ are determined by the diffusion coefficient $\nu$ via

$$
\begin{equation*}
s_{3}=s_{5}=\frac{2}{6 \eta \nu+1}, \tag{2.6}
\end{equation*}
$$

and the other relaxation rates are free. In fact, using diffusive scaling is common for explicit difference schemes of CDEs $[6,7]$, and thus is also natural for the LBM, which is indeed a special explicit finite difference scheme. It will be seen in the following that under the diffusive scaling (2.5), the consistency of the above LBM does not require any assumptions on the macroscopic equations in [24] or the integration and time derivative terms in [19].

### 2.2. Derivation of the macroscopic equation

In this subsection, we use the Maxwell iteration [43, 44] to derive the CDE (2.1) from the LBM (2.2) under the diffusive scaling (2.5). We begin with the Taylor expansion for the left-hand side of (2.2):

$$
\mathbf{f}\left(\boldsymbol{x}+\boldsymbol{e} \delta_{x}, t+\delta_{t}\right)-\mathbf{f}(\boldsymbol{x}, t) \sim \sum_{s=1}^{\infty} h^{s} D^{(s)} \mathbf{f}(\boldsymbol{x}, t)
$$

where

$$
\begin{aligned}
& \left.\mathbf{f}\left(\boldsymbol{x}+\boldsymbol{e} \delta_{x}, t+\delta_{t}\right):=\left(f_{0}\left(\boldsymbol{x}, t+\delta_{t}\right)\right), f_{1}\left(\boldsymbol{x}+\boldsymbol{e}_{1} \delta_{x}, t+\delta_{t}\right), \ldots, f_{8}\left(\boldsymbol{x}+\boldsymbol{e}_{q-1} \delta_{x}, t+\delta_{t}\right)\right)^{T}, \\
& \mathbf{f}(\boldsymbol{x}, t):=\left(f_{0}(\boldsymbol{x}, t), f_{1}(\boldsymbol{x}, t), \ldots, f_{8}(\boldsymbol{x}, t)\right)^{T}
\end{aligned}
$$

and $D^{(s)}$ is the differential operator given by

$$
D^{(s)}=\sum_{m+2 n=s} \frac{\left(\mathrm{E}_{x} \partial_{x}+\mathrm{E}_{y} \partial_{y}\right)^{m}\left(\eta \partial_{t}\right)^{n}}{m!n!}
$$

with $m$ and $n$ two nonnegative integers. Here the matrix $\mathrm{E}_{x / y}$ is defined as

$$
\mathrm{E}_{x / y}=\operatorname{diag}\left(e_{0, x / y}, e_{1, x / y}, \ldots, e_{8, x / y}\right)
$$

and $e_{i, x / y}$ denotes the $x / y$ component of $\boldsymbol{e}_{i}$. Let $\mathbf{f}:=\mathbf{f}(\boldsymbol{x}, t), \mathbf{f}^{(e q)}:=\mathbf{f}^{(e q)}(\boldsymbol{x}, t), \mathbf{m}=\mathbf{M f}$, $\mathbf{m}^{(e q)}=\mathbf{M f}^{(e q)}$ and $\omega=\left(\omega_{0}, \omega_{1}, \cdots, \omega_{8}\right)$. Then we deduce from (2.2) that

$$
\begin{equation*}
\sum_{s=1}^{\infty} h^{s} D^{(s)} \mathbf{f}=-\mathrm{M}^{-1} \mathrm{~S}\left[\mathbf{m}-\mathbf{m}^{(e q)}\right]+\eta h^{2} \omega F . \tag{2.7}
\end{equation*}
$$

Multiplying the two sides of (2.7) with M , we arrive at

$$
\begin{equation*}
\sum_{s=1}^{\infty} h^{s} \tilde{D}^{(s)} \mathbf{m}=-\mathrm{S}\left[\mathbf{m}-\mathbf{m}^{(e q)}\right]+\eta h^{2} \mathbf{M} \omega F \tag{2.8}
\end{equation*}
$$

where

$$
\tilde{D}^{(s)}=\sum_{m+2 n=s} \frac{\left(\tilde{\mathrm{E}}_{x} \partial_{x}+\tilde{\mathrm{E}}_{y} \partial_{y}\right)^{m}\left(\eta \partial_{t}\right)^{n}}{m!n!}
$$

and $\tilde{\mathrm{E}}_{x / y}=\mathrm{ME}_{x / y} \mathrm{M}^{-1}$. Particularly, we have

$$
\begin{aligned}
& \tilde{D}^{(1)}=\tilde{\mathrm{E}}_{x} \partial_{x}+\tilde{\mathrm{E}}_{y} \partial_{y}, \\
& \tilde{D}^{(2)}=\frac{1}{2}\left(\tilde{\mathrm{E}}_{x} \partial_{x}+\tilde{\mathrm{E}}_{y} \partial_{y}\right)^{2}+\eta \partial_{t} .
\end{aligned}
$$

The matrices $\tilde{\mathrm{E}}_{x}$ and $\tilde{\mathrm{E}}_{y}$ are explicitly given by

$$
\begin{aligned}
\tilde{\mathrm{E}}_{x}:=\frac{1}{6}\left(\begin{array}{ccccccccc}
0 & 0 & 0 & 6 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 6 & 6 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 6 & 0 & 0 & 0 & 0 \\
4 & 1 & 0 & 0 & 0 & 0 & 0 & 3 & 0 \\
0 & 2 & 2 & 0 & 0 & 0 & 0 & -6 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 6 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 2 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 4 & 2 & 0 & 0
\end{array}\right), \\
\tilde{\mathrm{E}}_{y}:=\frac{1}{6}\left(\begin{array}{ccccccccc}
0 & 0 & 0 & 0 & 0 & 6 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 6 & 6 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 6 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 6 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 6 \\
4 & 1 & 0 & 0 & 0 & 0 & 0 & -3 & 0 \\
0 & 2 & 2 & 0 & 0 & 0 & 0 & 6 & 0 \\
0 & 0 & 0 & 0 & 0 & -2 & 2 & 0 & 0 \\
0 & 0 & 0 & 4 & 2 & 0 & 0 & 0 & 0
\end{array}\right) .
\end{aligned}
$$

For simplicity, we assume that all the relaxation rates are positive, i.e., $s_{i}>0$ for $0 \leq i \leq 8$, such that S is invertible (singular S can be handled in exactly the same way as in [43]). Then we denote

$$
\mathrm{L}=\sum_{s=1}^{\infty} h^{s} \tilde{D}^{(s)}
$$

and rewrite Eq. (2.8) as

$$
\begin{equation*}
\mathbf{m}=\mathbf{m}^{(e q)}-\mathrm{S}^{-1} \mathbf{L} \mathbf{m}+\eta h^{2} \mathrm{~S}^{-1} \mathrm{M} \omega F \tag{2.9}
\end{equation*}
$$

Using the Maxwell iteration [43, 44] for the above equation, i.e., substituting (2.9) into its right hand side, we obtain

$$
\mathbf{m}=\mathbf{m}^{(e q)}-\mathrm{S}^{-1} \mathbf{L} \mathbf{m}^{(e q)}+O\left(h^{2}\right) .
$$

Similarly, iterating (2.9) twice, we arrive at

$$
\begin{aligned}
\mathbf{m}= & \mathbf{m}^{(e q)}-\mathrm{S}^{-1} \mathbf{L m}^{(e q)}+\mathrm{S}^{-1} \mathrm{LS}^{-1} \mathbf{L m}^{(e q)}+\eta h^{2} \mathrm{~S}^{-1} \mathrm{M} \omega F \\
& -\mathrm{S}^{-1} \mathrm{LS}^{-1} \mathrm{LS}^{-1} \mathbf{L m}^{(e q)}-\eta h^{2} \mathrm{~S}^{-1} \mathrm{LS}^{-1} \mathrm{M} \omega F+O\left(h^{4}\right) .
\end{aligned}
$$

This can be simplified by the definitions of L and $\tilde{D}^{(s)}$ as

$$
\begin{align*}
\mathbf{m}= & \mathbf{m}^{(e q)}-\mathrm{S}^{-1}\left[h \tilde{D}^{(1)}+h^{2} \tilde{D}^{(2)}+h^{3} \tilde{D}^{(3)}\right] \mathbf{m}^{(e q)} \\
& +\left[h \mathrm{~S}^{-1} \tilde{D}^{(1)}+h^{2} \mathrm{~S}^{-1} \tilde{D}^{(2)}\right]^{2} \mathbf{m}^{(e q)}+\eta h^{2} \mathrm{~S}^{-1} \mathbf{M} \omega F  \tag{2.10}\\
& -h^{3}\left[\mathrm{~S}^{-1} \tilde{D}^{(1)}\right]^{3} \mathbf{m}^{(e q)}-\eta h^{3} \mathrm{~S}^{-1} \tilde{D}^{(1)} \mathrm{S}^{-1} \mathbf{M} \omega F+O\left(h^{4}\right)
\end{align*}
$$

Now we use (2.10) to derive the macroscopic equation. To this end, we denote $\boldsymbol{B}=\left(B_{1}, B_{2}\right)$ and explicitly give

$$
\mathbf{m}^{(e q)}=\left(\begin{array}{c}
\phi  \tag{2.11}\\
2 D-4 \phi \\
3 \phi-2 D \\
\eta h B_{1} \\
-\eta h B_{1} \\
\eta h B_{2} \\
-\eta h B_{2} \\
0 \\
0
\end{array}\right)
$$

and

$$
\tilde{D}^{(1)} \mathbf{m}^{(e q)}=\tilde{\mathrm{E}}_{x} \partial_{x} \mathbf{m}^{(e q)}+\tilde{\mathrm{E}}_{y} \partial_{y} \mathbf{m}^{(e q)}=\partial_{x}\left(\begin{array}{c}
\eta h B_{1}  \tag{2.12}\\
0 \\
-\eta h B_{1} \\
\frac{1}{3} D \\
-\frac{1}{3} \phi \\
0 \\
0 \\
\frac{2}{3} \eta h B_{1} \\
\frac{1}{3} \eta h B_{2}
\end{array}\right)+\partial_{y}\left(\begin{array}{c}
\eta h B_{2} \\
0 \\
-\eta h B_{2} \\
0 \\
0 \\
\frac{1}{3} D \\
-\frac{1}{3} \phi \\
-\frac{2}{3} \eta h B_{2} \\
\frac{1}{3} \eta h B_{1} \\
\hline
\end{array}\right) .
$$

From this we see that the 0 -th component of $\tilde{D}^{(1)} \mathbf{m}^{(e q)}$ is

$$
\begin{equation*}
\left[\tilde{D}^{(1)} \mathbf{m}^{(e q)}\right]_{0}=\eta h \nabla \cdot \boldsymbol{B} \tag{2.13}
\end{equation*}
$$

Moreover, we show in Appendix that

$$
\begin{align*}
& {\left[\tilde{D}^{(3)} \mathbf{m}^{(e q)}\right]_{0}=O(h),}  \tag{2.14a}\\
& \left\{\left[\mathrm{S}^{-1} \tilde{D}^{(1)}\right]^{3} \mathbf{m}^{(e q)}\right\}_{0}=O(h),  \tag{2.14b}\\
& {\left[\tilde{D}^{(1)} \mathrm{S}^{-1} \tilde{D}^{(2)} \mathbf{m}^{(e q)}\right]_{0}=O(h),}  \tag{2.14c}\\
& {\left[\tilde{D}^{(2)} \mathrm{S}^{-1} \tilde{D}^{(1)} \mathbf{m}^{(e q)}\right]_{0}=O(h) .} \tag{2.14d}
\end{align*}
$$

Using these relations, (2.13) and the definition $\phi=\sum_{i} f_{i}$, we obtain the 0 -th component of (2.10):

$$
\begin{align*}
\phi= & \phi-s_{0} \eta h^{2} \nabla \cdot \boldsymbol{B}-s_{0} h^{2}\left[\tilde{D}^{(2)} \mathbf{m}^{(e q)}\right]_{0} \\
& +h^{2}\left\{\left[\mathbf{S}^{-1} \tilde{D}^{(1)}\right]^{2} \mathbf{m}^{(e q)}\right\}_{0}+\eta h^{2} s_{0} F+O\left(h^{4}\right), \tag{2.15}
\end{align*}
$$

which can be further written as

$$
\begin{align*}
s_{0} \eta h^{2} \nabla \cdot \boldsymbol{B}-\eta h^{2} s_{0} F & =-s_{0} h^{2}\left[\tilde{D}^{(2)} \mathbf{m}^{(e q)}\right]_{0}+h^{2}\left\{\left[\mathrm{~S}^{-1} \tilde{D}^{(1)}\right]^{2} \mathbf{m}^{(e q)}\right\}_{0}+O\left(h^{4}\right) \\
& =-s_{0} h^{2} \partial_{t} \phi-s_{0} h^{2}\left[\tilde{D}^{(1)}\left(\frac{1}{2} \mathbf{I}-\mathbf{S}^{-1}\right) \tilde{D}^{(1)} \mathbf{m}^{(e q)}\right]_{0}+O\left(h^{4}\right) . \tag{2.16}
\end{align*}
$$

Next we compute $\left[\tilde{D}^{(1)}\left(\frac{1}{2} \mathrm{I}-\mathrm{S}^{-1}\right) \tilde{D}^{(1)}\right]_{0}$. It is direct to see that the first row of the matrix $\tilde{D}^{(1)}\left(\frac{1}{2} \mathrm{I}-\mathrm{S}^{-1}\right)$ is

$$
\begin{equation*}
\left(0,0,0,\left(\frac{1}{2}-\frac{1}{s_{3}}\right) \partial_{x}, 0,\left(\frac{1}{2}-\frac{1}{s_{5}}\right) \partial_{y}, 0,0,0\right) \tag{2.17}
\end{equation*}
$$

This and (2.12) yield

$$
\left[\tilde{D}^{(1)}\left(\frac{1}{2} \mathrm{I}-\mathrm{S}^{-1}\right) \tilde{D}^{(1)}\right]_{0}=\partial_{x}\left[\frac{1}{3}\left(\frac{1}{2}-\frac{1}{s_{3}}\right) \partial_{x} D\right]+\partial_{y}\left[\frac{1}{3}\left(\frac{1}{2}-\frac{1}{s_{5}}\right) \partial_{y} D\right] .
$$

Substituting the above expression into (2.16), we obtain the CDE

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\nabla \cdot \boldsymbol{B}=\nabla \cdot(\nu \nabla D)+F+O\left(h^{2}\right) \tag{2.18}
\end{equation*}
$$

where $\nu=\frac{1}{3 \eta}\left(\frac{1}{s_{3}}-\frac{1}{2}\right)$ and $s_{3}=s_{5}$. Note that the error in (2.18) is $O\left(h^{2}\right)$, thus the MRT LBM (2.2) together with the equilibrium distribution function (2.4) is second-order accurate.

## 3. Accuracy of the anti-bounce-back scheme

We further consider boundary treatments of the MRT LBM (2.2) for the Dirichlet boundary condition

$$
\begin{equation*}
\phi(\boldsymbol{x}, t)=\psi(\boldsymbol{x}, t), \quad \boldsymbol{x} \in \partial \Omega \tag{3.19}
\end{equation*}
$$

where $\psi(\boldsymbol{x}, t)$ is a given function of the boundary point $\boldsymbol{x}$ and time $t$, and $\partial \Omega$ is the boundary. For this boundary condition, a widely used scheme is the anti-bounce-back scheme proposed in [25] along with the TRT model. Here we justify its accuracy for the MRT model (2.2) with the expansion obtained by the Maxwell iteration in the previous subsection.

Instead of analyzing the anti-bounce-back scheme directly, we concentrate on a scheme of the following general form

$$
\begin{equation*}
f_{i}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)=-f_{\bar{i}}^{\prime}\left(\boldsymbol{x}_{f}, t\right)+G \tag{3.20}
\end{equation*}
$$

where $\boldsymbol{x}_{f}$ is the internal lattice node near the boundary point $\boldsymbol{x}_{b}$ (See Fig. 1 below), $\bar{i}$ is defined such that $\boldsymbol{e}_{\bar{i}}=-\boldsymbol{e}_{i}, f_{\bar{i}}^{\prime}:=f_{\bar{i}}^{\prime}\left(\boldsymbol{x}_{f}, t\right)$ is the post-collision distribution

$$
f_{\bar{i}}^{\prime}=f_{\bar{i}}-\sum_{j}\left(\mathrm{M}^{-1} \mathrm{SM}\right)_{\bar{i} j}\left(f_{j}-f_{j}^{(e q)}\right)+\delta_{t} \omega_{\bar{i}} F,
$$

and $G$ is to be determined for the consistency with the boundary condition (3.19).
Denote

$$
\begin{equation*}
A=M^{-1} S M \tag{3.21}
\end{equation*}
$$

and recall that $A$ is invertible due to the invertibility of $S$ (again, singular $S$ can be handled as in [43]). Then it follows from (2.10) that

$$
\begin{equation*}
f_{i}=f_{i}^{(e q)}+h \sum_{j}\left(\mathrm{~A}^{-1}\right)_{i j}\left(e_{j} \cdot \nabla\right) f_{j}^{(e q)}+O\left(h^{2}\right) . \tag{3.22}
\end{equation*}
$$

Note that the diffusive scaling (2.5) means

$$
c=\frac{\delta_{x}}{\delta_{t}}=\frac{1}{\eta h}
$$

and thus the equilibrium (2.4) can be rewritten as

$$
\begin{equation*}
f_{i}^{(e q)}=\omega_{i}\left[2 \phi-D+3 \eta h \boldsymbol{e}_{i} \cdot \boldsymbol{B}+\frac{3}{2} \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}(D-\phi)\right] . \tag{3.23}
\end{equation*}
$$

Substituting this into (3.22) gives

$$
\begin{equation*}
f_{i}=f_{i}^{(e q)}+h \sum_{j}\left(\mathrm{~A}^{-1}\right)_{i j} \omega_{j}\left(\boldsymbol{e}_{j} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{j} \cdot \boldsymbol{e}_{j}(D-\phi)\right]+O\left(h^{2}\right) . \tag{3.24}
\end{equation*}
$$

Having the expansion (3.24), we expand each term in (3.20) at the boundary point $\boldsymbol{x}_{b}$, the intersection of the grid line and the boundary (see Fig. 1). To this end, we refer to Fig. 1 and denote

$$
\boldsymbol{x}_{f}=\boldsymbol{x}_{b}+\gamma h \boldsymbol{e}_{i} .
$$

Using this, (3.23) and (3.24), we expand $f_{i}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)$ at $\boldsymbol{x}_{b}$ as

$$
\begin{align*}
f_{i}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)= & f_{i}\left(\boldsymbol{x}_{b}+\gamma h \boldsymbol{e}_{i}, t+\eta h^{2}\right) \\
= & f_{i}\left(\boldsymbol{x}_{b}, t\right)+\gamma h \boldsymbol{e}_{i} \cdot \nabla f_{i}\left(\boldsymbol{x}_{b}, t\right)+O\left(h^{2}\right) \\
= & f_{i}^{(e q)}\left(\boldsymbol{x}_{b}, t\right)+h \sum_{j}\left(\mathrm{~A}^{-1}\right)_{i j} \omega_{j}\left(\boldsymbol{e}_{j} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{j} \cdot \boldsymbol{e}_{j}(D-\phi)\right]\left(\boldsymbol{x}_{b}, t\right) \\
& +\gamma h \omega_{i}\left(\boldsymbol{e}_{i} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}(D-\phi)\right]\left(\boldsymbol{x}_{b}, t\right)+O\left(h^{2}\right) . \tag{3.25}
\end{align*}
$$

Similarly, $f_{\bar{i}}^{\prime}\left(\boldsymbol{x}_{f}, t\right)$ can be expanded as

$$
\begin{align*}
f_{\bar{i}}^{\prime}\left(\boldsymbol{x}_{f}, t\right)= & f_{\bar{i}}\left(\boldsymbol{x}_{f}-h \boldsymbol{e}_{i}, t+\delta_{t}\right)=f_{\bar{i}}\left(\boldsymbol{x}_{b}-(1-\gamma) h \boldsymbol{e}_{i}, t+\eta h^{2}\right) \\
= & f_{\bar{i}}\left(\boldsymbol{x}_{b}, t\right)-(1-\gamma) h \boldsymbol{e}_{i} \cdot \nabla f_{\bar{i}}\left(\boldsymbol{x}_{b}, t\right)+O\left(h^{2}\right) \\
= & f_{\bar{i}}^{(e q)}\left(\boldsymbol{x}_{b}, t\right)+h \sum_{j}\left(\mathrm{~A}^{-1}\right)_{\bar{i} j} \omega_{j}\left(\boldsymbol{e}_{j} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{j} \cdot \boldsymbol{e}_{j}(D-\phi)\right]\left(\boldsymbol{x}_{b}, t\right) \\
& -(1-\gamma) h \omega_{\bar{i}}\left(\boldsymbol{e}_{i} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{\bar{i}} \cdot \boldsymbol{e}_{\bar{i}}(D-\phi)\right]\left(\boldsymbol{x}_{b}, t\right)+O\left(h^{2}\right) \\
= & f_{\bar{i}}^{(e q)}\left(\boldsymbol{x}_{b}, t\right)+h \sum_{j}\left(\mathrm{~A}^{-1}\right)_{\bar{i} j} \omega_{j}\left(\boldsymbol{e}_{j} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{j} \cdot \boldsymbol{e}_{j}(D-\phi)\right]\left(\boldsymbol{x}_{b}, t\right) \\
& -(1-\gamma) h \omega_{i}\left(\boldsymbol{e}_{i} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}(D-\phi)\right]\left(\boldsymbol{x}_{b}, t\right)+O\left(h^{2}\right) . \tag{3.26}
\end{align*}
$$

With expansions (3.25) and (3.26), we have

$$
\begin{align*}
R_{i}:= & f_{i}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)+f_{\bar{i}}^{\prime}\left(\boldsymbol{x}_{f}, t\right)-G \\
= & f_{i}^{(e q)}\left(\boldsymbol{x}_{b}, t\right)+f_{\bar{i}}^{(e q)}\left(\boldsymbol{x}_{b}, t\right)+h \sum_{j}\left[\left(\mathrm{~A}^{-1}\right)_{i j}+\left(\mathrm{A}^{-1}\right)_{\bar{i} j}\right] \omega_{j}\left(\boldsymbol{e}_{j} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{j} \cdot \boldsymbol{e}_{j}(D-\phi)\right]\left(\boldsymbol{x}_{b}, t\right) \\
& +(2 \gamma-1) h \omega_{i}\left(\boldsymbol{e}_{i} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}(D-\phi)\right]\left(\boldsymbol{x}_{b}, t\right)-G+O\left(h^{2}\right) \\
= & \omega_{i}\left[4 \phi-2 D+3 \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}(D-\phi)\right]\left(\boldsymbol{x}_{b}, t\right)-G \\
& +h \sum_{j}\left[\left(\mathrm{~A}^{-1}\right)_{i j}+\left(\mathrm{A}^{-1}\right)_{\bar{i} j}\right] \omega_{j}\left(\boldsymbol{e}_{j} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{j} \cdot \boldsymbol{e}_{j}(D-\phi)\right]\left(\boldsymbol{x}_{b}, t\right) \\
& +(2 \gamma-1) h \omega_{i}\left(\boldsymbol{e}_{i} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}(D-\phi)\right]\left(\boldsymbol{x}_{b}, t\right)+O\left(h^{2}\right) . \tag{3.27}
\end{align*}
$$

To eliminate the zeroth-order term in the above equation, it is required that

$$
G=\omega_{i}\left[4 \phi-2 D+3 \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}(D-\phi)\right]\left(\boldsymbol{x}_{b}, t\right)
$$

This and the boundary condition (3.19) yield the expression of $G$ :

$$
\begin{equation*}
G=\omega_{i}\left[4 \psi-2 D(\psi)+3 \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}(D(\psi)-\psi)\right]\left(\boldsymbol{x}_{b}, t\right) . \tag{3.28}
\end{equation*}
$$

Thus we obtain the boundary scheme

$$
\begin{equation*}
f_{i}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)=-f_{\bar{i}}^{\prime}\left(\boldsymbol{x}_{f}, t\right)+\omega_{i}\left[4 \psi-2 D(\psi)+3 \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}(D(\psi)-\psi)\right]\left(\boldsymbol{x}_{b}, t\right), \tag{3.29}
\end{equation*}
$$

which degenerates to the widely used one for linear CDEs when $D \equiv \phi$ (see e.g., [29]).
Moreover, we show how the first-order term in (3.27) can be eliminated. We recall from [45] that the matrix A defined in (3.21) with the transformation matrix (2.3) satisfies

$$
\begin{equation*}
\left(\mathrm{A}^{-1}\right)_{i j}=\left(\mathrm{A}^{-1}\right)_{\bar{i} \bar{j}} \tag{3.30}
\end{equation*}
$$

$\left(\mathrm{A}_{i j}=\mathrm{A}_{\bar{i} \bar{j}}\right.$ also holds true). Based on this relation, we have
Proposition 3.1. If the matrix A satisfies (3.30), then it holds that

$$
\begin{equation*}
\sum_{j}\left[\left(\mathrm{~A}^{-1}\right)_{i j}+\left(\mathrm{A}^{-1}\right)_{\bar{i} j}\right] \omega_{j}\left(\boldsymbol{e}_{j} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{j} \cdot \boldsymbol{e}_{j}(D-\phi)\right]=0 \tag{3.31}
\end{equation*}
$$

Proof. Using (3.30), we directly compute

$$
\begin{align*}
& \sum_{j}\left(\mathrm{~A}^{-1}\right)_{\bar{i} j} \omega_{j}\left(\boldsymbol{e}_{j} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{j} \cdot \boldsymbol{e}_{j}(D-\phi)\right] \\
& =\sum_{j}\left(\mathrm{~A}^{-1}\right)_{\bar{i} \bar{j}} \omega_{\bar{j}}\left(\boldsymbol{e}_{\bar{j}} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{\bar{j}} \cdot \boldsymbol{e}_{\bar{j}}(D-\phi)\right]  \tag{3.32}\\
& =\sum_{j}\left(\mathrm{~A}^{-1}\right)_{i j} \omega_{\bar{j}}\left(\boldsymbol{e}_{\bar{j}} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{\bar{j}} \cdot \boldsymbol{e}_{\bar{j}}(D-\phi)\right] \\
& =-\sum_{j}\left(\mathrm{~A}^{-1}\right)_{i j} \omega_{j}\left(\boldsymbol{e}_{j} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{j} \cdot \boldsymbol{e}_{j}(D-\phi)\right],
\end{align*}
$$

and (3.31) immediately follows.

With (3.31) and the expression of $G$ in (3.28), the error (3.27) can be simplified as

$$
\begin{equation*}
R_{i}=(2 \gamma-1) h \omega_{i}\left(\boldsymbol{e}_{i} \cdot \nabla\right)\left[(2 \phi-D)+\frac{3}{2} \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}(D-\phi)\right]\left(\boldsymbol{x}_{b}, t\right)+O\left(h^{2}\right) \tag{3.33}
\end{equation*}
$$

If and only if $\gamma=\frac{1}{2}$, the first-order term of $R_{i}$ is eliminated, i.e., $R_{i}=O\left(h^{2}\right)$. This indicates that the scheme (3.29) has second-order accuracy when $\gamma=\frac{1}{2}$, and is firstorder accurate otherwise.

Actually, Scheme (3.29) is exactly the anti-bounce-back scheme of the following form [25]

$$
f_{i}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)=-f_{\bar{i}}^{\prime}\left(\boldsymbol{x}_{f}, t\right)+2 f_{i}^{(e q),+}\left(\boldsymbol{x}_{b}, t\right),
$$

where $f_{i}^{(e q),+}=\omega_{i}\left[2 \phi-D+\frac{3(D-\phi) e_{i} \cdot e_{i}}{2}\right]$ is the even part of $f_{i}^{(e q)}$ in (2.4). In particular, when $\gamma=\frac{1}{2}$, i.e., the boundary is located at the middle of two lattice nodes, the scheme is usually called the half-way anti-bounce-back scheme. In [25], the above scheme is proposed along with the TRT model. Moreover, its second-order accuracy relies on the assumption $\nabla J=O\left(\epsilon^{2}\right)$, where $J=c \cdot \vec{J}, \boldsymbol{c}$ is a certain discrete velocity, $\vec{J}$ is the convection term of the CDE and $\epsilon$ is a small expansion parameter without a clear definition (see Page 1203 of [25]). Here we clearly justify the accuracy of the anti-bounce-back scheme for the MRT model, and the justification does not need any assumptions but crucially relies on the relation (3.30), which is an identity for the MRT model.

Remark 3.2. The derivation and analysis above can be straightforwardly adapted to the bounce-back scheme for the Neumann boundary conditions of the CDEs. We have done this and find that the relation (3.30) is also crucial for its second-order accuracy.

## 4. Single-node schemes

In this section, we base on the half-way anti-bounce-back scheme (3.29) to construct a family of single-node second-order boundary schemes with the approach in [45]. The construction in [45] focuses on the no-slip boundary conditions of the incompressible Navier-Stokes equations, here we extend it to the Dirichlet boundary condition of the general nonlinear CDE (2.1).

To begin with, we refer to Fig. 1 and denote by $\boldsymbol{x}_{b}, \boldsymbol{x}_{l}$ and $\boldsymbol{x}_{r}$ the intersection of the given boundary and the grid line in the $\boldsymbol{e}_{i}$-direction, and the left and right neighboring lattice nodes of $\boldsymbol{x}_{f}$. Namely,

$$
\begin{gathered}
\boldsymbol{x}_{l}=\boldsymbol{x}_{f}+h \boldsymbol{e}_{i}, \quad \boldsymbol{x}_{r}=\boldsymbol{x}_{f}-h \boldsymbol{e}_{i}, \\
\boldsymbol{x}_{b}=\boldsymbol{x}_{f}-\gamma h \boldsymbol{e}_{i}, \quad \gamma \in(0,1] .
\end{gathered}
$$

Additionally, let $l$ be a non-negative number and take (see Fig. 1)

$$
\boldsymbol{x}_{1}=\boldsymbol{x}_{f}-\text { lhe } \boldsymbol{e}_{i}, \quad \boldsymbol{x}_{2}=2 \boldsymbol{x}_{b}-\boldsymbol{x}_{1} .
$$

With $\boldsymbol{x}_{1}$ and $\boldsymbol{x}_{2}$ defined above, we firstly interpolate the distribution function $f_{i}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)$ with those at $\boldsymbol{x}_{l}$ and $\boldsymbol{x}_{1}$ by

$$
f_{i}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)=\frac{l}{1+l} f_{i}\left(\boldsymbol{x}_{l}, t+\delta_{t}\right)+\frac{1}{1+l} f_{i}\left(\boldsymbol{x}_{1}, t+\delta_{t}\right) .
$$



Figure 1: The thin solid straight line is the grid line and the thick curved line is the boundary. White circles $(\mathrm{O})$ are the lattice nodes in the computational domain, the black circle $(\bigcirc)$ is the intersection of the boundary and the grid line, and the square box ( $\square$ ) is out of the computational domain.

Notice that $l \geq 0$. Thanks to the advection $f_{i}\left(\boldsymbol{x}_{l}, t+\delta_{t}\right)=f_{i}^{\prime}\left(\boldsymbol{x}_{f}, t\right)$, the above equation can be rewritten as

$$
\begin{equation*}
f_{i}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)=\frac{l}{1+l} f_{i}^{\prime}\left(\boldsymbol{x}_{f}, t\right)+\frac{1}{1+l} f_{i}\left(\boldsymbol{x}_{1}, t+\delta_{t}\right) . \tag{4.34}
\end{equation*}
$$

Since the boundary point $\boldsymbol{x}_{b}$ is located at the middle of $\boldsymbol{x}_{1}$ and $\boldsymbol{x}_{2}$, we compute $f_{i}\left(\boldsymbol{x}_{1}, t+\delta_{t}\right)$ in (4.34) with the half-way anti-bounce-back scheme (see (3.29))

$$
\begin{equation*}
f_{i}\left(\boldsymbol{x}_{1}, t+\delta_{t}\right)=-f_{\bar{i}}\left(\boldsymbol{x}_{2}, t+\delta_{t}\right)+\omega_{i}\left[4 \psi-2 D(\psi)+3 \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}(D(\psi)-\psi)\right]\left(\boldsymbol{x}_{b}, t\right) . \tag{4.35}
\end{equation*}
$$

It remains to compute $f_{\bar{i}}\left(\boldsymbol{x}_{2}, t+\delta_{t}\right)$ in (4.35). We interpolate it with the distribution functions at $\boldsymbol{x}_{f}$ and $\boldsymbol{x}_{r}$ :

$$
f_{\bar{i}}\left(\boldsymbol{x}_{2}, t+\delta_{t}\right)=(1+l-2 \gamma) f_{\bar{i}}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)+(2 \gamma-l) f_{\bar{i}}\left(\boldsymbol{x}_{r}, t+\delta_{t}\right) .
$$

Again, using the advection $f_{\bar{i}}\left(\boldsymbol{x}_{r}, t+\delta_{t}\right)=f_{\bar{i}}^{\prime}\left(\boldsymbol{x}_{f}, t\right)$, we obtain

$$
\begin{equation*}
f_{\bar{i}}\left(\boldsymbol{x}_{2}, t+\delta_{t}\right)=(1+l-2 \gamma) f_{\bar{i}}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)+(2 \gamma-l) f_{\bar{i}}^{\prime}\left(\boldsymbol{x}_{f}, t\right) . \tag{4.36}
\end{equation*}
$$

Combining Eqs. (4.34)-(4.36) gives

$$
\begin{align*}
f_{i}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)= & -\frac{1+l-2 \gamma}{1+l} f_{\bar{i}}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)+\frac{l}{1+l} f_{i}^{\prime}\left(\boldsymbol{x}_{f}, t\right) \\
& -\frac{2 \gamma-l}{1+l} f_{\bar{i}}^{\prime}\left(\boldsymbol{x}_{f}, t\right)+\frac{1}{1+l} \omega_{i}\left[4 \psi-2 D(\psi)+3 \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}(D(\psi)-\psi)\right]\left(\boldsymbol{x}_{b}, t\right) . \tag{4.37}
\end{align*}
$$

Furthermore, with the approximation

$$
\begin{equation*}
f_{\bar{i}}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right) \approx f_{\bar{i}}\left(\boldsymbol{x}_{f}, t\right) \tag{4.38}
\end{equation*}
$$

in Eq. (4.37), we arrive at the following single-node scheme

$$
\begin{align*}
f_{i}\left(\boldsymbol{x}_{f}, t+\delta_{t}\right)= & -\frac{1+l-2 \gamma}{1+l} f_{\bar{i}}\left(\boldsymbol{x}_{f}, t\right)+\frac{l}{1+l} f_{i}^{\prime}\left(\boldsymbol{x}_{f}, t\right) \\
& -\frac{2 \gamma-l}{1+l} f_{\bar{i}}^{\prime}\left(\boldsymbol{x}_{f}, t\right)+\frac{1}{1+l} \omega_{i}\left[4 \psi-2 D(\psi)+3 \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}(D(\psi)-\psi)\right]\left(\boldsymbol{x}_{b}, t\right) \tag{4.39}
\end{align*}
$$

parameterized with $l \geq 0$.
The second-order accuracy of the single-node scheme (4.39) can be simply explained as follows. First, two interpolations (4.34) and (4.36) are second-order accurate. In addition, for the diffusive scaling $\delta_{t}=\eta h^{2}$ ( $\eta$ is an adjustable parameter), the error of the approximation (4.38) is $O\left(h^{2}\right)$. Moreover, as shown in the previous section, the halfway anti-bounce-back scheme (4.35) has second-order accuracy. Therefore, the scheme (4.39) is second-order accurate.

Moreover, to ensure the stability of interpolations (4.34) and (4.36), it is required that the interpolation coefficients belong to $[0,1]$, i.e.,

$$
l \geq 0, \quad 1-2 \gamma+l \geq 0 \quad \text { and } \quad 2 \gamma-l \geq 0 .
$$

Namely,

$$
\begin{equation*}
\max \{0,2 \gamma-1\} \leq l \leq 2 \gamma \tag{4.40}
\end{equation*}
$$

Remark 4.1. The above construction of the single-node scheme (4.39) is a direct application of that in [45]. The only difference is that here we use the anti-bounce-back scheme (3.29) as a central step while that in [45] is based on the bounce-back scheme for the no-slip boundary condition of the incompressible Navier-Stokes equations. As a consequence, the single-node schemes in [45] are all convex combinations of distributions functions, while the present scheme (4.39) is not a convex combination due to the minus in the first term of the anti-bounce-back scheme (3.29).

## 5. Numerical experiments

In this section, we conduct several numerical experiments to validate our model and boundary schemes. For the MRT model (2.2), there are infinitely many choice of relaxation rates. In the simulations, we only change the relaxation rate $s_{\nu}:=s_{3}=s_{5}$ related to the diffusion coefficient $\nu$ and fix all the others to examine the accuracy and stability. Without loss of generality, we take

$$
\begin{equation*}
\mathrm{S}=\operatorname{diag}\left(1,1,1, s_{\nu}, 1, s_{\nu}, 1,1,1\right) . \tag{5.41}
\end{equation*}
$$

Similar choice of $S$ is also adopted in [23, 36], where good computational results are obtained. Additionally, we show in the first example that the MRT model with the above S is superior over the BGK model $\left(s_{i}=s_{\nu}, i=0,1, \ldots, 8\right)$ in terms of stability and accuracy.

For each experiment, we only need to specify the relaxation rate $s_{\nu}$ and the lattice size $h$, which determine all the other parameters: $\delta_{t}=\eta h^{2}, \eta=\left(\frac{1}{s_{\nu}}-\frac{1}{2}\right) /(3 \nu)$ and
$c=1 /(\eta h)$. On the other hand, we only consider constant $\nu$ for simplicity. In order to verify the accuracy of the model and boundary schemes, we define the $L^{2}$-error as

$$
\begin{equation*}
E_{r}=\frac{\sqrt{\sum_{\boldsymbol{x}}\left|\phi(\boldsymbol{x}, T)-\phi^{*}(\boldsymbol{x}, T)\right|^{2}}}{\sqrt{\sum_{\boldsymbol{x}}|\phi(\boldsymbol{x}, T)|^{2}}} \tag{5.42}
\end{equation*}
$$

where the summation is taken over all the lattice nodes in the computational domain, $\phi^{*}$ is the LB solution, $\phi$ is the analytical solution and $T=0.5$ is the terminal time.

Example 5.1. The first example is used to validate the LB model (2.2) and its advantages over the BGK model in terms of stability and accuracy. To do this, we construct a periodic problem with analytical solution

$$
\begin{equation*}
\phi(\boldsymbol{x}, t)=(t+1) \sin (2 \pi x) \cos (2 \pi y), \quad(x, y) \in[0,1] \times[0,1] . \tag{5.43}
\end{equation*}
$$

The variables in (2.1) are taken as $\nu=0.1, \boldsymbol{B}=(\phi, \phi)$ and $D(\phi)=\sin (\phi)$. Then the source term is

$$
\begin{align*}
F= & \frac{\partial \phi}{\partial t}+\nabla \cdot \boldsymbol{B}(\phi)-\nabla \cdot[\nu \nabla D(\phi)] \\
= & \sin (2 \pi x) \cos (2 \pi y)+2 \pi(t+1) \cos (2 \pi x+2 \pi y) \\
& +0.4 \pi^{2}(t+1)^{2} \sin [(t+1) \sin (2 \pi x) \cos (2 \pi y)] \cos ^{2}(2 \pi x) \cos ^{2}(2 \pi y)  \tag{5.44}\\
& +0.4 \pi^{2}(t+1)^{2} \sin [(t+1) \sin (2 \pi x) \cos (2 \pi y)] \sin ^{2}(2 \pi x) \sin ^{2}(2 \pi y) \\
& +0.8 \pi^{2}(t+1) \cos [(t+1) \sin (2 \pi x) \cos (2 \pi y)] \sin (2 \pi x) \cos (2 \pi y) .
\end{align*}
$$

The initial data is taken by setting $t=0$ in (5.43).
In the computation, we take different $s_{\nu}(=0.5,1,1.5)$ and $h=1 / 40,1 / 60,1 / 80$, $1 / 100,1 / 120$. The corresponding time steps are provided in Table 1. The computational results are in good agreement with the analytical solution. For simplicity, we only show in Fig. 2 the result for $h=1 / 100$ and $s_{\nu}=1$. The convergence behaviors are plotted in Fig. 3. It can be seen that our model has second-order accuracy for different $s_{\nu}$.

Table 1: Time steps for different $s_{\nu}$ and $h$ in Example 5.1.

|  | $h=1 / 40$ | $h=1 / 60$ | $h=1 / 80$ | $h=1 / 100$ | $h=1 / 120$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $s_{\nu}=0.5$ | $1 / 320$ | $1 / 720$ | $1 / 1280$ | $1 / 2000$ | $1 / 2880$ |
| $s_{\nu}=1$ | $1 / 960$ | $1 / 2160$ | $1 / 3840$ | $1 / 6000$ | $1 / 8640$ |
| $s_{\nu}=1.5$ | $1 / 2880$ | $1 / 6480$ | $1 / 11520$ | $1 / 18000$ | $1 / 25920$ |

Next we use the this example to compare the MRT ( S is taken as (5.41)) and BGK $\left(s_{i}=s_{\nu}, i=0,1, \ldots, 8\right)$ models in terms of stability and accuracy. To evaluate the stability, we fix $h=1 / 120$ and search for an interval of $s_{\nu}$ in which the LB solution is convergent. Here by convergence we mean that the relative error defined in (5.42) is less than $10^{-2}$. To avoid too large $\delta_{t}$ (for small $s_{\nu}$ ), we only test $s_{\nu} \geq 0.4$. With a large number of numerical experiments, we obtain the stability intervals [0.4, 1.38] and $[0.4,1.71]$ for the BGK and MRT models, respectively. This indicates the superior stability of the MRT model. Furthermore, we take different $s_{\nu}(=0.5,0.9,1.3)$ in both stability intervals and $h=1 / 40,1 / 60,1 / 80,1 / 100,1 / 120$ to compare the errors. The


Figure 2: Contour lines of $\phi$ for Example 5.1 at $T=0.5$. Left: LB solution with $h=1 / 100$ and $s_{\nu}=1$, right: analytical solution.


Figure 3: Convergence order of the LB model for periodic problems in Example 5.1.


Figure 4: Convergence orders of the BGK and MRT models for periodic problems in Example 5.1.
convergence behaviors are plotted in Fig. 4. It can be seen that the convergence orders for both models are around 2, but the errors of the BGK model are larger those of the MRT model. The specific values of the errors are given in Table 2. These results demonstrate the better stability and accuracy of the MRT model over the BGK model. In addition, they support that the relaxation matrix in (5.41) is a good choice for the MRT model. But for the other choices, the superiority of the MRT model may not be guaranteed.

Table 2: $L^{2}$-error of the BGK and MRT models for periodic problems in Example 5.1.

| $s_{\nu}=0.5$ | $s_{\nu}=0.9$ |  | $s_{\nu}=1.3$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BGK | MRT | BGK | MRT | BGK | MRT |
| $1 / 40$ | $5.82 \times 10^{-2}$ | $1.75 \times 10^{-2}$ | $3.32 \times 10^{-3}$ | $2.54 \times 10^{-3}$ | $8.46 \times 10^{-3}$ | $6.93 \times 10^{-3}$ |
| $1 / 60$ | $2.80 \times 10^{-2}$ | $7.81 \times 10^{-3}$ | $1.51 \times 10^{-3}$ | $1.13 \times 10^{-3}$ | $3.74 \times 10^{-3}$ | $3.09 \times 10^{-3}$ |
| $1 / 80$ | $1.64 \times 10^{-2}$ | $4.40 \times 10^{-3}$ | $8.60 \times 10^{-4}$ | $6.35 \times 10^{-4}$ | $2.10 \times 10^{-3}$ | $1.74 \times 10^{-3}$ |
| $1 / 100$ | $1.07 \times 10^{-2}$ | $2.82 \times 10^{-3}$ | $5.53 \times 10^{-4}$ | $4.06 \times 10^{-4}$ | $1.35 \times 10^{-3}$ | $1.11 \times 10^{-3}$ |
| $1 / 120$ | $7.55 \times 10^{-3}$ | $1.96 \times 10^{-3}$ | $3.85 \times 10^{-4}$ | $2.82 \times 10^{-4}$ | $9.34 \times 10^{-4}$ | $7.72 \times 10^{-4}$ |

Example 5.2. In the second example, we verify the accuracy of the anti-bounceback scheme (3.29) with the solution

$$
\phi(\boldsymbol{x}, t)=t \cos [2 \pi x y(1-x y)]
$$

in a square domain $\Omega=\{(x, y) \mid 0 \leq x, y \leq 1\}$. Then the boundary condition is

$$
\phi\left(\boldsymbol{x}_{b}, t\right)=t \cos \left[2 \pi x_{b} y_{b}\left(1-x_{b} y_{b}\right)\right], \quad \boldsymbol{x}_{b}:=\left(x_{b}, y_{b}\right) \in \partial \Omega
$$

and the initial data is also determined by the above solution. We take $\nu=1, \boldsymbol{B}=(\phi, \phi)$, $D:=D(\phi)=\phi^{2}+\phi$ and $F$ is similarly obtained as (5.44). The anti-bounce-back scheme (3.29) is applied at all the straight boundaries.

The mesh for the computation is illustrated in Fig. 5. In the figure, $N_{x}$ and $N_{y}\left(=N_{x}\right)$ are the number of meshes in the horizontal and vertical directions, respectively. We take the same $\gamma$ for different boundaries. Then the lattice size is

$$
\begin{equation*}
h=\frac{1}{N_{x}-2+2 \gamma} . \tag{5.45}
\end{equation*}
$$



Figure 5: Configuration of the mesh and straight boundaries. The thick straight lines are the boundaries of the computational domain. The thin lines are the grid lines. We take the same $\gamma$ for different boundaries.

To demonstrate the accuracy and stability of the scheme, we set $\gamma=0.2,0.5$ and 0.8 , and take different $s_{\nu}(=0.5,1,1.5,1.9)$ and $N_{x}(=21,41,61,81,101)$. The time steps for $\gamma=0.5$ are listed in Table 3. Fig. 6 shows that convergence orders are all around 2 for the half-way anti-bounce-back scheme $(\gamma=0.5)$ with different $s_{\nu}$. However, when $\gamma=0.2$ and 0.8 , the convergence orders are only 1 . These results confirm our analysis in Section 3. Additionally, we see from Fig. 6 that the errors are not sensitive to the value of $s_{\nu}$.

Table 3: Time steps for different $s_{\nu}$ and $h$ in Example 5.2 with $\gamma=0.5$.

|  | $h=1 / 20$ | $h=1 / 40$ | $h=1 / 60$ | $h=1 / 80$ | $h=1 / 100$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $s_{\nu}=0.5$ | $1 / 800$ | $1 / 3200$ | $1 / 7200$ | $1 / 12800$ | $1 / 2000$ |
| $s_{\nu}=1$ | $1 / 2400$ | $1 / 9600$ | $1 / 21600$ | $1 / 38400$ | $1 / 60000$ |
| $s_{\nu}=1.5$ | $1 / 7200$ | $1 / 28800$ | $1 / 64800$ | $1 / 115200$ | $1 / 180000$ |
| $s_{\nu}=1.9$ | $1 / 15200$ | $1 / 60800$ | $1 / 136800$ | $1 / 243200$ | $1 / 380000$ |

Example 5.3. With the same problem and mesh in Example 5.2, we further demonstrate the single-node scheme (4.39) for straight boundaries. The scheme is used at all the boundaries in Fig. 5. In the computation, we take $l=\gamma, 1.5 \gamma, \gamma^{2}$ and $\gamma^{2}+\gamma$, which all satisfy (4.40). The convergence behaviours are shown in Fig. 7. It is clear that the convergence orders are all around 2 for different $\gamma, l$ and $s_{\nu}$. These show the second-order accuracy and good stability of the single-node scheme (4.39) for straight boundaries.

Example 5.4. In this example, we consider a circular domain

$$
\Omega:=\left\{(x, y) \left\lvert\,\left(x-\frac{1}{2}\right)^{2}+\left(y-\frac{1}{2}\right)^{2} \leq \frac{1}{16}\right.\right\}
$$

to demonstrate the single-node scheme (4.39) for curved boundaries. To this end, we construct the following solution

$$
\begin{equation*}
\phi=(t+1) \sin [2 \pi x y(1-x)(1-y)] \tag{5.46}
\end{equation*}
$$



Figure 6: Convergence order of the anti-bounce-back scheme with different $\gamma$ for the straight boundary.
in the circular domain defined above. The initial data and boundary values are determined by the solution (5.46). Similarly, we set $\nu=1, \boldsymbol{B}=(\phi, \phi), D:=D(\phi)=$ $\phi^{2}+\phi$ and $F$ is obtained as (5.44). We take different $s_{\nu}(=0.5,1,1.5,1.9)$ and $h(=$ $1 / 40,1 / 80,1 / 120,1 / 160,1 / 200)$ to examine the stability and accuracy. As an example, we show in Fig. 8 the comparison between the analytical solution and the LB solution with $l=\gamma^{2}, h=1 / 120$ and $s_{\nu}=1.5$. From the figure we see that good agreements are obtained by the single-node scheme. Fig. 9 shows that even with the curved boundary, the sing-node scheme has second-order accuracy for different $s_{\nu}$. Thus the single-node scheme (4.39) is applicable to curved boundaries.

## 6. Conclusions and remarks

In this work, we are concerned with the LBM for general nonlinear CDEs. We develop a MRT LB model for the general equations by using the equilibrium distribution function in [19] without the integration term. We show that the macroscopic equations can be correctly recovered under the diffusive scaling. The accuracy of the anti-bounceback scheme accompanying the MRT model is analyzed with the Maxwell iteration. We clearly justify, based on an elegant relation for the collision matrix found in [45], that the scheme is second-order accurate when the boundary is located at the middle of two lattice nodes. To the best of our knowledge, this is the first time that the secondorder accuracy of the half-way anti-bounce-back scheme is rigorously analyzed for the MRT model. Furthermore, by using the half-way anti-bounce-back scheme as a central step, we construct some parameterized single-node second-order schemes for curved


Figure 7: Convergence order of the single-node boundary scheme for the straight boundary. Left: $\gamma=0.2$, right: $\gamma=0.8$. From top to bottom: $s_{\nu}=0.5,1,1.5$ and 1.9.


Figure 8: Comparison of the LB solution and the analytical solution along the vertical center line $x=0.5$ in Example 5.4.


Figure 9: Convergence order of the single-node schemes for curved boundaries with different $s_{\nu}$.
boundaries with the approach in [45]. Finally, numerical experiments are conducted to validate the accuracy of the proposed model and boundary schemes. In addition, the superiority of the MRT model over the BGK model is also numerically demonstrated in terms of stability and accuracy.

We would like to point out that, owing to the diffusive scaling, the consistency of the present model needs neither assumptions on the smallness of derivatives of the convection or diffusion terms in [24], nor the integration and time derivatives in [19]. In fact, using the diffusive scaling is quite common for explicit difference schemes of CDEs because of the diffusion terms $[6,7]$. Thus it is also natural for the LBM, which indeed is a special explicit finite difference scheme.

On the other hand, the present MRT model degenerates to the classical model when the macroscopic equations are linear (see e.g., [29, 46]). For the latter, the convergence is established in [46] based on the stability structure proposed in [47, 48]. This structure may also be crucial for the convergence analysis of the present model, but how it can be used here remains open problems due to the nonlinearity. We will study this interesting topic in the next step.

Finally, though the present model is proposed for isotropic CDEs, it can be easily extended to anisotropic case with the ideas in [30, 23]. Additionally, it is also possible to develop third-order models and boundary schemes for general CDEs [25, 49, 50], which will be left for the future.

## Appendix

This appendix is devoted to the derivation of (2.14). To begin with, we use (3.23) to compute

$$
\begin{aligned}
{\left[\tilde{D}^{(3)} \mathbf{m}^{(e q)}\right]_{0} } & =\frac{1}{6}\left[\left(\tilde{D}^{(1)}\right)^{3} \mathbf{m}^{(e q)}\right]_{0}+\eta \partial_{t}\left[\tilde{D}^{(1)} \mathbf{m}^{(e q)}\right]_{0} \\
& =\frac{1}{6}\left[\left(\tilde{D}^{(1)}\right)^{3} \mathbf{m}^{(e q)}\right]_{0}+O(h) \\
& =\frac{1}{6} \sum_{i}\left(\boldsymbol{e}_{i} \cdot \nabla\right)^{3} f_{i}^{(e q)}+O(h)=O(h) .
\end{aligned}
$$

Here for the last equality we have used the property that $\left(\boldsymbol{e}_{i} \cdot \nabla\right)^{3}$ is odd. Thus (2.14a) holds. For $(2.14 b)$, it is easy to see from (2.12) that

$$
\begin{equation*}
\left[\mathrm{S}^{-1} \tilde{D}^{(1)} \mathbf{m}^{(e q)}\right]_{0,1,7,8}=O(h) \tag{6.47}
\end{equation*}
$$

With this and the explicit expressions of $\tilde{\mathrm{E}}_{x}$ and $\tilde{\mathrm{E}}_{y}$, we have

$$
\left\{\left[\mathrm{S}^{-1} \tilde{D}^{(1)}\right]^{2} \mathbf{m}^{(e q)}\right\}_{3,5}=O(h)
$$

and

$$
\left\{\left[\mathrm{S}^{-1} \tilde{D}^{(1)}\right]^{3} \mathbf{m}^{(e q)}\right\}_{0}=O(h)
$$

The above equation is exactly (2.14b). Moreover, using

$$
\begin{aligned}
& \tilde{D}^{(1)} \mathrm{S}^{-1} \tilde{D}^{(2)}=\frac{1}{2} \tilde{D}^{(1)} \mathrm{S}^{-1}\left(\tilde{D}^{(1)}\right)^{2}+\eta \partial_{t} \tilde{D}^{(1)} \mathrm{S}^{-1} \\
& {\left[\tilde{D}^{(1)} \mathrm{S}^{-1} \mathbf{m}^{(e q)}\right]_{0}=O(h)}
\end{aligned}
$$

and (6.47), we have

$$
\left[\mathrm{S}^{-1}\left(\tilde{D}^{(1)}\right)^{2} \mathbf{m}^{(e q)}\right]_{3,5}=O(h)
$$

and

$$
\left[\tilde{D}^{(1)} \mathbf{S}^{-1}\left(\tilde{D}^{(1)}\right)^{2} \mathbf{m}^{(e q)}\right]_{0}=O(h)
$$

Then (2.14c) holds. Similarly, (2.14d) can be derived easily. Thus we have shown (2.14).
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