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NUCLEATION OF WAVES IN EXCITABLE MEDIA BY NOISE*
TONY SHARDLOWT

Abstract. We are interested in reaction-diffusion equations that model excitable media under
the influence of an additive noise. In many models of this type, the homogeneous zero state is
stable, and interesting dynamics are observed only for certain initial data. In the presence of noise,
the excitable media is stimulated, and the noise may be sufficiently large to nucleate wave forms.
In computations, we see for small noise that only target waves are nucleated when the time scales
for excitation and inhibition are sufficiently separated. We provide a theorem that supports this
observation.
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1. Introduction. We are interested in reaction-diffusion equations that model
excitable media under the influence of an additive noise. In many models of this
type, the homogeneous zero state is stable, and interesting dynamics are observed
only for certain initial data. In the presence of additive noise, the excitable media is
stimulated, and the noise may be sufficiently large to nucleate wave forms. In this
paper, we analyze the type of waves that are stimulated in the small noise limit. This
question is of interest, for example, in models of cardiac muscle (see [2]), where noise
and inhomogeneities are thought to be responsible for the creation of spiral waves and
the onset of arrhythmias.

One example we have in mind is Barkley’s model [1]. Consider an excitation field
u(t,x) and inhibitor field v(t,x) such that

(L1) uy = Au+ f(u,v), u(0) = uyg,
' vy = eg(u,v), v(0) = wo,

with time ¢ > 0 on a smooth domain  in R?. The small parameter ¢ > 0 separates
the time scales of the excitation field and the inhibitor field. We have chosen to scale
time and space so the inhibitor field is slow, which is important for our analysis. We
have the reaction terms

_v—&—b)’

, glu,v) =u—w

(1.2) flu,v) =u(l —u) (u
for parameters a,b > 0. Typical values are a = 0.75 and b = 0.01. This model is one
of many reaction-diffusion equations that have been used to model excitable media;
see [16] for a review.

We now add noise and specify boundary conditions. Let L?(Q) denote the
Hilbert space of measurable real valued functions on © with inner product (u,v) =
Jo u(x)v(x) dx. Let W(t) be an L*(2) valued Wiener process with correlation opera-
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tor @ (see [4] for further details). Consider the stochastic reaction-diffusion equation

(1.3) du = | Aut f(u,0)|dt+oaw(t),  u(0) = uo,

vy = eg(u,v), v(0) = v,

with Dirichlet conditions u(t,x) = v(t,x) = 0 for all ¢ > 0 and x on the boundary
of €. Dirichlet conditions are important for our analysis, though it is more natu-
ral to consider Neumann conditions. To gain regularity of the solutions, we make
assumptions on the correlation operator and the reaction terms.

Following the notation of [4], for nonsingular @) define the inner product and norm
for h,hi,hy € L*(Q) by

(h1,ha)o = (1, Q@ ha),  |[Bllo := (b, B/,

Let Wy = QY2L%(Q) = {u € L*(Q): |lullo < oo}. Denote by H¥(2) the Sobolev
space of real valued functions on ) with k weak derivatives in L?*(Q) and by H3(Q)
the H'(Q) functions equal to zero on the boundary of (2.

Assumption 1.1. The correlation operator @ is diagonal in the following sense:
for some ¢; € R,

(1.4) Qh=> higie; ecachh=> hie;, h;€R,

=1 i=1

where e; are the unit L?(Q) eigenfunctions of A with homogeneous Dirichlet boundary
conditions. Further, we require that @ is nonsingular and that W, is continuously
embedded in H?().

Assumption 1.2. The reaction term f is globally Lipschitz, R?> — R, and
glu,v) =u—wv.

Under Assumptions 1.1-1.2, a unique weak solution of (1.3) exists on any time
interval [0,T] (see [11]) for initial data ug,vo € L2(£2). That is, an adapted HZ(Q)
valued process (u(t),v(t)) exists such that ((-,-) is the L?() inner product)

(u(t), x1) = (o, x1) + /0/<W(S),VX1> + (f(uls),v(5)); x1) ds + o (W(t), xa),

(v(t), x2) = (vo, x2) + 6/0 {9(u(s), v(s)), x2) ds

holds for all x1,x2 € H}(Q) for 0 < ¢ < T. The assumption on @ is very strong,
and solutions are available under weaker conditions, for example when @) has finite
trace. The nonsingularity of @ is not necessary for the existence of solutions but
will be important for considering large deviations. The embedding condition will be
important later for proving regularity. The assumptions on f are also strong and not
satisfied by Barkley’s f in (1.2). This f is only locally Lipschitz. As all the important
reaction kinetics takes place in the region 0 < u,v < 1, we assume, for convenience
of analysis, the global Lipschitz condition, which holds after modifying the definition
in (1.2) outside a ball of radius R. By choosing R > 1, this does not change the
underlying reaction kinetics exhibited by (1.3). The choice of g is not essential to our
analysis, but it allows exact integration of the second equation.

The main theorem of this paper is now presented. The key features of the reaction
equations (1.2) that we exploit are contained in the following.
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F1a. 1.1. Nucleation of a target pattern for the Wiener process and PDE discussed in section 5
(black indicates u ~ 1 and white indicates u = 0).

Assumption 1.3. For the reaction terms f,g,
1. (0,0) is a stable equilibrium point of (1.1);
2. f(u,0)>0ifu<0.

Under (1), (0,0) has a domain of attraction D; that is, all solutions (u(t),v(t))
of (1.2) with (up,v9) € D. approach (0,0) as t — oco. When o > 0 and the initial
data ug = vy = 0, the noise causes a solution (u(t),v(t)) of (1.3) to wander around
the set D, until eventually it leaves this set. Our goal is to utilize large deviation
techniques to determine the point at which (u(t),v(t)) leaves D..

The behaviors can be observed numerically. For small noise intensities, the type
of wave form nucleated depends on the size of e. When € is very small, only target
patterns (radially symmetric waveforms) are observed, as in Figure 1.1. When e
is larger, spiral waves may be nucleated, as in Figure 1.2. We provide a theorem
that explains this behavior. In particular cases, we are able to show that (u(t),v(t))
exits D, very close to a radially symmetric configuration with probability converging
to one as 0 — 0 when € is small. As spiral waves are not radially symmetric, the
theorem indicates that only target waves are nucleated in the small €, ¢ regime.

The outline of the argument is as follows: the time scale on which v varies is
very slow compared to u, and hence on an O(1) time scale the behavior of u can be
approximated by the equation

AU = AU+f(U7O)}dt+adW(t), U(0) = U,

subject to Dirichlet boundary conditions. This is a gradient PDE, and the small o
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F1c. 1.2. Nucleation of a spiral pattern for the second example described in section 5.

behavior of this system is well understood. In particular, we know that U (t) will exit
the domain of attraction of 0 near a U*, which satisfies the elliptic PDE

AU + f(U,0) =0,

with appropriate boundary conditions. At this point, we make use of Assumption
1.3(2) and the maximum principle to show that U* is positive. Further assuming that
the domain {2 is a ball, we deduce that U* is radially symmetric by applying a theorem
of Gidas, Ni, and Nirenberg [8]. The next step is to relate the exit behavior of the
gradient approximation back to the full system (1.3). Even though the approximation
is good only on finite time intervals and the exit time grows like eK/‘Tz, some K > 0,
this can be achieved. The key observation is that most of the time to exit is spent
very close to (0,0), and the time to reach the boundary after leaving a neighborhood
of (0,0) can be controlled.

We state the main theorem formally. Let = B(0, L), with the ball of radius L
in R2 with center 0. The theorem concerns exit from a set D . This set is uniformly
attracted to the origin (u,v) = (0,0) and is defined precisely in section 4. As T' — oo,
the set D, converges to the full domain of attraction. We have not been able to
prove the result for exit from the full domain of attraction, because the attraction to
the origin is not uniform.

Writing u € L2() in polar coordinates u(r, @), we define the projection

1 2
@u:u—%/o u(r, 0) d
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to the nonradial component of w.

THEOREM 1.4. Let (u(t),v(t)) be the solution of (1.3) with initial condition
(uo,v0) = (0,0). Let 7 be the exit time of (u(t),v(t)) from Der. Fiz § > 0. For
T sufficiently large and € sufficiently small,

P([[0u(7)z2(0) = 0) — 0 as o — 0.

The proof is given over the next three sections by developing Theorem 4.5, a
more detailed version of Theorem 1.4. We develop the large deviation principle for
(1.3) in section 2. The gradient approximation and its exit behavior are described in
section 3. The argument is completed in section 4, where we make the link between
the exit behavior of the gradient system and that of the spiral system. We complete
the paper by providing some numerical simulations in section 5.

The theorem explains behavior seen in numerical simulations reasonably well,
though the assumptions used are strong. The theorem requires Dirichlet boundary
conditions on a ball, but simulations performed with periodic conditions on a domain
Q = [0, L]? show the same type of behavior: targets, rather than spirals patterns, are
nucleated for small €,0. The simulations indicate that the center of the nucleation
has no preferred location for periodic boundary conditions. However, for Dirichlet
conditions on Q = B(0, L), careful reading of the proof indicates that the target
should be nucleated at the center of Q. This is a reflection of the small gradient
of the potential in the direction that controls that center of the nucleation. For
Neumann conditions the situation is different. The energy is lower at the boundary,
and consequently wave forms tend to form at the boundary, but spirals are still not
nucleated for small €, 0.

Further work should address the stability of the radial pattern that is nucleated.
It may be possible for the noise to drive a radially symmetric field into a spiral
wave after leaving the domain of attraction. It would be beneficial to understand the
stability of the symmetry and show that this event is rare. It would also be interesting
to examine the problem on an unbounded domain, where the methods used in this
paper break down. We expect the same phenomenon to arise, though multiple target
patterns may emerge in different parts of the spatial domain.

2. Large deviations for (1.3). We introduce large deviations theory for (1.3).
Consider ug,vg € L?(Q), ¢(t): [0,T] — L*(Q), and

(2.1) Y(t) :=vo + € /0 e~ =) p(s) ds.

If p(t) € H2(Q) N HL(Q) and Z(t) := ¢ (t) — (Ap(t) + f(p(t),2(t))) € Wy for almost
all t € [0, T, define

1 T
(22) Son(e.v) =3 [ 12015 at

In all other cases, let Sf, 7 (,1) = co. This defines the action functional for (1.3) in
the following sense: for a normed vector space H, let C([0,T], H) denote the set of
continuous functions from [0,T] to H.

DEFINITION 2.1. Sjo 77 is the action functional for a process X : [0,T] — H with
X (0) = Xy if we have the following:
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1. For any ¢ € C([0,T], H) with ¢$(0) = Xo and any h, > 0, there exists oo > 0
such that for o < og

P( sup [IX(1) = 6]l < 8) = exp[-072(Spm(6) + )]

0<t<T

2. For any h,6 > 0 and K < oo, there exists ag > 0 such that for o < og

P(¢i€rgK sup X0 = 60l > §) < exp|—o 2 (K — b)),

where
Dy = {¢ € C([O’T]’H): S[O,T](¢) <K, ¢(0) = XO}'

3. The functional Sio 1(¢) is lower semicontinuous in C([0,T], H).
4. The set @k is compact in C([0,T], H).

PROPOSITION 2.2. Let (u(t),v(t)) be the H = L2(Q)2 valued process defined by
(1.3) with initial data (ug,vo) € H. The action functional for (u(t),v(t)) on H is
Sfo. -

To prove this result, we make use of the following lemma concerning the action
functional of a linear stochastic heat equation.

LEMMA 2.3. Define S[léfT](ng) for ¢: [0,T] — L%(Q) as follows: if ¢(t) belongs to

H2(Q) N HF(Q) and ¢(t) — Ag(t) belongs to Wy for almost all t € [0,T], let

T
Slin (9) = » / lbe(s) — Ap(s)|2 ds.

2
Otherwise, set S[lé?T] (¢) = co. Then S[léTZT] is the action functional for the process
X (t) on La(2) defined by

(2.3) dX = AX dt +ocdW(t),  X(0)=0,

with homogeneous Dirichlet boundary conditions on Q.

Proof. See [4]. a

Proof of Proposition 2.2. The method of proof follows [6]. Let X(t) solve the
linear system (2.3). Introduce the system

%U = Aw+ flw+X,9),  w(0) = up,
d
dif:e(w+x—w), (0) = v,

subject to homogeneous Dirichlet boundary conditions on Q. Now (¢, %) = (w+ X, )
is a solution of (1.3). We can define a transformation that gives the action functional
for (1.3) in terms of Sfé?T]. For fixed initial data (ug,vp), define A(X) = (w+ X, ) =
(¢,1). We also make use of the inverse of A, which is well defined when (¢,1)) are
related by (2.1) and defined by A=1(¢,¢) = ¢ — w.

Our claim is that the action functional for (1.3) is

f0.07(9: %) = Sl (A (¢, 9)).
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First note that this agrees with the definition of Sf, 7 provided in (2.2). In the case
when (2.1) holds, substitute the definition of A=!:

) 1 7T
S (A @) = 5 [ o= 80) = (w - ) ds

1

T
=5 [ o= 80) = ftw+ X o)l ds

T
_1 / 160 — Ad) — F(6, )13 ds,
0

2
as required. If (2.1) does not hold for (¢,v), set S[EO,T](qﬁ, 1) = oo to indicate the
event has zero probability.

The topological properties of the action functional are a consequence of the reg-
ularity of S[lé?T], A, and A~!'. Lower semicontinuity of Spo,1) follows from the lower
semicontinuity of S| ES?T] and the continuity of A~!. To show that A~! is continuous,
consider ¢;,1; € C([0,T], L3(Q)) for i = 1,2 related by (2.1). Let w; be the solution
of

dwi
dt

= Aw; + f(di,¢i),  wi(0) = uo,

with Dirichlet boundary conditions on 2. Given regularity of f, w; depends continu-
ously on (¢, ;) and

AT (B1, 1) = T (2, 92) 2 () = [[(f1 — w1) — (d2 — w2) || 12(e)
<|l¢1 — d2llL2(0) + w1 — wal|L2(q)-

Hence A~ is continuous.

For given v, the set {¢: S 1(¢,9) < K} = {A(X): Sféf’T] (X) < K}, which is
compact because A is continuous. This implies that the set {(¢, ¥): Sio. (9 ¥) < K}
is corfmpactIEI because 1) is determined by (2.1) when S [GO,T] is finite. This completes the
proof.

2.1. An estimate for the action functional. When (u(t),v(t)) belongs to
a set that is uniformly attracted to the origin, there is a limit on the amount of
time (u(t),v(t)) can spend outside a neighborhood of the origin even in the presence
of noise. We quantify this in Lemma 2.5 by finding a lower bound on the action
functional and further making sure the bound is uniform in e.

First, we give some notation. Denote by Brz2(q)(u,6) the open ball of radius
§ with center u in L?(Q2). Denote by B((uo,vo),8) the set of {(u,v) € LQ(Q)Q:
max{||u — uol|2(q), v —vollL2(q)} < 6}. Similarly for a set D C LQ(Q)2 let B(D, )
equal the union of B((ug,vp), ) over (ug,vg) € D.

To develop this lemma, consider a neighborhood O of (0,0). Let

0. := U B((ug,v0), €/?)

(uo,v0) €O

and D, r equal the set of (ug,vg) such that the solution (u(t),v(t)) of (1.1) enters O
in time less than or equal to 7.
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LEMMA 2.4. Fizx R > 0 and Ty > 0. Consider ¢, — 0 as n — oco. Suppose that

Gnsbn € C([0,T1], HE(2)) such that ||(¢n(0),1/;n(0))||L2(Q)2 < R and (¢, (t), ¥n(t)) €
Den,T fO’f‘ 0 S t S Tl.

If S5 7, (&n,¥n) — 0, then there exists a limit (p,9) € C([O,T1]7L2(Q)2) such
that Sig 7,1(6, 1) = 0 and (¢(t),¥(t)) € Do for 0 <t < Ti.
Let L?([0,T), H) (resp., L>=([0,T], H)) denote the functions ¢: [0,7] — H with

T .
norm ( [y [|¢(t)]3dt)'/? (vesp., with norm supy<,<p [[6(t)] a)-
Proof. We can write for some §,, — 0, strongly in L?([0, T1], L*()),

d d

%Qﬁn = A¢n + f(qéna"/)n) + 671, aqﬁn = 6(¢n - 1%)

Because of the boundedness on the initial data and Assumption 1.2, ¢,, is bounded
uniformly in n in L>°([0,T1], L*(92)). Further, taking inner product with ¢,, and using
boundary conditions,

d
S Bn 32y + 190220 = (F(@ns ) + b, 00,

which implies that ¢,, are uniformly bounded in L?([0,T1]Hg(£2)). By weak com-
pactness [15], there exists a weak (in L°°([0,Ty], L?(2)) N L2([0,T1], HE(2))) limit
point

¢ € C([()?Tl]a H&(Q))

Define v from ¢ as in (2.1). For a test function x € H{ (),

d
£<X7¢n> = <A¢mx> + <f(¢n7wn)7x> + <6nax>7 0<t<Ty.

Taking limits in n — oo,

%@(, 8) = (A, X) + (f(6,0), x)-

The convergence of f(¢n,¥,) to f(p, ) follows from the compactness argument of
Lions. As this holds for all x, we conclude that the limit ¢(t) is a solution of (1.1)
with ¢ = € = 0, and hence S%7T11(¢, ) =0.

The solution of (1.1) with initial data (¢(t),%(t)), for 0 < ¢t < T, will enter any
neighborhood of O in time T'. This implies that (¢(¢),¥(t)) € Do 7. O

LEMMA 2.5. Fiz T > 0. Let Ac equal D¢ — O.. Then there exists Ty > 0
and B > 0 such that for all € sufficiently small S[EO,TZ](¢71/’) > BTy if Ty > Ty and
(¢,9) € C([0, T2, Ac) and [[(¢(0), ¥(0))l[r2(q)> < R.

Proof. Note that O, is open and nonempty for all e > 0 and that a solution of (1.1)
with initial data (ug,vg) € A. enters O, in time less than or equal to T'. Let Ty > T.
Denote by Q. the set of functions from C([O,Tl],L2(Q)2) assuming values in A..
Then Q. is closed in C([0, 7], L(2)”) and nonempty. Further, Sfo,y) (05 ¥) is lower
semicontinuous: if (¢n,¥n) — (¢*,1*), then S[E07T1](¢*,w*) < liminf S[CO7T1](¢",QZ}7I).
Thus, by using Definition 2.1(4), the functional S{o,ry) attains its infimum (¢, 0) € Q..
This infimum is different from zero, since otherwise some trajectory starting in A.
would enter O in time T;. We conclude that Sf 1,(¢,¢) = B for (¢,4): [0,71] — A..
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To check that the lower bound B can be chosen uniformly over e small, ap-
ply Lemma 2.4: if B cannot be chosen uniformly, we can find (¢,) such that
5{6,T1](¢7¢) = 0 and (¢(t),¥(t)) € Ag for 0 < t < Ty. This cannot be, due to
the definition of Ay and because T; > T.

This is easily extended to (¢, ): [0,T2] — A, for To > T} by applying the additive
properties of the action functional: S, 7 (¢,9) > Sf 7,1(¢,¥)(12/Th) for Ty > Ti.
This concludes the proof. 0

3. Approximation by a gradient system. We develop an approximation to
(1.3) by a gradient system, exploiting the slow time scale in the dynamics of v. It
is much easier to understand large deviations for a gradient system. Let F(u,v):
R? — R be such that V, F(u,v) = —f(u,v). For u,v € H (), define the Lyapunov
function

£l i= [ 1960 s + Fluo),v() dx

The spiral system (1.3) is written as

du = =V, L(u,v) dt + o dW (t),
(3.1) w
ot
This leads to an approximate gradient system as follows.

PROPOSITION 3.1. Consider the following two initial value problems on [0,T] for
Uo, Vo, uo,vo € L%(Q): let U(t) satisfy the gradient system

€ g(u,v).

(3.2) dU = =V, L(U,Vp) dt + o dW (), U(0) = Uy,
and let (u(t),v(t)) solve
du = =V, L(u,v) dt + o dW (), u(0) = up,
v = €e(u —v), v(0) = vp.
Under the condition ||u(s)| 2@ < R for 0 < s < T, we can find K > 0 such
that, subject to ||vg — Vollr2(a) + luo — Uo|lz2(q) < €'/,
lo(s) — V()HLz(Q), lu(s) — U(S)||L2(Q) < KEl/Q, 0<s<T.

Under the condition |lu(s)|/z2) < R for 0 < s < T, we have that for (ug,vo) =
(Uo, Vo) and all € sufficiently small

[v(s) = Vollz2(oy, lu(s) = U(s)l| 120y < €'/2, 0<s<T.

Proof. We prove only the first of the two statements, the second one being similar.
Let 6(t) = u(t) — U(t). Then

6= A8+ (f(u,0) = F(U )

( f
= 288+ (Fu0) = F Vo)) + (£, Vo) = £(U,VR)),

’U,,U) -

v(t) = vo + e/ exp(—e(t — s))u(s) ds.

0
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Now
lv(t) = vollz2(q) < 6%%?; lu(s)llz2(0)-
Under the condition [[u(s)||z2() < Rfor 0 <s < T,
lv(t) = VollLz(o) < Ret + |lvo — Voll2(q)-

Using the Lipschitz condition on f and applying standard techniques, we can find
K >0suchthatfor0<s<T

t
16(t) |2y < [16(0)[| L2y + K/ lv(s) = Vollz2a) + 116(s) || L2(q) ds
0

t
< 16(0)[|z2(0) + K/ (Res+ llvo — Vollz(a)) + 16(s)]22(q) ds.
0
We conclude that (for a possibly larger K)
1882 < KeX* (Jluo = Uollaey + € + thvo = Voll 2oy ). D

3.1. Large deviations for the gradient approximation (3.2). Our rea-
son for using the gradient approximation is the convenience with which the ac-
tion functional can be studied. If ¢(t) € H?(Q) N HY(Q) and Z(t) = ¢u(t) —
(Ad(t) + f(p(t), Vo)) € Wy for almost all ¢ € [0,T], the action functional on L?(£2)
for (3.2) is simply

1T ) 1T )
So (@) = 5 [ 12015 dt =5 [ 161(5) + 9uL(o(s). Vo) I ds.

The second component indicates the dependence of (3.2) on V4. This can be developed

further:
1 7 1 ("
Som (@) = 5 [ 161(9) = VuLl@(s). Vo) ds-+ 52 [ (0n(5). VoL (6(5). Vohods.

Using the structural assumptions on @ in (1.4) and the boundary conditions on ¢,

T T
/0 (De(5), VuL(p(s), Vo))o ds = —/0 (pe(5), Ag(s) + f(b(s), Vo))o ds
T
=- /0 (61(5), Q7 Ao(5) + Q1 F(8(s), Vo) ) ds

-/ 90 1209, vQ 0

B <Q_1f(¢(s)»V0)¢t(S), 1> ds

_/T d*1|\V¢(S)||2+*d (F(¢(s), Vo), 1)o ds
Sy ds2 07 ds P r0% R0 B
Hence,

(3.3) o 2
S (V) = 5 [ lu(s) + VuLlo(s). 1) ds

1

T
=3 /0 ¢ (s) — VuL((s), Vo)lI2 ds + L(S(T), Vo) — L(4(0), Vy),
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where we have the modified Lyapunov function

1

We define the domain of attraction of 0 for (3.2) (with ¢ = 0) as a subset of
L2(9)2. It is useful to work in L2(Q)2, rather than the phase space of (3.2), to
facilitate comparison to (1.3). Let D9 be the set of (Uy, Vp) such that the solution
U(t) of

ou
(3.4) o =V.L(U, Vo), U(0) = U,
converges to 0 as t — oo. The quasi potential for initial data in D9 may be represented
using the modified Lyapunov functional in the following way: for (Uy, Vo) € DY,

3.5 VI(0,U; V) = i S Vo) = L(UL, Vp).
( ) ( 1 o) ¢(o):o,¢>r(nTl)n:U1,T>o [0,T](¢ 0) (1 0)

This follows from (3.3) exactly as in [6].

3.2. Symmetry. Let £* = min{V9(0,U;0): (U,0) € 9D9}. For certain do-
mains 2, any critical point U* of L(U,0) is radially symmetric. We will exploit the
following result.

THEOREM 3.2 (Gidas, Ni, and Nirenberg). Let Q = B(0, L), and let u be a twice
differentiable positive solution of

Au+a(u) =0 in Q, u = 0 on the boundary of €.

If a is Lipschitz, then u is radial (i.e., u(x) = u(||x||rz)), and u,.(x) < 0 for 0 <
[x[rz < L.

Proof. See [8, 3]. O

PROPOSITION 3.3. Suppose that Q@ = B(0,L). Any minimizer U* of L over
(U,0) € ODY is radial. Further, there exists a radial function U: R — L?(Q) such
that we have the following:

1. (3.2) holds with Vo =0 and o = 0.

2. U approaches 0 (resp., U*) ast — oo (resp., —00).

3. For any Ty < Ty, Si1,,1,)(U;0) < L* = L(U*,0).

Proof. Any minimum U* of V9(0,U;0) over (U,0) € 9DY is a saddle point of
L(U,0). Further, |[VU*||p < oo. By Assumption 1.1 and the Sobolev embedding
theorem, U* is twice differentiable, and

VL(U*,0) = AU* + f(U*,0) = 0.

As f is Lipschitz, U* satisfies an equation covered by Theorem 3.2. We now show
that U* is positive by an application of the maximum principle. Consider a minimum
(z,y) € Qof U*. At the minimum, AU* > 0, and hence f(U*,0) < 0. By assumption
on f, we have that f(u,0) > 0 for v < 0. This implies that any negative minimum
must be v = 0. The boundary conditions imply that w is positive. From Theorem 3.2,
we conclude that U* is radially symmetric if Q = B(0, L).

For the final part, let U(t) denote the heteroclinic connection from U* to 0. All
the properties follow. ]
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4. Proof of the main result. We start our proof by providing lower bounds
on the potential V9(Uy, Uy; Vp) for an initial point (Uy, V) close to the origin and an
exit point U close to U*.

LEMMA 4.1. If (U}, V") — (U, V) in L2(Q)?, then

liminf L(UT; V™) > L(Uy; V).

n—oo

Proof. Let Wi denote the Banach space of Uy € Wy with [|Uy |lw, := [|[VUi[lo < o0.
Because the dual of Wi can be continuously embedded in L?(f2), we have U] — Uy
weakly in W, and hence

It suffices to consider £(U; V™) and L£(U, V) uniformly bounded and hence that
FY2(Ur, V™) and F'/2(U,,V) are uniformly bounded in L?*(Q). As FY/2(U,V) is
locally Lipschitz, we can show F'Y/2(UP, V") — FY2(U,,V) in L?(Q) and hence
converges weakly in Wy. This implies that

IEY2(U1, V)llo > liminf | FY2(UF, V")]lo.

Because L(U,V) = ||VU |2 + [|F/2(U,V)|]3, we have completed the proof. O
LEMMA 4.2. For d,8y > 0, define DY, as the set of points (Up, Vo) that take less
(as evolved by the gradient system (3.4)) than time T to enter O, where

2

O:={(U,V)e L*(Q)": VIU,V) <d and ||V 2 < o}

Fiz 61 > 0. Let
YT = {(Ul,O) S 82)% H@U1HL2(Q) > 61}, Y = {(UhO) € oDI: H(_)UlHLz(Q) > 61}
For all d > 0, there exists T, &y > 0 such that for (Uy,V) € B(Yr,380) N D5

VI0,U1; V) > inf  VI(0,U: V') —d.
(Ul’,V’)EY

Proof. Consider R > inf y; yr)ey V?(0,U7; V'). Tt is enough to consider (U, V) €
Yr.5,.r := B(Yr,360) N DS N{V9(0,U;V) < R}. Suppose the above were not true.

Then, for any sequences 6§ — 0 and T" — oo, we could find a sequence (U7, V™) €
YTnfgg)L’ r such that

4.1 9 vn inf g LV —d.
( ) V (O7U1av )< (U{}\I/l’)eYV (OleaV)

As (U, V™) € Ypn sz g, we have 1||[VUP||3 < R, and hence U must have an
Q ,

L?(Q) limit point U;. We may choose 7" and 6; > 0 such that Df, C DJ,, for
n < n'. In this case, we can easily show (U;,0) € 9D9. Clearly V" — V = 0 in
L?(Q). For n sufficiently large, by Lemma 4.2 and (3.5)

(4.2) VIO, UM V™) > V90,0, V) — d.

But (U, V) € Y. Consequently, (4.1) and (4.2) are in contradiction. O
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LEMMA 4.3. Suppose that Q@ = B(0,L). Fiz 6 > 0. There exists T,d, 69 > 0
such that

Vg(Uo,Ul;V) 2 »C* +2d

if (UQ,V) € O and (Ul,V) S B(YT7360) ﬂ’D%
Proof. Under Proposition 3.3, every minimizer of V9(0,U;0) over (U,0) € 9D9 is
radial. Hence, for any d > 0 sufficiently small,

V9(0,U1;0) > L* 4+ 4d
for (Uy,0) € 0D9 with [|OU1||12(q) > 61. By Lemma 4.2, we can find T', 6y such that
VI(0,U;V) > L% +3d
if (U1,V) € B(Yr,360) N D.. By definition of O, V9(0,Uy; V) < d and
VI(Uo,Uy; V) 2 V9(0,U1; V) = VI(0,Up; V) > L* +3d —d = L" + 2d.

This completes the proof. ]
LEMMA 4.4. Suppose that Q = B(0,L). Fiz 61,d > 0. There ezists T > 0 and a
radial ¢ with $(0) =0 and ¢(T') € Brz(q)(U*, 61) such that Sy 1(¢;0) < L* +d.
Proof. Let U(t) be the trajectory from Proposition 3.3. Choose Ts so that U(Tz) €
Br2)(U*,61). Let Uy = U(T2). Then V9(0,Uy;0) < L*. Hence,

S L0) < L*.
50120, i g Som (950) =
Because the optimal ¢ is radial, we can take the infimum over all radial ¢ only. In

particular, we can find a radial ¢ and T to complete by proof by taking 7" large such
that

Sior(¢;0) <L +d. O

THEOREM 4.5. Fiz § > 0. Let (u(t),v(t)) be the solution of (1.3) with initial
data (ug,vo) = (0,0). There exists d,T > 0 such that for € sufficiently small we have
the following:

1. For the path QAS described in Lemma 4.4, we have as 0 — 0

P(O;ET lu(t) — () 12 < 25) > exp(7072(£* + d/Q)).

2. Let T denote the exit time of (u(t),v(t)) from Der. Then, as o — 0,
P(|Ou(r)||12() = 26) < exp(—02(L* +3d/2)).

Proof. We first set up a number of estimates and constants that will enable us to
complete the proof. Let 6; = §. Choose d,dy < 6,T such that Lemmas 4.4 and 4.3
hold. Let O be as in Lemma 4.2, so that for (U,V) € O we have VI(U,V) < d and
IV|z20) < 6. Recall that
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Denote by V¢((ug,vo), (u1,v1)) the quasi potential for (1.3), that is, the minimum of
S[EO,T](QS, 1) over all T > 0 and all paths (¢, ) that connect (ug, vo) to (u1,v1) on the
interval [0,T]. Choose K3 > L*. Further, choose R sufficiently large such that

(4.3) V((0,0); (u,v)) > Ks.

inf
1(w2) 22 >R

Any solution of the gradient system (3.4) with initial data in D, satisfying ||ul|2(q) <
R enters O in time T by definition of Df.. Hence, by Proposition 3.1 with e sufficiently
small, any solution of (1.3) with ¢ = 0 with the same initial data must enter O, in
time 7. We conclude that

(44) Dga N {HUHLQ(Q) < R} C ’D€7T.
By applying Lemma 2.5, choose 17 > T to get
(45) S[EO,Tl}(¢71/}) Z KS 1f (¢(t)71/}(t)) S Ae = DE,T - Oea 0 S t S T1~

By Proposition 3.1, we can choose ¢ sufficiently small such that if ||u(s)||z2) < R
for 0 < s < 1Ty,

(4.6) [v(t) = Vollz2(ay, lu) — U(®)]|z2(q) < do, 0<t<T,

subject to [|(ug,v0) = (Uo, Vo)l p2(ay2 < /2.
1. Consider the path (ﬁ constructed in Lemma 4.4. Then, for K; = L*+d/2, by
Definition 2.1(1),

~ 2
P( sup |6(t) ~ U(t)llp2) < 6) = e /7
0<t<T

for all o suitably small. By (4.6), this implies the following for the full system
(1.3):

P( sup [u(t) = 3|2y < 26) = e K7,
0<t<T
where (u(0),v(0)) = (0,0).
2. Let Ky = L* +d. Let U(t) be the solution of (3.2) with (Uy, Vp) € O. From
Lemma 4.3 and Definition 2.1(2), for ¢ sufficiently small

(4.7) P(entry of (U(t), Vo) into B(Yr,38) in [0,T1]) < e 52/,

Consider (ug,vg) € O.. For some (Uy, Vp) € O, the distance ||(Up, Vo) —
(u0,v0) 202 < €'/2. Using (4.3), the probability that (u(t),v(t)) leaves
the ball B((0,0), R) in [0,T}] is bounded above by e~%3/7"  Any (u(t), v(t))
that does remain in the ball B((0,0), R) in [0, T1] satisfies ||v(t) — Vol z2(q),
lu(t) = U(t)|z2(0) < 6o by (4.6). Taking these two observations together
with (4.7),

(4.8)
P(entry of (u(t),v(t)) into B(Yr,26p) in [0,T7]) < e~ K20 | o~ Ks/o"
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Let Z := 0D N{||OU||12(q) > 61}. We would like this inequality to imply
a bound on the entry of (u(t),v(t)) into Z in time Tj. Consider a solution
(u(t),v(t)) of (1.3) that enters Z in time T;. We need only consider the case
where (u(t),v(t)) remains in B((0,0), R) on the time interval [0, 77]. We have
from (4.6) that |[v(t) =V L2(0) < 6o and hence that |[v(t)||z2) < Vollz2()+
bo < 26 for 0 <t < Tj. Hence, as Y = {(Ul,()) S 8@% H@UlHLZ(Q) > 61},
(u(t),v(t)) must enter B(Yr,28g) before it enters Z. Thus,

(4.9) P(entry of (u(t),v(t)) into Z in [0,T}]) < e K2/0" 4 o Ks/o?,

Let p equal the probability that (u(t),v(t)) exits D, r in time T} and satisfies
|©u(t)||12() > 61 at the time of exit t. By (4.4), any (u(t),v(t)) that exits
D.r in time T must exit DF N {||ul|L2(q) < R} in time T7. With (4.9),

p < P((u(t),v(t)) enters Z in time T7) < e K2/o" 4 o Ka/o",

Let 7 be the time of exit from D.r. Consider a random 7; such that
(u(71),v(m)) is the last exit from O, before exiting D, . Then, for 7y <t < 7,
(u(t,0),v(t,0)) € A, and by (4.5), P(r — 1 > T}) < e Ka/7".

Finally, for (ug,vq) € O,

P(|0u(r)||2() = 61) < p+P(r—m > Ty) < e K2/7" 4 ge=Ka/o”,

This completes the proof. ]

5. Example. Numerical simulations illustrate the conclusion of Theorem 1.4
very well: for e below some critical value, small noise nucleates only target waves. We
make a number of changes to the setting of Theorem 1.4 for convenience of computa-
tions and comparison with [1]. Consider a domain © = [0, L] and the rescaled PDE
(z+— x/e'/? and t > t/e)

o) du = [Au + flu,v)/eldt + o dW(t),  u(0) = uo,

vy = §(u,v), v(0) = v,

with periodic boundary conditions. It is convenient to work with the following reaction
terms to avoid instabilities [13] in (1.2) when (u,v) are large:

f(u,v)z{f(”’”)’ ve g(u,v)z{g(“’”% 020,

—|f(u,v)], w>1, lg(u,v)|, v<0,

where f, g are defined as in (1.2). The Wiener process W (t) has correlation length &
and is defined by

(52) W(t) = Z aijeijﬂij(t),

4,520

where (;;(t) are independent standard Brownian motions,
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Fic. 5.1. A spiral wave for the examples: ¢ = 0.03 (left) and e = 0.05 (right).

2

ag; = exp(

—X;E2 )
T )
and e;; are orthonormal eigenfunctions of A with periodic boundary conditions and
corresponding eigenvalues \;; = (2m/L)?(i + j2). It may be shown [13, 7] that such
an expansion leads to correlations

EW(t,x)W(t',x) ~ C(x — x)min{t,i'},  C(x) = é exp(—g H);F )

The approximation is good when ¢ is small and boundary effects are not important.

The correlation operator of W (t) satisfies Assumption 1.1, as the coefficients a;;
are nonzero and decay exponentially.

The numerical simulations presented in the figures were generated by the splitting
method described in [13]. The diffusion and noise terms in the excitation equation are
approximated over one time step by working in Fourier space, using the above spectral
representation of the noise. The reaction terms in both fields are approximated by a
forward Euler step. Performing these steps successively provides an approximation to
(1.3). We are unaware of any formal convergence analysis of this particular method.
Convergence analysis of similar methods for stochastic reaction-diffusion equations
are available in [10, 12, 9, 5]. For the smooth type of noise above, this type of analysis
can yield convergence in the root mean square sense of an L? error of order AtY/ 2
where the time step At is fixed to some constant multiple of the grid spacing squared.
See also [14] for a discussion of convergence in the weak sense.

We present simulations for the following values: the reaction terms’ parameters
a = 0.75, b = 0.01; the domain length L = 80; and the correlation length ¢ = 2.
We take homogeneous initial data and vary € and o to understand their effect on the
nucleation of waves. A spatial grid of 2562 grid points is used with time step 0.02.
Two cases are considered: € = 0.03 with ¢ = 0.09 and € = 0.05 with ¢ = 0.125. It
is important to understand that for both values of € the PDE (1.1) supports spiral
waves, as indicated in Figure 5.1. Figure 1.1 shows the case where Theorem 1.4 is
biting; i.e., € is small enough so that only target waves are nucleated. The figure
shows the nucleation of the wave and its development until it destroys itself. Out of
30 nucleation events observed with noise level 0 = 0.09, ¢ = 0.03, a target wave was
nucleated each time. Figure 1.2 shows the nucleation and development of a spiral
wave. This experiment features a larger value ¢ = 0.05, which yields spiral waves.
Spirals are self-sustaining, and the wave does not die out. This is observed in the
figure.
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