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## Chapter 1

## Introduction

X-ray diffraction (XRD) is one of the most used techniques in materials science. The greatest strength comes from the possibility of knowing how atoms are arranged, if in an ordered or disordered way, in a given material. With this information, the use of current theoretical knowledge in physics, chemistry and mathematics, as well as computational resources, allows investigations and estimates of most physical property. Despite being a mature technique, which has been growing and used since 1912, XRD is not yet fully exploited in its full potential. For example, many scientists still use old approaches, like those based on the Scherrer formula and the Williamson-Hall method, to characterize a material from the microstructural point of view. The prevalence of these methods over time stems from their mathematical simplicity; in spite of coarse simplifications and underlying hypotheses of limited validity, these simplified methods have often been deemed appropriate to provide estimates of basic parameters, like mean crystalline domain size and degree of lattice distortion. More sophisticated methods though, have been proposed in time. Starting from the ' 40 s of past century, several scientists, among which A.J.C. Wilson and B.E. Warren, gave significant contributions to methods providing deeper insights and more reliable information, like particle shape and size distribution, and direction dependent lattice distortion. Even if computational resources nowadays available can easily implement the methods proposed by Wilson, Warren and all their epigones, these methods are still rarely used by material scientists. Their low popularity is mainly due to lim-
itations in the existing literature, especially concerning textbooks, and scarcity of software specially devoted to the analysis of powder diffraction patterns for the study of the microstructure, as other do for the structure (Rietveld analysis) of materials. The present thesis is a contribution to close this gap between potentiality of slightly used XRD methods and actual applications, with a contribution dedicated to the study of the static and dynamic disorder in nanocrystalline materials.

Related to the modern and most complete methods of microstructural analysis, we present here a clearer fundamental derivation of the expressions underlying the Whole Powder Pattern Modelling (WPPM) approach [1]. After reviewing the expressions for the scattered intensity in reciprocal space in Chapter 2, the fundamental concept of Projected Length Variation (PLV) is presented in Chapter 3, as a mean for a modern representation of the microstrain introduced by Warren. One of the most powerful methods for simulating diffraction patterns, and thus for testing microstrain models, is currently the use of the Debye equation over relaxed atomic configurations obtained, e.g., by Molecular Dynamics or other atomistic modelling. To properly link the distorted atomic configuration from which the patterns are computed, with the corresponding one used by the WPPM approach, the transformation laws of the mean PLVs are deduced and discussed in detail in the present thesis. As a straightforward application of the theory exposed in the previous chapter, Chapter 4 considers the static disorder caused by the Surface Relaxation phenomena; a peak profile model is proposed, based on three parameters with a clear physical meaning. The model involves peak asymmetry, which for the first time is modelled by an imaginary component of the Fourier Transform within the WPPM approach. Following in the path of the Debye equation use over atomic configuration, in Chapter 5 we present a software for computing the Thermal (or Temperature) Diffuse Scattering (TDS) in powder patterns, based on Molecular Dynamics trajectories. The software discretizes homogeneously the surface of spheres in reciprocal space to compute the scattered intensity over them, before making the powder diffraction average. In this way homogeneity in the density of points
contributing to the powder intensity is guaranteed, as opposed to other approaches that compute intensity in a homogeneous three dimensional grid in reciprocal space. Numerical TDS profiles carrying the dynamic disorder of nanoparticles are then used to test existing analytical models of vibrational properties at this scale. Last, in Chapter 6 we consider the $h k l$ dependence of the squared microstrain, in the form of "invariant" expressions prosed by Popa [2]. Popa's expressions are reviewed and, where necessary, corrected; additional expressions are proposed to deal with alternative crystallographic settings.

Regarding the software implementing modern Line Profile Analysis methods, in the present thesis we present new macros for TOPAS (a popular software for the analysis of diffraction patterns based on the Rietveld method) for the construction of peak profiles according to the WPPM approach. A macro implementing corrected and augmented invariant expressions of Popa is also presented.

The author hopes this thesis to be a convenient starting point of studies and further applications of the WPPM approach and the influence of thermal vibrations in X-ray powder patterns. This is especially evident in the first part, where basic concepts and needed physical approximations are illustrated, all reported with a clear mathematical deduction of all the expressions. The seminal works of B. E. Warren are here revived and valorized, as good reference readings to future students and scientists interested in the field of X-ray diffraction and its applications.

## Chapter 2

## Scattered intensity in reciprocal space by a particle

### 2.1 Scattered intensity in reciprocal space from a distorted domain with thermal vibrations

The instantaneous scattered intensity at reciprocal space point s, from a crystallite where atoms occupy instantaneous positions $\mathbf{R}_{l}$ and have atomic scattering factor $f_{l}$, is given by [3]:

$$
\begin{equation*}
I(\mathbf{s})=I_{e} \sum_{l} f_{l} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{R}_{l}\right] \sum_{l^{\prime}} f_{l^{\prime}}^{*} \operatorname{Exp}\left[-2 \pi \mathrm{i} \mathbf{~} \cdot \mathbf{R}_{l^{\prime}}\right] \tag{2.1}
\end{equation*}
$$

or simply by

$$
\begin{equation*}
I(\mathbf{s})=I_{e} \mathbb{F}_{\mathbb{F}^{*}} \tag{2.2}
\end{equation*}
$$

if we define an instantaneous "particle" structure factor as

$$
\begin{equation*}
\mathbb{F}=\sum_{l} f_{l} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{R}_{l}\right] \tag{2.3}
\end{equation*}
$$

$I_{e}$ is the intensity of classical scattering by a single free electron, or Thomson scattering, and carries the dependence on the distance between the
crystallite and the detector [3] ${ }^{1}$. Any intensity in electron units refers to the same divided by the factor $I_{e}$.

Due to thermal vibrations, the instantaneous positions $\mathbf{R}_{l}$ will vary, so we can express them as the sum of some mean position $\mathbf{r}_{l}$, constant for each atom, plus a displacement $\boldsymbol{\delta}_{l}$ varying with time, i.e. $\mathbf{R}_{l}=\mathbf{r}_{l}+\boldsymbol{\delta}_{l}$. What we observe experimentally is the time average of eq. 2.1 , which then reads as [3]:

$$
\begin{align*}
\langle I(\mathbf{s})\rangle & =I_{e}\left\langle\mathbb{F} \mathbb{F}^{*}\right\rangle \\
& =I_{e} \sum_{l} \sum_{l^{\prime}} f_{l} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{l}} f_{l^{\prime}}^{*} \mathrm{e}^{-2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{l^{\prime}}}\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot\left(\boldsymbol{\delta}_{l}-\boldsymbol{\delta}_{l^{\prime}}\right)\right]\right\rangle \tag{2.4}
\end{align*}
$$

For a small argument, the mean of the exponential term can be Taylor expanded around zero and approximated as

$$
\begin{align*}
\langle\operatorname{Exp}[2 \pi \mathrm{i} \mathbf{s} \cdot & \left.\left.\left(\boldsymbol{\delta}_{l}-\boldsymbol{\delta}_{l^{\prime}}\right)\right]\right\rangle \approx 1+2 \pi \mathrm{i}\left\langle\mathbf{s} \cdot\left(\boldsymbol{\delta}_{l}-\boldsymbol{\delta}_{l^{\prime}}\right)\right\rangle-2 \pi^{2}\left\langle\left[\mathbf{s} \cdot\left(\boldsymbol{\delta}_{l}-\boldsymbol{\delta}_{l^{\prime}}\right)\right]^{2}\right\rangle \\
= & 1-2 \pi^{2}\left\langle\left[\mathbf{s} \cdot\left(\boldsymbol{\delta}_{l}-\boldsymbol{\delta}_{l^{\prime}}\right)\right]^{2}\right\rangle \\
& \approx \operatorname{Exp}\left\{-\frac{1}{2}\left\langle\left[2 \pi \mathbf{s} \cdot\left(\boldsymbol{\delta}_{l}-\boldsymbol{\delta}_{l^{\prime}}\right)\right]^{2}\right\rangle\right\} \\
= & \mathrm{e}^{-2 \pi^{2}\left\langle\left(\mathbf{s} \cdot \boldsymbol{\delta}_{l}\right)^{2}\right\rangle} \mathrm{e}^{-2 \pi^{2}\left\langle\left(\mathbf{s} \cdot \boldsymbol{\delta}_{l^{\prime}}\right)^{2}\right\rangle}\left(1+\mathrm{e}^{4 \pi^{2} s^{2}\left\langle u_{\hat{\mathbf{s}} l} u_{\hat{\mathbf{s}} l^{\prime}}\right\rangle}-1\right) \\
& \approx\left\langle\mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot \boldsymbol{\delta}_{l}}\right\rangle\left\langle\mathrm{e}^{-2 \pi \mathrm{i} \mathbf{s} \cdot \boldsymbol{\delta}_{l^{\prime}}}\right\rangle+\left\langle\mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot \boldsymbol{\delta}_{l}}\right\rangle\left\langle\mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot \boldsymbol{\delta}_{l^{\prime}}}\right\rangle\left(\mathrm{e}^{4 \pi^{2} s^{2}\left\langle u_{\hat{\mathbf{s}} l} u_{\hat{\mathbf{s}} l^{\prime}}\right\rangle}-1\right) \tag{2.5}
\end{align*}
$$

where $u_{\hat{\mathbf{s}} l}$ is the projection of the instantaneous displacement of atom $l$ over $\hat{\mathbf{s}}, u_{\hat{\mathbf{s}} l}=\boldsymbol{\delta}_{l} \cdot \hat{\mathbf{s}}$. Note that in the last of eqs. 2.5 the second mean term has been written with negative sign in the exponential part. This can be done because the approximation that is being used in these equations is $\langle\operatorname{Exp}[ \pm \mathrm{i} x]\rangle \approx \operatorname{Exp}\left[-(1 / 2)\left\langle x^{2}\right\rangle\right]$, when $x$ has an even and narrow

[^0]distribution around zero. Substituting the result in eqs. 2.5 in eq. 2.4 and properly including time independent terms inside time average terms we have
\[

$$
\begin{align*}
\langle I(\mathbf{s})\rangle & =I_{e}\left\langle\mathbb{F} \mathbb{F}^{*}\right\rangle=I_{e} \sum_{l} \sum_{l^{\prime}}\left\langle f_{l} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{r}_{l}+\boldsymbol{\delta}_{l}\right)}\right\rangle\left\langle f_{l^{\prime}}^{*} \mathrm{e}^{-2 \pi \mathrm{i} \cdot \mathbf{s} \cdot\left(\mathbf{r}_{l^{\prime}}+\boldsymbol{\delta}_{l^{\prime}}\right)}\right\rangle \\
& +I_{e} \sum_{l} \sum_{l^{\prime}}\left\langle f_{l} \mathrm{e}^{\left.2 \pi \mathrm{i} \cdot \mathbf{s} \cdot \mathbf{r}_{l}+\boldsymbol{\delta}_{l}\right)}\right\rangle\left\langle f_{l^{\prime}}^{*} \mathrm{e}^{-2 \pi \mathrm{i} \cdot\left(\mathbf{r}_{l^{\prime}}+\boldsymbol{\delta}_{l^{\prime}}\right.}\right\rangle\left(\mathrm{e}^{4 \pi^{2} s^{2}\left\langle u_{\mathbf{s} l} u_{\mathbf{s}^{\prime}}\right\rangle}-1\right) \\
& =I_{B}(\mathbf{s})+I_{T D S}(\mathbf{s}), \tag{2.6}
\end{align*}
$$
\]

where we have made the definitions

$$
\begin{align*}
I_{B}(\mathbf{s}) & =I_{e} \sum_{l} \sum_{l^{\prime}}\left\langle f_{l} \mathrm{e}^{\left.2 \pi \mathrm{i} \cdot \mathbf{s} \cdot \mathbf{r}_{l}+\boldsymbol{\delta}_{l}\right)}\right\rangle\left\langle f_{l^{\prime}}^{*} \mathrm{e}^{-2 \pi \mathrm{i} \cdot\left(\mathbf{r}_{l^{\prime}}+\boldsymbol{\delta}_{l^{\prime}}\right)}\right\rangle=I_{e}\langle\mathbb{F}\rangle\left\langle\mathbb{F}^{*}\right\rangle \quad(2.7)  \tag{2.7}\\
I_{T D S}(\mathbf{s}) & =I_{e} \sum_{l} \sum_{l^{\prime}}\left\langle f_{l} \mathrm{e}^{2 \pi \mathrm{i} \cdot \mathbf{s} \cdot\left(\mathbf{r}_{l}+\boldsymbol{\delta}_{l}\right)}\right\rangle\left\langle f_{l^{\prime}}^{*} \mathrm{e}^{-2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{r}_{l^{\prime}}+\boldsymbol{\delta}_{l^{\prime}}\right)}\right\rangle\left(\mathrm{e}^{4 \pi^{2} s^{2}\left\langle\mathbf{u}_{\mathbf{s}} u_{\mathbf{s}^{\prime} \prime^{\prime}}\right\rangle}-1\right) . \tag{2.8}
\end{align*}
$$

Introducing the Debye-Waller exponent, $M_{l}=M_{\mathbf{s} l}$, and the Debye-Waller factor, $\operatorname{Exp}\left[-M_{l}\right]$ as

$$
\begin{align*}
\mathrm{e}^{-M_{l}} & \equiv\left\langle\mathrm{e}^{ \pm 2 \pi \mathrm{i} \mathbf{s} \cdot \boldsymbol{\delta}_{l}}\right\rangle \approx \mathrm{e}^{-2 \pi^{2}\left\langle\left(\mathbf{s} \cdot \boldsymbol{\delta}_{l}\right)^{2}\right\rangle}=\mathrm{e}^{-2 \pi^{2} s^{2}\left\langle u_{\mathbf{s}}^{2}\right\rangle}  \tag{2.9}\\
M_{l} & =2 \pi^{2} s^{2}\left\langle u_{\mathbf{s} l}^{2}\right\rangle, \tag{2.10}
\end{align*}
$$

the intensities $I_{B}(\mathbf{s})$ and $I_{T D S}(\mathbf{s})$ can be expressed as [3]

$$
\begin{align*}
I_{B}(\mathbf{s}) & =I_{e} \sum_{l} \sum_{l^{\prime}} f_{l}\left\langle\mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot \boldsymbol{\delta}_{l}}\right\rangle f_{l^{\prime}}\left\langle\mathrm{e}^{-2 \pi \mathrm{i} \mathbf{s} \cdot \boldsymbol{\delta}_{l^{\prime}}}\right\rangle \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{r}_{l}-\mathbf{r}_{l^{\prime}}\right)} \\
& =I_{e} \sum_{l} \sum_{l^{\prime}} f_{l} \mathrm{e}^{-M_{l}} f_{l^{\prime}}^{*} \mathrm{e}^{-M_{l^{\prime}}} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{r}_{l}-\mathbf{r}_{l^{\prime}}\right)}  \tag{2.11}\\
I_{T D S}(\mathbf{s}) & =I_{e} \sum_{l} \sum_{l^{\prime}} f_{l} \mathrm{e}^{-M_{l}} f_{l^{\prime}}^{*} \mathrm{e}^{-M_{l^{\prime}}} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{r}_{l}-\mathbf{r}_{l^{\prime}}\right)}\left\{\mathrm{e}^{4 \pi^{2} s^{2}\left\langle u_{\mathbf{s} l} u_{\mathbf{s}^{\prime}}\right\rangle}-1\right\} . \tag{2.12}
\end{align*}
$$

Equations 2.11 and 2.12 allow for estimating the relative contribution of the two intensity functions $I_{B}(\mathbf{s})$ and $I_{T D S}(\mathbf{s})$ to the total intensity $I(\mathbf{s})$,
at a reciprocal space point $\mathbf{s}$. Whereas $I_{B}$ equally receive the contribution from all possible values of $\mathbf{r}_{l}-\mathbf{r}_{l^{\prime}}, I_{T D S}$ practically receive the contribution of only smalls $\left|\mathbf{r}_{l}-\mathbf{r}_{l^{\prime}}\right|$, which is the minority of the cases [3]. This is due to the fact that for large $\left|\mathbf{r}_{l}-\mathbf{r}_{l^{\prime}}\right|,\left\langle u_{\hat{\mathbf{s}} l} u_{\hat{\mathbf{s}}{ }^{\prime}}\right\rangle \rightarrow 0$ as the vibrations of the atoms $l$ and $l^{\prime}$ will be uncorrelated, making null the factor $\operatorname{Exp}\left[4 \pi^{2} s^{2}\left\langle u_{\hat{\mathbf{s}} l} u_{\hat{\mathbf{s}} l^{\prime}}\right\rangle\right]-1$. Therefore, at those points in reciprocal space where $I_{B}$ reaches its maxima, $I_{T D S}$ will be order of magnitude lower. $I_{B}$ is known as the Bragg intensity at s, whereas $I_{T D S}$ as the Temperature or Thermal Diffuse Scattering (TDS) intensity, at the same point [3].

### 2.2 The Bragg intensity

The Bragg intensity will be concentrated in clouds around reciprocal lattice points $\mathbf{s}_{h k l}[4,5]$. Thus it is common to express it as a sum of individual intensity distributions, being each not null only near some $\mathbf{s}_{h k l}$ :

$$
\begin{equation*}
I_{B}(\mathbf{s})=\sum_{h k l} I_{h k l}(\mathbf{s}) . \tag{2.13}
\end{equation*}
$$

Let's suppose the coherent diffraction domain has the form of a parallepipedon, with $N_{1}, N_{2}$ and $N_{3}$ unit cells along each of the vectors $\mathbf{a}_{1}, \mathbf{a}_{2}$ and $\mathbf{a}_{\mathbf{3}}$ defining the unit cell for it, and a basis $D$ for the direct space. The Bragg intensity in this case, for a monatomic material, can be expressed as [3]:

$$
\begin{equation*}
I_{B}(\mathbf{s})=I_{e}|F|^{2} \mathrm{e}^{-2 M} \prod_{i=1}^{i=3} \frac{\sin ^{2} N_{i} \pi \mathbf{s} \cdot \mathbf{a}_{\mathbf{i}}}{\sin ^{2} \pi \mathbf{s} \cdot \mathbf{a}_{\mathbf{i}}} \tag{2.14}
\end{equation*}
$$

where $F$ is the structure factor, without temperature correction, referred to the unit cell defined by the basis $D=\left\{\mathbf{a}_{\mathbf{1}}, \mathbf{a}_{\mathbf{2}}, \mathbf{a}_{3}\right\}$ :

$$
\begin{equation*}
F=\sum_{n} f^{2} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{n}\right] \tag{2.15}
\end{equation*}
$$

Defining $I_{o}(\mathbf{s})$ as

$$
\begin{equation*}
I_{o}(\mathbf{s}) \equiv \sum_{l} \sum_{l^{\prime}} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{r}_{l}-\mathbf{r}_{l^{\prime}}\right)\right] \tag{2.16}
\end{equation*}
$$

we have from eq. 2.14 and eq. 2.11 that in a monatomic case

$$
\begin{equation*}
I_{o}(\mathbf{s})=\frac{|F|^{2}}{f^{2}} \prod_{i=1}^{i=3} \frac{\sin ^{2} N_{i} \pi \mathbf{s} \cdot \mathbf{a}_{\mathbf{i}}}{\sin ^{2} \pi \mathbf{s} \cdot \mathbf{a}_{i}} \tag{2.17}
\end{equation*}
$$

See that the structure factor $F$ and the atomic scattering factor $f$ are also evaluated at the observation point $\mathbf{s}$ in this equation. For large $N_{i}$, we can use the Dirac's delta to make the approximation

$$
\begin{equation*}
\frac{1}{N_{i}} \frac{\sin ^{2} N_{i} \pi x}{\sin ^{2} \pi x} \approx \delta\left(x-n_{j}\right), \tag{2.18}
\end{equation*}
$$

where $n_{j}$ is any integer. This is because the left member of this equation will tend to infinity as $x$ tends to $n_{j}$, while being normalized in a small interval around $n_{j}$. Using this approximation eq. 2.17 can be written as

$$
\begin{equation*}
I_{o}(\mathbf{s})=\frac{|F|^{2}}{f^{2}} N_{1} N_{2} N_{3} \delta\left(\mathbf{s} \cdot \mathbf{a}_{\mathbf{1}}-n_{1}\right) \delta\left(\mathbf{s} \cdot \mathbf{a}_{\mathbf{2}}-n_{2}\right) \delta\left(\mathbf{s} \cdot \mathbf{a}_{\mathbf{3}}-n_{3}\right) . \tag{2.19}
\end{equation*}
$$

Since $\mathbf{s} \cdot \mathbf{a}_{\mathbf{i}}=s_{i}$ are nothing more than the components of the scattering vector $\mathbf{s}$ in the basis $D^{*}$ reciprocal to $D$, we can express eq. 2.19 as

$$
\begin{align*}
I_{o}(\mathbf{s}) & =\frac{|F|^{2}}{f^{2}} N_{1} N_{2} N_{3} \delta\left(s_{1}-\mathbf{s}_{h k l} \cdot \mathbf{a}_{\mathbf{1}}\right) \delta\left(s_{2}-\mathbf{s}_{h k l} \cdot \mathbf{a}_{\mathbf{2}}\right) \delta\left(s_{3}-\mathbf{s}_{h k l} \cdot \mathbf{a}_{\mathbf{3}}\right) \\
& =\frac{|F|^{2}}{f^{2}} N_{1} N_{2} N_{3} v_{b} \delta^{(3)}\left(\mathbf{s}-\mathbf{s}_{h k l}\right), \tag{2.20}
\end{align*}
$$

where $\mathbf{s}_{h k l}$ is any reciprocal lattice vector, so $\mathbf{s}_{h k l} \cdot \mathbf{a}_{\mathbf{i}}$ will be an integer always, and $v_{b}=\mathbf{b}_{\mathbf{1}} \cdot \mathbf{b}_{\mathbf{2}} \times \mathbf{b}_{\mathbf{3}}$ is the volume of the unit cell of $D^{*}$.

### 2.3 The TDS intensity

From eqs. 2.11 and 2.12 the total, experimentally observed, intensity in reciprocal space for a monatomic material, $I(\mathbf{s})$, is given by [3]:

$$
\begin{equation*}
I(\mathbf{s})=I_{e} f^{2} \mathrm{e}^{-2 M} \sum_{l} \sum_{l^{\prime}} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{r}_{l}-\mathbf{r}_{l^{\prime}}\right)} \operatorname{Exp}\left[4 \pi^{2} s^{2}\left\langle u_{\hat{\mathbf{s}} l} u_{\hat{\mathbf{s}} \mathbf{l}^{\prime}}\right\rangle\right] . \tag{2.21}
\end{equation*}
$$

The average $\left\langle u_{\hat{\mathbf{s}} \boldsymbol{l}} u_{\hat{\mathbf{s}}{ }^{\prime}}\right\rangle$ can be computed assuming some theory for the dynamics of the crystalline lattice. In the present work we will assume the Born-von Kármán theory, which correctly describes the thermal vibration of atoms in crystals [6]. According to this theory, atoms vibrate due to the superposition of independent plane waves having wavevectors $\mathbf{q}=(2 \pi / \lambda) \hat{\mathbf{q}}=2 \pi \mathbf{g}$ and polarization direction $\hat{\mathbf{e}}_{\mathbf{q} j}$, with $j=1,2,3$, so their displacements can be expressed as:

$$
\begin{equation*}
\boldsymbol{\delta}_{l}=\sum_{\mathbf{g} j} a_{\mathbf{g} j} \hat{\mathbf{e}}_{\mathbf{g} j} \cos \left(\omega_{\mathbf{g} j} t-2 \pi \mathbf{g} \cdot \mathbf{r}_{l}-\varphi_{\mathbf{g} j}\right) . \tag{2.22}
\end{equation*}
$$

These are also known as a normal vibration modes, $\mathbf{q} j$ or $\mathbf{g} j$. The amplitude of the waves, $a_{\mathbf{g} j}$, and their phase, $\varphi_{\mathbf{g} j}$, are independent among them and among different waves $\mathbf{g} j$, and vary arbitrarily with time. If the vibration of the atoms in the particle is described by this theory, the average in eq. 2.21 can be expanded as:

$$
\begin{align*}
& \left\langle u_{\hat{\mathbf{s}} l} u_{\hat{\mathbf{s}} l^{\prime}}\right\rangle=\sum_{\mathbf{g} j} \sum_{\mathbf{g}^{\prime} j^{\prime}}\left(\hat{\mathbf{e}}_{\mathbf{g} j} \cdot \hat{\mathbf{s}}\right)\left(\hat{\mathbf{e}}_{\mathbf{g}^{\prime} j^{\prime}} \cdot \hat{\mathbf{s}}\right) \\
& \quad \times\left\langle a_{\mathbf{g} j} \cos \left(\omega_{\mathbf{g} j} t-2 \pi \mathbf{g} \cdot \mathbf{r}_{l}-\varphi_{\mathbf{g} j}\right) a_{\mathbf{g}^{\prime} j^{\prime}} \cos \left(\omega_{\mathbf{g}^{\prime} j^{\prime}} t-2 \pi \mathbf{g}^{\prime} \cdot \mathbf{r}_{l^{\prime}}-\varphi_{\mathbf{g}^{\prime} j^{\prime}}\right)\right\rangle . \tag{2.23}
\end{align*}
$$

Because of the independence of the phases $\varphi_{\mathrm{g} j}$ the means in this equation for $\mathbf{g} j \neq \mathbf{g}^{\prime} j^{\prime}$ will vanish, so we obtain

$$
\begin{align*}
\left\langle u_{\hat{\mathbf{s}} l} u_{\hat{\mathbf{s}} l^{\prime}}\right\rangle= & \sum_{\mathbf{g} j}\left(\hat{\mathbf{e}}_{\mathbf{g} j} \cdot \hat{\mathbf{s}}\right)^{2}\left\langle a_{\mathbf{g} j}^{2}\right\rangle\left\langle\cos \left(\omega_{\mathbf{g} j} t-2 \pi \mathbf{g} \cdot \mathbf{r}_{l}-\varphi_{\mathbf{g} j}\right)\right. \\
& \left.\times \cos \left(\omega_{\mathbf{g} j} t-2 \pi \mathbf{g} \cdot \mathbf{r}_{l^{\prime}}-\varphi_{\mathbf{g} j}\right)\right\rangle \\
= & \frac{1}{2} \sum_{\mathbf{g} j}\left(\hat{\mathbf{e}}_{\mathbf{g} j} \cdot \hat{\mathbf{s}}\right)^{2}\left\langle a_{\mathbf{g} j}^{2}\right\rangle\left\{\left\langle\cos \left[2 \pi \mathbf{g} \cdot\left(\mathbf{r}_{l}-\mathbf{r}_{l^{\prime}}\right)\right]\right\rangle\right.  \tag{2.24}\\
& \left.+\left\langle\cos \left[2 \omega_{\mathbf{g} j} t-2 \pi \mathbf{g} \cdot\left(\mathbf{r}_{l}+\mathbf{r}_{l^{\prime}}\right)-2 \varphi_{\mathbf{g} j}\right]\right\rangle\right\} \\
= & \frac{1}{2} \sum_{\mathbf{g} j}\left(\hat{\mathbf{e}}_{\mathbf{g} j} \cdot \hat{\mathbf{s}}\right)^{2}\left\langle a_{\mathbf{g} j}^{2}\right\rangle \cos \left[2 \pi \mathbf{g} \cdot\left(\mathbf{r}_{l}-\mathbf{r}_{l^{\prime}}\right)\right]
\end{align*}
$$

Defining

$$
\begin{equation*}
G_{\mathbf{g} j}=2 \pi^{2} s^{2}\left(\hat{\mathbf{e}}_{\mathbf{g} j} \cdot \hat{\mathbf{s}}\right)^{2}\left\langle a_{\mathbf{g} j}^{2}\right\rangle \tag{2.25}
\end{equation*}
$$

we then conclude that

$$
\begin{equation*}
4 \pi^{2} s^{2}\left\langle u_{\hat{\mathbf{s}} l} u_{\hat{\mathbf{s}} l^{\prime}}\right\rangle=\sum_{\mathbf{g} j} G_{\mathbf{g} j} \cos \left[2 \pi \mathbf{g} \cdot\left(\mathbf{r}_{l}-\mathbf{r}_{l^{\prime}}\right)\right] \tag{2.26}
\end{equation*}
$$

Also, evaluating this equation for $l=l^{\prime}$ and comparing with eq. 2.10 we obtain that the Debye-Waller exponent in the Born-von Kármán theory can be expressed as

$$
\begin{equation*}
M=\frac{1}{2} \sum_{\mathbf{g} j} G_{\mathbf{g} j} \tag{2.27}
\end{equation*}
$$

Substituting eq. 2.26 in eq. 2.21 we have

$$
\begin{equation*}
I(\mathbf{s})=I_{e} f^{2} \mathrm{e}^{-2 M} \sum_{l} \sum_{l^{\prime}} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{r}_{l}-\mathbf{r}_{l^{\prime}}\right)} \mathrm{e}^{Y_{l l^{\prime}}} \tag{2.28}
\end{equation*}
$$

with

$$
\begin{equation*}
Y_{l l^{\prime}}=\sum_{\mathbf{g} j} G_{\mathbf{g} j} \cos \left[2 \pi \mathbf{g} \cdot\left(\mathbf{r}_{l}-\mathbf{r}_{l^{\prime}}\right)\right] \tag{2.29}
\end{equation*}
$$

Making then a Taylor expansion $Y_{l l^{\prime}}=1+Y_{l l^{\prime}}+Y_{l l^{\prime}}^{2} / 2!+\ldots Y_{l l^{\prime}}^{n} / n$ ! and changing to a more common index choice, the total intensity in eq. 2.28
can be expressed as

$$
\begin{equation*}
I(\mathbf{s})=I_{e} f^{2} \mathrm{e}^{-2 M} \sum_{m} \sum_{n} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{r}_{m}-\mathbf{r}_{n}\right)}+\sum_{l=1}^{\infty} I_{T D S l}(\mathbf{s}) \tag{2.30}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{T D S l}(\mathbf{s})=I_{e} f^{2} \mathrm{e}^{-2 M} \sum_{m} \sum_{n} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{r}_{m}-\mathbf{r}_{n}\right)} \frac{Y_{m n}^{l}}{l!} \tag{2.31}
\end{equation*}
$$

Comparing with eqs. 2.11 and 2.12 we then conclude that the TDS intensity in reciprocal space, $I_{T D S}(\mathbf{s})$, can be seen as the contribution of different $l$-order terms, known as $l$ th-order thermal diffuse scattering, $I_{T D S l}(\mathbf{s})$ :

$$
\begin{equation*}
I_{T D S}(\mathbf{s})=\sum_{l=1}^{\infty} I_{T D S l}(\mathbf{s}) \tag{2.32}
\end{equation*}
$$

In particular, using eqs. 2.16 and 2.29 , the first order TDS of a monatomic material can be expressed in electron units as [3]:

$$
\begin{align*}
I_{1}(\mathbf{s})= & f^{2} \mathrm{e}^{-2 M} \sum_{m} \sum_{n} \sum_{\mathbf{g} j} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{r}_{m}-\mathbf{r}_{n}\right)} G_{\mathbf{g} j} \cos \left[2 \pi \mathbf{g} \cdot\left(\mathbf{r}_{m}-\mathbf{r}_{n}\right]\right) \\
= & \frac{1}{2} f^{2} \mathrm{e}^{-2 M} \sum_{\mathbf{g} j} G_{\mathbf{g} j} \sum_{m} \sum_{n} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{r}_{m}-\mathbf{r}_{n}\right)}\left\{\mathrm{e}^{2 \pi \mathrm{i} \mathbf{g} \cdot\left(\mathbf{r}_{m}-\mathbf{r}_{n}\right)}\right.  \tag{2.33}\\
& \left.+\mathrm{e}^{-2 \pi \mathrm{i} \mathbf{g} \cdot\left(\mathbf{r}_{m}-\mathbf{r}_{n}\right)}\right\} \\
= & \frac{1}{2} f^{2} \mathrm{e}^{-2 M} \sum_{\mathbf{g} j}\left\{I_{o}(\mathbf{s}+\mathbf{g})+I_{o}(\mathbf{s}-\mathbf{g})\right\}
\end{align*}
$$

Summarizing, in this work we express the total observed intensity in reciprocal space as

$$
\begin{align*}
I(\mathbf{s}) & =I_{B}(\mathbf{s})+I_{T D S}(\mathbf{s}) \\
& =I_{B}(\mathbf{s})+\sum_{l=1}^{\infty} I_{T D S l}(\mathbf{s}) \tag{2.34}
\end{align*}
$$

where $I_{B}(\mathbf{s})$ is given by the first term in the right member of eq. 2.30, and $I_{T D S l}(\mathbf{s})$ is given by eq. 2.31, both for a monatomic case. Last but
not least, note that from eqs. 2.6 and 2.7 we can obtain a very compact and convenient way for expressing the TDS intensity in reciprocal space, in electron units $[7,8]$ :

$$
\begin{equation*}
\left.I_{T D S}(\mathbf{s})=\left.\langle | \mathbb{F}\right|^{2}\right\rangle-|\langle\mathbb{F}\rangle|^{2} \tag{2.35}
\end{equation*}
$$

### 2.4 The Debye equation for the total intensity

The instantaneous intensity at reciprocal space point $\mathbf{s}$, scattered by a particle, is given by eq. 2.1, which can be written as

$$
\begin{equation*}
I(\mathbf{s})=\sum_{m} \sum_{n} f_{m} f_{n} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{m n}\right] \tag{2.36}
\end{equation*}
$$

where $\mathbf{r}_{m n}$ is the vector separation between atoms $m$ and $n, \mathbf{r}_{m n}=\mathbf{r}_{m}-\mathbf{r}_{n}$. If we have $M$ identical particles diffracting together, for instance, in a powder sample, the intensity at $\mathbf{s}$ will then be given by

$$
\begin{equation*}
I(\mathbf{s})=\sum_{i=1}^{M} \sum_{m} \sum_{n} f_{m} f_{n} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{m n}^{i}\right]=\sum_{m} \sum_{n} f_{m} f_{n} \sum_{i=1}^{M} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{m n}^{i}\right], \tag{2.37}
\end{equation*}
$$

where $\mathbf{r}_{m n}^{i}$ is the $\mathbf{r}_{m n}$ vector of the $i$ th particle. For any pair $(m, n)$ the sum over $M$ in eq. 2.37 will be equal to $M$ times the mean value of the magnitude we are summing up, so we can write

$$
\begin{equation*}
I(\mathbf{s})=M \sum_{m} \sum_{n} f_{m} f_{n}\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{m n}^{i}\right]\right\rangle_{i} . \tag{2.38}
\end{equation*}
$$

If the particles do not have any preferred orientation and there are many of them (powder sample condition), the mean in this equation can be approximated by the mean of the function $\operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{m n}\right]$, when $\mathbf{s}$ is fixed and $\mathbf{r}_{m n}$ takes all orientations relative to it, while having constant modulus. This is a mathematical trick that will be applied many times in this work. Orienting s as the $z$-axis and using a spherical coordinate
system we therefore write

$$
\begin{align*}
I(\mathbf{s}) & =M \sum_{m} \sum_{n} f_{m} f_{n}\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{m n}^{i}\right]\right\rangle_{i} \\
& \approx M \sum_{m} \sum_{n} f_{m} f_{n}\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} s r_{m n} \cos \theta\right]\right\rangle \\
& =M \sum_{m} \sum_{n} f_{m} f_{n} \frac{1}{4 \pi r_{m n}^{2}} \int_{0}^{\pi} \int_{0}^{2 \pi} \operatorname{Exp}\left[2 \pi \mathrm{i} s r_{m n} \cos \theta\right] r_{m n}^{2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \phi \tag{2.39}
\end{align*}
$$

Solving the integral in eq. 2.39 we obtain

$$
\begin{equation*}
I(\mathbf{s})=I(s)=M \sum_{m} \sum_{n} f_{m} f_{n} \frac{\sin \left(2 \pi s r_{m n}\right)}{2 \pi s r_{m n}} \tag{2.40}
\end{equation*}
$$

Equation 2.40 is the celebrated Debye scattering equation [9, 3]. The factor $M$ is usually omitted. This equation provides the total intensity at any point of reciprocal space, when practicing diffraction over a powder sample of identical particles, provided atoms' position, or pair distances $r_{m n}$, are known. Note that it is a function of $s \equiv\|\mathbf{s}\|$, so it is constant over a sphere of radius $s$ in reciprocal space. We will call this sphere an $s$-sphere, though the terms diffraction or reflection sphere are more common in the literature.

### 2.5 The powder average

Let's suppose that we study the diffraction of a beam of X-rays having incident and scattered direction $\hat{\mathbf{s}}_{\mathrm{o}}$ and $\hat{\mathbf{s}}$, respectively. The observed scattered intensity will be that at a point

$$
\begin{equation*}
\mathbf{s}=\frac{\hat{\mathbf{s}}-\hat{\mathbf{s}}_{\mathrm{o}}}{\lambda} \tag{2.41}
\end{equation*}
$$

of reciprocal space. Since the intensity in reciprocal space tends to be concentrated around reciprocal lattice points $\mathbf{s}_{h k l}$, in a single crystal diffraction experiment diffraction will occur with appreciable intensity only through
certain directions $\hat{\mathbf{s}}$. Therefore we will observe or measure spots in a diffraction pattern. When we practice diffraction over a powder sample, on the other hand, the whole single crystal reciprocal space intensity map given by eq. $2.36, I_{s c}(\mathbf{s})$, will pivot around the reciprocal space origin, due to the different orientations of the $M$ crystallites composing the sample. The powder sample condition establishes that there are no preferred orientations for the crystallites in the sample. This implies that the intensity at point s given by eq. 2.41, will be the sum of $I_{s c}$ at $M$ points homogeneously distributed over the surface of a sphere in reciprocal space of radius $s \equiv\|\mathbf{s}\|$, i.e. an $s$-sphere. According to eq. 2.41 , the points at a constant angular position respect to the incident beam direction, $\hat{\mathbf{s}}_{\mathrm{o}}$, over the Ewald sphere, have the same $\|\mathbf{s}\|$. The geometric place of those points will be the intersection of the Ewald sphere and the $s$-sphere. We call this an $s$-circle. If the powder condition holds, we conclude that the intensity $I(s)$ scattered through any point of an $s$-circle is the same. From what has been said, we can express $I(s)$ as a sum over the reciprocal space points in the $s$-sphere, which in turn can be approximated as an integral with a density function $M /\left(4 \pi s^{2}\right)$ :

$$
\begin{align*}
I(s) & =\sum_{i=1}^{M} I_{s c}\left(\mathbf{s}_{i}\right) \\
& \approx \frac{M}{4 \pi s^{2}} \iint_{s-\text { sphere }} I_{s c}(\mathbf{s}) \mathrm{d}^{2} \mathbf{s} . \tag{2.42}
\end{align*}
$$

Equation 2.42 is called the powder average. It clearly says that the diffracted intensity at an angle $2 \theta$, related to $s$ as $s=2 \sin \theta / \lambda$, will be the average of the intensity over a reciprocal space sphere of radius $s$, multiplied by the number of crystallites in the sample. This is a very simple but important result, used by all peak profiles models that first compute intensity in reciprocal space in correspondence with physical phenomena. Note that if we have the intensity in reciprocal space expressed as the sum of different "types" of intensities, this equation allows for finding the corresponding contribution to the powder intensity, $I(s)$, of each of them. This is a key
difference with the Debye equation, which always gives the total powder intensity at any $s$. Therefore, if $I_{s c}(\mathbf{s})$ is the total intensity at $\mathbf{s}$, and all particles in the powder sample are identical, from eq. 2.40 we have

$$
\begin{equation*}
I(s) \approx \frac{M}{4 \pi s^{2}} \iint_{s-\text { sphere }} I_{s c}(\mathbf{s}) \mathrm{d}^{2} \mathbf{s} \equiv M \sum_{m} \sum_{n} f_{m} f_{n} \frac{\sin \left(2 \pi s r_{m n}\right)}{2 \pi s r_{m n}} \tag{2.43}
\end{equation*}
$$

The equivalence in eq. 2.43 can be deduced from eq. 2.39 exchanging $r_{m n}$ with $s$, which would give the same result of the integration:

$$
\begin{align*}
I(\mathbf{s}) & =M \sum_{m} \sum_{n} f_{m} f_{n} \frac{1}{4 \pi s^{2}} \int_{0}^{\pi} \int_{0}^{2 \pi} \operatorname{Exp}\left[2 \pi \mathrm{i} s r_{m n} \cos \theta\right] s^{2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \phi \\
& =\frac{M}{4 \pi s^{2}} \iint_{s-\text { sphere }} \sum_{m} \sum_{n} f_{m} f_{n} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{m n}\right] \mathrm{d}^{2} \mathbf{s} \\
& =\frac{M}{4 \pi s^{2}} \iint_{s-\text { sphere }} I_{s c}(\mathbf{s}) \mathrm{d}^{2} \mathbf{s} . \tag{2.44}
\end{align*}
$$

Let's call $\Omega^{h k l}$ the region in reciprocal space where the Bragg intensity cloud of reciprocal space point $\mathbf{s}_{h k l}$ is. Let's also call $\Omega_{s}^{h k l}$ the intersection of the $s$-sphere with $\Omega^{h k l}$. Substituting equations 2.34 and 2.13 in eq. 2.42 and omitting the sub-index $s c$ for clarity, we obtain the Bragg-only intensity at $s$ :

$$
\begin{equation*}
I(s)=\sum_{h k l} I_{h k l}(s) \tag{2.45}
\end{equation*}
$$

with

$$
\begin{equation*}
I_{h k l}(s)=\frac{M}{4 \pi s^{2}} \iint_{\Omega_{s}^{h k l}} I_{h k l}(\mathbf{s}) \mathrm{d}^{2} \mathbf{s} \tag{2.46}
\end{equation*}
$$

The integration in eq. 2.46 is challenging, unless for the case of a spherical crystallite, in which $I_{h k l}(\mathbf{s})$ has spherical symmetry around $\mathbf{s}_{h k l}$ [10]. A useful simplification which is acceptable for not too small crystalline domains (not too big $\Omega_{s}^{h k l}$ ) is the tangent plane approximation illustrated in Figure $2.1[11,12]$. Let's call $\Omega_{s \hat{\mathbf{s}}_{h k l}}^{h k l}$ the intersection with $\Omega^{h k l}$ of a plane


Figure 2.1: The tangent plane approximation. $\Omega_{s}^{h k l}$ is the intersection between $\Omega^{h k l}$ and an $s$-sphere, whereas $\Omega_{s \mathbf{s}_{h k l}}^{h k l}$ is the intersection of $\Omega^{h k l}$ with a plane perpendicular to $\mathbf{s}_{h k l}$, at distance $s$ from the origin.
perpendicular to $\hat{\mathbf{s}}_{h k l}$ and at distance $s$ from the origin. If the dimensions of $\Omega^{h k l}$ are small compared with the length of $\mathbf{s}_{h k l}$, we can approximate the integration over $\Omega_{s}^{h k l}$ by an integration over $\Omega_{s \mathbf{s}_{h k l}}^{h k l}$ and write eq. 2.46 as

$$
\begin{equation*}
I_{h k l}(s) \approx \frac{M}{4 \pi s^{2}} \iint_{\substack{\Omega_{s \mathbf{s}_{h k l}}^{h k l}}} I_{h k l}(\mathbf{s}) \mathrm{d}^{2} \mathbf{s} \tag{2.47}
\end{equation*}
$$

## Chapter 3

## The Whole Powder Pattern Modelling approach

### 3.1 The projected length variation

A rigorous exposition of the Whole Powder Pattern Modelling (WPPM) approach is based on the concept of Projected Length Variation (PLV). Let's consider a region bounded by the surface $\Omega$ in the three dimensional space, in which a continuous vectorial deformation field $\mathbf{u}=\mathbf{u}(\mathbf{r})$ is defined. The projected length variation $\Delta L=\Delta L(\mathbf{r}, \hat{\mathbf{s}}, L)$ is defined as

$$
\begin{align*}
\Delta L(\mathbf{r}, \hat{\mathbf{s}}, L) & =\{\mathbf{r}+L \hat{\mathbf{s}}+\mathbf{u}(\mathbf{r}+L \hat{\mathbf{s}})-[\mathbf{r}+\mathbf{u}(\mathbf{r})]\} \cdot \hat{\mathbf{s}}-L  \tag{3.1}\\
& =[\mathbf{u}(\mathbf{r}+L \hat{\mathbf{s}})-\mathbf{u}(\mathbf{r})] \cdot \hat{\mathbf{s}}
\end{align*}
$$

where $L$ is a real number. If the direction (versor) $\hat{\mathbf{s}}$ is known from the context, we can shortly write $\Delta L(\mathbf{r}, L)$. From the formula and Figure 3.1 we can see that we are referring to the variation of the projection of the line segment between two points due to $\mathbf{u}$ (usually two atomic positions or unit cell origins in a crystal, as shown later). For a specific line segment of length $|L|$ inside the particle, if $L>0$ the PLV is equal to the variation of the $\hat{\mathbf{s}}$-projected length of the segment, whereas for $L<0$ it is equal to minus that variation. Let's call $\Omega_{-L \hat{\mathbf{s}}}$ the surface $\Omega$ displaced as $-L \hat{\mathbf{s}}$ ${ }^{1}$, and $\Omega_{-L \hat{\mathbf{s}}}^{*}$ the surface of the intersection region between $\Omega$ and $\Omega_{-L \hat{\mathbf{s}}}$,

[^1]

Figure 3.1: Definition of the Projected Length Variation. (a) A case where $L>0$. (b) A case where $L<0$.
$\Omega_{-L \hat{\mathbf{s}}}^{*}=\Omega \cap \Omega_{-L \hat{\mathbf{s}}}$. Since both points $\mathbf{r}$ and $\mathbf{r}+L \hat{\mathbf{s}}$ in eq. 3.1 have to be in $\Omega$, we conclude that $\Delta L(\mathbf{r}, \hat{\mathbf{s}}, L)$ is defined only for $\mathbf{r} \in \Omega_{-L \hat{\mathbf{s}}}^{*}$. The mean and mean square values of the PLV for a given $L$ and $\hat{\mathbf{s}}$ are defined as:

$$
\begin{align*}
& \langle\Delta L(\mathbf{r}, \hat{\mathbf{s}}, L)\rangle_{\mathbf{r} \in \Omega_{-L}^{*}}  \tag{3.2}\\
& \left\langle\Delta L^{2}(\mathbf{r}, \hat{\mathbf{s}}, L)\right\rangle_{\mathbf{r} \in \Omega_{-L \mathbf{s}}^{*}} \equiv\left\langle[\Delta L(\mathbf{r}, \hat{\mathbf{s}}, L)]^{2}\right\rangle_{\mathbf{r} \in \Omega_{-L \mathbf{s}}^{*}} . \tag{3.3}
\end{align*}
$$

By omitting the projection direction, as well as $\mathbf{r}$, since by definition it should be $\mathbf{r} \in \Omega_{-L \hat{\mathbf{s}}}^{*}$, eqs. 3.2 and 3.3 can be written shortly as

$$
\begin{align*}
& \langle\Delta L(L)\rangle_{\Omega}  \tag{3.4}\\
& \left\langle\Delta L^{2}(L)\right\rangle_{\Omega} . \tag{3.5}
\end{align*}
$$

Note that for a fixed projection direction $\langle\Delta L(-L)\rangle_{\Omega}=-\langle\Delta L(L)\rangle_{\Omega}$ whereas $\left\langle\Delta L^{2}(-L)\right\rangle_{\Omega}=\left\langle\Delta L^{2}(L)\right\rangle_{\Omega}$. The $(L, \Omega)$ pair in eqs. 3.4 and 3.5 means that the terminal points of the examined line segments of length $|L|$, are initially
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Figure 3.2: Atomic configurations in a general distortion problem. Blue and red circles represent atoms, and black squares represent unit cells. The relative atomic positions in the mean and mean-relaxed configurations can be slightly different. See text for details.
(before the deformation) points inside the surface $\Omega$. It also emphasizes that the particular deformation field to be used in the computation of the average $\langle\ldots\rangle$ should be that defined in all points of $\Omega$.

### 3.2 The transformations of the projected length variation

In a general nanoparticle distortion problem, provided atoms do not "disappear" ${ }^{2}$ we can distinguish among four different atomic configurations, as shown in Figure 3.2:

- The as-built configuration: where atoms occupy positions corresponding to a particle carved from a perfect, infinite structure.
- The mean configuration: a configuration obtained from the as-built by a simple shrinkage or expansion.
- The mean-relaxed: a configuration obtained from the mean one through small displacements at the unit cell level.
- The relaxed configuration: the "real" atomic configuration for the particle, obtained from the as-built or mean configurations through displacements at the atomic level.

The common scope of structure solution in X-ray diffraction experiments is to determine the unit cell parameters of the mean or mean-relaxed configuration, as well as characterize the content of the latter (atomic positions, occupancy factors, electronic distribution ecc.). The microstructural analysis, being linked to the Line Profile Analysis (LPA), of which the WPPM approach is part, is concerned about the distortion present in the meanrelaxed configuration.

Let's define $\Omega$ as the surface delimiting the region in space in which the as-built configuration is. We will consider a nanoparticle distortion defined by the deformation field $\mathbf{u}$, such that $\Omega$ is transformed into $\Omega^{\prime \prime}$ (see Figure 3.2). In operational form we write this as $\mathbf{u}\{\Omega\}=\Omega^{\prime \prime}$, with $\mathbf{u}$ defined for all points inside $\Omega$. In correspondence with the different types of atomic configurations introduced before, we can split the distortion

[^2]caused by $\mathbf{u}$ into two successive distortions given, respectively, by two displacement fields $\mathbf{u}_{m}$ and $\mathbf{u}^{\prime}$. The displacement field $\mathbf{u}_{m}$ will transform the as-built configuration into the mean one, doing $\mathbf{u}_{m}\{\Omega\}=\Omega^{\prime}$. Then $\mathbf{u}^{\prime}$ will transform the mean configuration into the relaxed one, doing $\mathbf{u}^{\prime}\left\{\Omega^{\prime}\right\}=$ $\Omega^{\prime \prime}$. In one equation we can state this as $\mathbf{u}^{\prime}\left\{\mathbf{u}_{m}\{\Omega\}\right\}=\Omega^{\prime \prime}$. Looking at the atoms (a) and unit cells origins (c) in our piece of matter, they occupy particular positions $\omega_{a}$ and $\omega_{c}$ in $\Omega$, which are transformed first to $\omega_{a}^{\prime}$ and $\omega_{c}^{\prime}$ positions in $\Omega^{\prime}$ and then to $\omega_{a}^{\prime \prime}$ and $\omega_{c}^{\prime \prime}$ positions in $\Omega^{\prime \prime}$, respectively. So we can also write for them $\mathbf{u}^{\prime}\left\{\mathbf{u}_{m}\left\{\omega_{a}\right\}\right\}=\omega_{a}^{\prime \prime}$ and $\mathbf{u}^{\prime}\left\{\mathbf{u}_{m}\left\{\omega_{c}\right\}\right\}=\omega_{c}^{\prime \prime}$. For the cases of interest in this work, the number of atoms or unit cells in any $\Omega$ will be large. Thus, using the notation of eqs. 3.4 and 3.5 we can assume
\[

$$
\begin{align*}
& \left\langle\Delta L\left(L^{\prime}\right)\right\rangle_{\Omega^{\prime}} \approx\left\langle\Delta L\left(L^{\prime}\right)\right\rangle_{\omega_{c}^{\prime}}  \tag{3.6}\\
& \langle\Delta L(L)\rangle_{\Omega} \approx\langle\Delta L(L)\rangle_{\omega_{a}} \tag{3.7}
\end{align*}
$$
\]

and the same for the corresponding mean square PLVs. The left members in eqs. 3.6 and 3.7 can be evaluated through integrals, since the involved displacement fields are continuous. The right members nevertheless, can only be evaluated through sums, since they are referred to discrete sets of points (unit cells origin and atomic positions).

Equations eqs. 3.6 and 3.7 are very important, since they allow for the construction of peak profiles in the WPPM approach using data from Molecular Dynamics (MD) atomistic simulations. These simulations can provide a realistic version of the atomic configuration of a whole nanoparticle, yielding $\langle\Delta L(L)\rangle_{\omega_{a}}$ and $\left\langle\Delta L^{2}(L)\right\rangle_{\omega_{a}}$. As shown later, WPPM needs $\left\langle\Delta L\left(L^{\prime}\right)\right\rangle_{\omega_{c}^{\prime}}$ and $\left\langle\Delta L^{2}\left(L^{\prime}\right)\right\rangle_{\omega_{c}^{\prime}}$. Therefore, if we find the relation between $\left\langle\Delta L\left(L^{\prime}\right)\right\rangle_{\Omega^{\prime}}$ and $\langle\Delta L(L)\rangle_{\Omega}$ (the left members of eqs. 3.6 and 3.7), and the corresponding mean square magnitudes, we will also have the relations between the PLVs we can get from MD simulations and the PLVs we need for the WPPM approach. Below we derive these relations for a material of cubic symmetry.

According to what has been said, the total displacement field u trans-
forming $\Omega$ into $\Omega^{\prime \prime}$ can be expressed as

$$
\begin{equation*}
\mathbf{u}(\mathbf{r})=\mathbf{u}_{m}(\mathbf{r})+\mathbf{u}^{\prime}\left(\mathbf{r}+\mathbf{u}_{m}(\mathbf{r})\right) \tag{3.8}
\end{equation*}
$$

If $a$ is the bulk lattice parameter and $a^{\prime}$ is the lattice parameter of the mean and mean-relaxed configurations, found after the indexing of the diffraction pattern, to be compatible with a simple shrinkage or expansion of the lattice, $\mathbf{u}_{m}(\mathbf{r})$ should be given by

$$
\begin{equation*}
\mathbf{u}_{m}(\mathbf{r})=\left(\frac{a^{\prime}}{a}-1\right) \mathbf{r}=\alpha \mathbf{r} \tag{3.9}
\end{equation*}
$$

so

$$
\begin{equation*}
\mathbf{u}(\mathbf{r})=\alpha \mathbf{r}+\mathbf{u}^{\prime}\left(\mathbf{r}+\mathbf{u}_{m}(\mathbf{r})\right) \tag{3.10}
\end{equation*}
$$

Writing eq. 3.10 also for argument $\mathbf{r}+L \hat{\mathbf{s}}$, subtracting both equations and taking the scalar product with $\hat{\mathbf{s}}$ of both members of the obtained difference, we have

$$
\begin{equation*}
[\mathbf{u}(\mathbf{r}+L \hat{\mathbf{s}})-\mathbf{u}(\mathbf{r})] \cdot \hat{\mathbf{s}}=\alpha L+\left[\mathbf{u}^{\prime}\left(\mathbf{r}+L \hat{\mathbf{s}}+\mathbf{u}_{m}(\mathbf{r}+L \hat{\mathbf{s}})\right)-\mathbf{u}^{\prime}\left(\mathbf{r}+\mathbf{u}_{m}(\mathbf{r})\right)\right] \cdot \hat{\mathbf{s}} . \tag{3.11}
\end{equation*}
$$

Noting the the difference in the arguments of $\mathbf{u}^{\prime}$ in the right member of this equation is

$$
\begin{equation*}
\mathbf{r}+L \hat{\mathbf{s}}+\mathbf{u}_{m}(\mathbf{r}+L \hat{\mathbf{s}})-\mathbf{r}-\mathbf{u}_{m}(\mathbf{r})=\frac{a^{\prime}}{a} L \hat{\mathbf{s}} \tag{3.12}
\end{equation*}
$$

we can apply the definition of the PLV in eq. 3.1 to obtain

$$
\begin{align*}
\Delta L(\mathbf{r}, \hat{\mathbf{s}}, L) & =\alpha L+\Delta L^{\prime}\left(\mathbf{r}+\mathbf{u}_{m}(\mathbf{r}), \hat{\mathbf{s}}, \frac{a^{\prime}}{a} L\right)  \tag{3.13}\\
& =\alpha L+\Delta L^{\prime}\left(\mathbf{r}^{\prime}, \hat{\mathbf{s}}, L^{\prime}\right)
\end{align*}
$$

where we have defined

$$
\begin{align*}
\mathbf{r}^{\prime} & \equiv \mathbf{r}+\mathbf{u}_{m}(\mathbf{r})  \tag{3.14}\\
L^{\prime} & \equiv \frac{a^{\prime}}{a} L \tag{3.15}
\end{align*}
$$

We have temporarily marked the PLV in right member of eq. 3.13 with a prime (') to remind that it is computed with the displacement field $\mathbf{u}^{\prime}$, as opposed to the PLV in the left member, which is to be computed with $\mathbf{u}$. It can be demonstrated that

$$
\begin{equation*}
\mathbf{u}_{m}\left\{\Omega_{-L \hat{\mathbf{s}}}^{*}\right\}=\Omega_{-L^{\prime} \hat{\mathbf{s}}}^{\prime *}, \tag{3.16}
\end{equation*}
$$

i.e., image $\mathbf{r}^{\prime}$ will belong to $\Omega_{-L^{\prime} \hat{\mathbf{s}}}^{*}$ for any preimage $\mathbf{r}$ in $\Omega_{-L \hat{\mathbf{s}}}^{*}$, with the transformation defined by $\mathbf{u}_{m}$. Therefore, we can take the mean over $\mathbf{r} \in \Omega_{-L \hat{\mathbf{s}}}^{*}$ of both members in eq. 3.13 to obtain

$$
\begin{equation*}
\left\langle\Delta L\left(L^{\prime}\right)\right\rangle_{\Omega^{\prime}}=\langle\Delta L(L)\rangle_{\Omega}-\alpha L \tag{3.17}
\end{equation*}
$$

for any direction $\hat{\mathbf{s}}$. Similarly, solving for $\Delta L^{\prime}\left(\mathbf{r}^{\prime}, \hat{\mathbf{s}}, L^{\prime}\right)$ in eq. 3.13, squaring both members and taking the same mean, we obtain

$$
\begin{equation*}
\left\langle\Delta L^{2}\left(L^{\prime}\right)\right\rangle_{\Omega^{\prime}}=\left\langle\Delta L^{2}(L)\right\rangle_{\Omega}-2\langle\Delta L(L)\rangle_{\Omega} \alpha L-\alpha^{2} L^{2} . \tag{3.18}
\end{equation*}
$$

Equations 3.17 and 3.18 are the relations we were looking for. It is important to remind that the $L \mathrm{~s}$ in the right- and left- members of these equations are not strictly the same, but are related through the equation $L^{\prime}=(\alpha+1) L=\left(a^{\prime} / a\right) L$. The maximum permitted for both depends upon the particular direction we are dealing with, but for $L$ the limiting volume is $\Omega$ whereas for $L^{\prime}$ it is $\Omega^{\prime}$. Nevertheless, in most practical cases we will have $\alpha \ll 1$, so we can consider $L \approx L^{\prime}$ and $\Omega \approx \Omega^{\prime}$.

### 3.3 Peak profile construction with the WPPM approach

Let's suppose we have a powder sample in which atoms inside each coherent diffraction domain vibrate due to temperature, around mean positions slightly different from those they would if that domain were just carved from a perfect bulk structure. We refer to a distorted domain in which atoms are individually displaced from their bulk positions to new mean
positions, and there are no "missing" atoms, i.e we exclude the cases of faulting and dislocations ${ }^{3}$. In what follows we will deduce the expression for the profile of a $h k l$ Bragg peak in such scenario, highlighting the contributions from the coherent diffraction domain size and shape, as well as the strain, intended as a continuous, slowly varying deformation of a crystalline structure. We will closely follow previous analytical works by Warren and by Stokes \& Wilson [3, 14, 15], but adding many additional explanations and adapting the notation to the present thesis.

The Bragg intensity in eq. 2.11 already considers atoms in a particle (coherent diffraction domain) with arbitrary mean positions $\mathbf{r}_{l}$, different from those they would have in an infinite, or perfect, crystalline structure. If the distortion at the atomic level varies smoothly inside the domain, we can approximate and "bin" it into distortions at a unit cell level, using a new unit cell. We mean to substitute the real particle by a fictitious one, where all unit cells are identical and have small displacements, without rotations, respect to the points of a lattice formed with their cell parameters. It can be seen that we are referring to the mean-relaxed atomic configuration, introduced in section 3.2 and Figure 3.2. Inside the mean-relaxed unit cell, atoms vibrate due to temperature around some mean positions $\mathbf{r}_{p}$, relative to the unit cell origin. In this context we can approximate the real mean position of atom $l$ in eq. 2.11 by its position in the mean-relaxed configuration as

$$
\begin{equation*}
\mathbf{r}_{l} \approx \mathbf{R}_{m}+\mathbf{r}_{p} \tag{3.19}
\end{equation*}
$$

where $\mathbf{R}_{m}=m_{1} \mathbf{a}_{\mathbf{1}}+m_{2} \mathbf{a}_{\mathbf{2}}+m_{3} \mathbf{a}_{\mathbf{3}}$ is the position of the displaced unit cell $m$. By inserting eq. 3.19 into eq. 2.11 and replacing the sums over $l \mathrm{~s}$ by sums over $m \mathrm{~s}$ and $p \mathrm{~s}$ we obtain

$$
\begin{align*}
I(\mathbf{s}) & =I_{e} \sum_{m} \sum_{m^{\prime}} \sum_{p} \sum_{p^{\prime}} f_{p} \mathrm{e}^{-M_{p}} f_{p^{\prime}} \mathrm{e}^{-M_{p^{\prime}}} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{R}_{m}-\mathbf{R}_{m^{\prime}}\right)} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{p}} \mathrm{e}^{-2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{p^{\prime}}} \\
& =I_{e} F^{2} \sum_{m} \sum_{m^{\prime}} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{R}_{m}-\mathbf{R}_{m^{\prime}}\right)} \tag{3.20}
\end{align*}
$$

[^3]where
\[

$$
\begin{equation*}
F=F_{T}(\mathbf{s})=\sum_{p} f_{p} \mathrm{e}^{-M_{p}} \mathrm{e}^{2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{p}} \tag{3.21}
\end{equation*}
$$

\]

is the average unit cell temperature-corrected structure factor, evaluated at $\mathbf{s}$. Calling $\mathbf{r}_{m}$ the position of the cell $m$ in the mean configuration, and $\mathbf{u}^{\prime}\left(\mathbf{r}_{m}\right)$ its displacement, we have that $\mathbf{R}_{m}=\mathbf{r}_{m}+\mathbf{u}^{\prime}\left(\mathbf{r}_{m}\right)$. Equation 3.20 can then be written as

$$
\begin{equation*}
I(\mathbf{s})=I_{e} F^{2} \sum_{m} \sum_{m^{\prime}} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{r}_{m}-\mathbf{r}_{m^{\prime}}\right)\right] \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot\left(\mathbf{u}^{\prime}\left(\mathbf{r}_{m}\right)-\mathbf{u}^{\prime}\left(\mathbf{r}_{m^{\prime}}\right)\right)\right] \tag{3.22}
\end{equation*}
$$

Note that since vectors $\mathbf{r}_{m}-\mathbf{r}_{m^{\prime}}$ will not be parallel to $\mathbf{s}$ in general, we can not substitute in eq. 3.22 a PLV, as defined in eq. 3.1.

Let's define the separation vectors $\mathbf{r}=\mathbf{r}_{m}-\mathbf{r}_{m^{\prime}}$. Since they are vectors between unit cell origins, they will have integer components in the direct space basis $D=\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{\mathbf{3}}\right\}$ used for the mean configuration. Therefore, they will belong to the lattice $L_{D}=\left\{\mathbf{r}=u \mathbf{a}_{\mathbf{1}}+v \mathbf{a}_{2}+w \mathbf{a}_{3} \mid u, v, w \in \mathbb{Z}\right\}$. Let's also define

$$
\begin{equation*}
\boldsymbol{\delta}\left(\mathbf{r}_{m^{\prime}}, \mathbf{r}\right)=\boldsymbol{\delta}\left(\mathbf{r}_{m^{\prime}}, \mathbf{r}_{m}-\mathbf{r}_{m^{\prime}}\right)=\mathbf{u}^{\prime}\left(\mathbf{r}_{m}\right)-\mathbf{u}^{\prime}\left(\mathbf{r}_{m^{\prime}}\right) \tag{3.23}
\end{equation*}
$$

Using these magnitudes, and recalling the surface, $\Omega^{\prime}$, and unit cell origins, $\omega_{c}^{\prime}$, of the mean configuration (see Figure 3.2), we can transform eq. 3.22 as:

$$
\begin{equation*}
I(\mathbf{s})=I_{e} F^{2} \sum_{\mathbf{r} \in L_{D}} \operatorname{Exp}[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}] \sum_{\mathbf{r}_{m^{\prime}} \in \omega_{c,-\mathbf{r}}^{\prime *}} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \boldsymbol{\delta}\left(\mathbf{r}_{m^{\prime}}, \mathbf{r}\right)\right] \tag{3.24}
\end{equation*}
$$

where $\omega_{c,-\mathbf{r}}^{\prime *}=\Omega_{-\mathbf{r}}^{\prime *} \cap \omega_{c}^{\prime}$, i.e. it is the subset of unit cell origins $\omega_{c}^{\prime}$ which is inside $\Omega^{\prime}$ and its ghost $\Omega_{-\mathbf{r}}^{\prime}$. The number of vectors $\mathbf{r}_{m^{\prime}} \in \omega_{c,-\mathbf{r}}^{\prime *}$ will be equal to the number of unit cells inside $\Omega_{-\mathbf{r}}^{*}$. Since the condition for a cell to have a neighbor cell at $\mathbf{r}$ relative to it is to be inside $\Omega_{-\mathbf{r}}^{*}$, we have that the number of these $\mathbf{r}_{m^{\prime}}$ vectors is also equal to the number of cell pairs separated a distance $\mathbf{r}$ in the mean configuration, $N(\mathbf{r})$. Calling $v_{a}$ the volume of the unit cell in $L_{D}, v_{a}=\mathbf{a}_{\mathbf{1}} \times \mathbf{a}_{\mathbf{2}} \cdot \mathbf{a}_{\mathbf{3}}$, and ${ }_{\mathrm{v}} \Omega_{-\mathbf{r}}^{\prime *}$ the volume
of $\Omega_{-\mathbf{r}}^{*}, N(\mathbf{r})$ is given by:

$$
\begin{equation*}
N(\mathbf{r})=\frac{{ }_{\mathrm{v}} \Omega_{-\mathbf{r}}^{\prime *}}{v_{a}}=N_{u c} \frac{{ }_{\mathrm{v}} \Omega_{-\mathbf{r}}^{\prime *}}{N_{u c} v_{a}}=N_{u c} \mathrm{CV}_{D}(\mathbf{r}) \tag{3.25}
\end{equation*}
$$

where $\mathrm{CV}_{D}(\mathbf{r})$ is the Common Volume Function for the particle when using basis $D[13,16,4]$, and $N_{u c}$ is the number of unit cells it contains (cells in $L_{D}$ having structure factor $\left.F\right)$. Using this quantity and labeling for the sake of clarity $\mathbf{r}_{m^{\prime}}$ as $\mathbf{r}_{\mathrm{o}}$, eq. 3.24 can be written as

$$
\begin{equation*}
I(\mathbf{s})=I_{e} F^{2} N_{u c} \sum_{\mathbf{r} \in L_{D}} \mathrm{CV}_{D}(\mathbf{r})\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]\right\rangle_{\mathbf{r}_{\mathrm{o}}} \operatorname{Exp}[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}] \tag{3.26}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)=\mathbf{u}^{\prime}\left(\mathbf{r}_{\mathrm{o}}+\mathbf{r}\right)-\mathbf{u}^{\prime}\left(\mathbf{r}_{\mathrm{o}}\right) \tag{3.27}
\end{equation*}
$$

In words, for a given separation distance between cells, $\mathbf{r}$, we consider the mean of the phase factor containing the relative inter-cells displacement $\boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)[13,3]$. In eq. 3.26 we have also omitted the domain covered by $\mathbf{r}_{\mathrm{o}}$ when doing the average, keeping in mind that it is $\omega_{c,-\mathbf{r}}^{*}$.

We are interested in the intensity around the reciprocal space point $\mathbf{s}_{h k l}$. If the spreading of such intensity is small compared with the length of $\mathbf{s}_{h k l}$ we can approximate $\mathbf{s}$ by $\mathbf{s}_{h k l}$ in the dot product $\mathbf{s} \cdot \boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)$ [14]. Besides, expressing the observation point $\mathbf{s}$ through its position $\mathbf{s}_{r}$ relative to $\mathbf{s}_{h k l}, \mathbf{s}=\mathbf{s}_{h k l}+\mathbf{s}_{r}$ we have that $\mathbf{r} \cdot \mathbf{s}=\mathbf{r} \cdot \mathbf{s}_{h k l}+\mathbf{r} \cdot \mathbf{s}_{r}=n+\mathbf{r} \cdot \mathbf{s}_{r}$, where $n$ is an integer number since $\mathbf{r} \in L_{D}$ and $\mathbf{s}_{h k l} \in L_{D^{*}}$. With these transformations we can write eq. 3.26 as

$$
\begin{equation*}
I_{h k l}(\mathbf{s})=I_{e} F^{2} N_{u c} \sum_{\mathbf{r} \in L_{D}} \mathrm{CV}_{D}(\mathbf{r})\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{h k l} \cdot \boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]\right\rangle_{\mathbf{r}_{o}} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{r} \cdot \mathbf{r}\right] \tag{3.28}
\end{equation*}
$$

where we have labeled the left member as $I_{h k l}(\mathbf{s})$ since now the intensity is referred to a position $\mathbf{s}_{r}$, relative to a specific reciprocal lattice point $\mathbf{s}_{h k l}$. The number of points $\mathbf{r} \in L_{D}$ inside the particle volume over which we are making the sum in eq. 3.28 is large, since the unit cell volume $v_{a}$ is much smaller than the particle volume. Therefore we can approximate
the sum with an integration over the direct space $S_{D}=\left\{\mathbf{r}=x \mathbf{a}_{\mathbf{1}}+\right.$ $\left.y \mathbf{a}_{2}+z \mathbf{a}_{3} \mid x, y, z \in \mathbb{R}\right\}$, with a number of points per unit volume given by $\left(1 / v_{a}\right) \mathrm{d}^{3} \mathbf{r}$ :
$I_{h k l}(\mathbf{s})=\frac{I_{e} F^{2} N_{u c}}{v_{a}} \iiint_{\mathbf{r} \in S_{D}} \mathrm{CV}_{D}(\mathbf{r})\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{h k l} \cdot \boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]\right\rangle_{\mathbf{r}_{\mathrm{o}}} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{r} \cdot \mathbf{r}\right] \mathrm{d}^{3} \mathbf{r}$.

In this equation $\mathbf{r}_{\mathrm{o}}$ spans ${ }_{\mathrm{v}} \Omega_{-\mathbf{r}}^{* *}$ though. See that the Common Volume Function will be zero for vectors $\mathbf{r}$ of length longer than the longest line segment fully contained in the particle volume, so the integral will be finite even if the integration limits are infinite.

Let's now demonstrate the invariance of eq. 3.29 against rotations of the direct and reciprocal space bases. Let's say basis $D$ changes to $D^{\prime}$ through matrix $\alpha$, and $D^{*}$ changes to $D^{* *}$, correspondingly through $\alpha^{-T}$ [17]. The new function $I_{h k l}^{\prime}$, giving the reciprocal space intensity distribution in $D^{\prime *}$, can be found from the function $I_{h k l}$ specified in eq. 3.29 as $I_{h k l}^{\prime}\left([\mathbf{s}]_{D^{\prime *}}\right)=I_{h k l}\left(\alpha^{T}[\mathbf{s}]_{D^{\prime *}}\right)$. Expressing all vectors by their components in the corresponding bases $D$ and $D^{*}$, eq. 3.29 gives

$$
\begin{align*}
I_{h k l}\left([\mathbf{s}]_{D^{*}}\right) & =\frac{I_{e} F^{2} N_{u c}}{v_{a}} \iiint_{\mathbf{r} \in S_{D}} \mathrm{CV}_{D}\left([\mathbf{r}]_{D}\right) \\
& \times\left\langle\operatorname{Exp}\left\{2 \pi \mathrm{i}\left[\mathbf{s}_{h k l}\right]_{D^{*}}^{T}\left[\boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]_{D}\right\}\right\rangle_{\mathbf{r}_{\mathrm{o}}} \operatorname{Exp}\left\{2 \pi \mathrm{i}\left[\mathbf{s}_{r}\right]_{D^{*}}^{T}[\mathbf{r}]_{D}\right\} \mathrm{d}^{3} \mathbf{r} \tag{3.30}
\end{align*}
$$

where $\left[\boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]_{D}$ is defined through the function $\mathbf{u}^{\prime}=\mathbf{u}^{\prime}\left([\mathbf{r}]_{D}\right)$ as

$$
\begin{align*}
{\left[\boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]_{D} } & =\left[\mathbf{u}^{\prime}\left(\mathbf{r}_{\mathrm{o}}+\mathbf{r}\right)\right]_{D}-\left[\mathbf{u}^{\prime}\left(\mathbf{r}_{\mathrm{o}}\right)\right]_{D}  \tag{3.31}\\
& =\mathbf{u}^{\prime}\left(\left[\mathbf{r}_{\mathrm{o}}\right]_{D}+[\mathbf{r}]_{D}\right)-\mathbf{u}^{\prime}\left(\left[\mathbf{r}_{\mathrm{o}}\right]_{D}\right)
\end{align*}
$$

Since $\mathbf{s}=\mathbf{s}_{h k l}+\mathbf{s}_{r}$, from eq. 3.30 we have that

$$
\begin{align*}
I_{h k l}^{\prime}( & {\left.[\mathbf{s}]_{D^{\prime *}}\right)=I_{h k l}\left(\alpha^{T}[\mathbf{s}]_{D^{\prime *}}\right) } \\
= & \frac{I_{e} F^{2} N_{u c}}{v_{a}} \iiint_{\mathbf{r} \in S_{D}} \mathrm{CV}_{D}\left([\mathbf{r}]_{D}\right)\left\langle\operatorname{Exp}\left\{2 \pi \mathrm{i}\left[\mathbf{s}_{h k l}\right]_{D^{\prime *}}^{T} \alpha\left[\boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]_{D}\right\}\right\rangle_{\mathbf{r}_{\mathrm{o}}} \\
& \times \operatorname{Exp}\left\{2 \pi \mathrm{i}\left[\mathbf{s}_{r}\right]_{D^{\prime *}}^{T} \alpha[\mathbf{r}]_{D}\right\} \mathrm{d}^{3} \mathbf{r} \\
= & \frac{I_{e} F^{2} N_{u c}}{v_{a}} \iiint_{\mathbf{r} \in S_{D}} \mathrm{CV}_{D^{\prime}}\left([\mathbf{r}]_{D^{\prime}}\right)\left\langle\operatorname{Exp}\left\{2 \pi \mathrm{i}\left[\mathbf{s}_{h k l}\right]_{D^{\prime *}}^{T}\left[\boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]_{D^{\prime}}\right\}\right\rangle_{\mathbf{r}_{\mathrm{o}}} \\
& \times \operatorname{Exp}\left\{2 \pi \mathrm{i}\left[\mathbf{s}_{r}\right]_{D^{\prime *}}^{T}[\mathbf{r}]_{D^{\prime}}\right\} \mathrm{d}^{3} \mathbf{r} \tag{3.32}
\end{align*}
$$

where $\left[\boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]_{D^{\prime}}$ is defined through the image $\mathbf{v}^{\prime}$ of function $\mathbf{u}^{\prime}$ under $\alpha$ :

$$
\begin{align*}
\alpha\left[\boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]_{D} & =\alpha \mathbf{u}^{\prime}\left(\left[\mathbf{r}_{\mathrm{o}}\right]_{D}+[\mathbf{r}]_{D}\right)-\alpha \mathbf{u}^{\prime}\left(\left[\mathbf{r}_{\mathrm{o}}\right]_{D}\right) \\
& =\mathbf{v}^{\prime}\left(\left[\mathbf{r}_{\mathrm{o}}\right]_{D^{\prime}}+[\mathbf{r}]_{D^{\prime}}\right)-\mathbf{v}^{\prime}\left(\left[\mathbf{r}_{\mathrm{o}}\right]_{D^{\prime}}\right) \\
& =\left[\mathbf{v}^{\prime}\left(\mathbf{r}_{\mathrm{o}}+\mathbf{r}\right)\right]_{D^{\prime}}-\left[\mathbf{v}^{\prime}\left(\mathbf{r}_{\mathrm{o}}\right)\right]_{D^{\prime}}  \tag{3.33}\\
& =\left[\boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]_{D^{\prime}}
\end{align*}
$$

Note that in order to use the Common Volume Function evaluated at $[\mathbf{r}]_{D^{\prime}}$ we changed it to its form in basis $D^{\prime}$. All integrand terms in the last of eqs. 3.32 are function of the transformed vector components of $\mathbf{r}$ and $\mathbf{r}_{\mathrm{o}}$. Therefore, since the infinitesimal volume element also stays the same with our transformation, instead of doing the integral over $S_{D}$ we can do it over $S_{D^{\prime}}$. Calling $\mathbf{r}^{\prime}$ and $\mathbf{s}^{\prime}$ the vectors in the new direct and corresponding reciprocal space, we can write then

$$
\begin{align*}
I_{h k l}^{\prime}\left(\mathbf{s}^{\prime}\right)= & \frac{I_{e} F^{2} N_{u c}}{v_{a}} \iiint_{\mathbf{r}^{\prime} \in S_{D^{\prime}}} \mathrm{CV}_{D^{\prime}}\left(\mathbf{r}^{\prime}\right)\left\langle\operatorname{Exp}\left\{2 \pi \mathrm{i} \mathbf{s}^{\prime}{ }_{h k l} \cdot \boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}^{\prime}, \mathbf{r}^{\prime}\right)\right\}\right\rangle_{\mathbf{r}_{o}^{\prime}}  \tag{3.34}\\
& \times \operatorname{Exp}\left\{2 \pi \mathrm{i} \mathbf{s}_{r}^{\prime} \cdot \mathbf{r}^{\prime}\right\} \mathrm{d}^{3} \mathbf{r}^{\prime},
\end{align*}
$$

which has exactly the same form as equation 3.29 . This allows us to use that equation for any choice of direct and reciprocal space bases, $D$ and $D^{*}$, obtained through an arbitrary rotation from the bases where the structure


Figure 3.3: The reciprocal basis $D^{*}=\left\{\mathbf{b}_{\mathbf{1}}, \mathbf{b}_{\mathbf{2}}, \mathbf{b}_{\mathbf{3}}\right\}$ convenient to find the peak profile expression with the Whole Powder Pattern Modelling approach. Vectors $\mathbf{b}_{\mathbf{1}}$ and $\mathbf{b}_{\mathbf{2}}$ are perpendicular to $\mathbf{s}_{h k l}$, which makes the direct space basis vector $\mathbf{a}_{3}$ parallel to $\mathbf{s}_{h k l}$. In this particular case $s$ does not refer to the norm of $\mathbf{s}$, but to the distance of the plane section of $\Omega$ perpendicular to $\mathbf{s}_{h k l}, \Omega_{s} \hat{\mathbf{s}}_{h k l}$, to the origin.
factor $F$ is specified.
For the analytical work that follows it is convenient to use a reciprocal basis $D^{*}=\left\{\mathbf{b}_{\mathbf{1}}, \mathbf{b}_{\mathbf{2}}, \mathbf{b}_{\mathbf{3}}\right\}$ where vectors $\mathbf{b}_{\mathbf{1}}$ and $\mathbf{b}_{\mathbf{2}}$ are perpendicular to $\mathbf{s}_{h k l}$, as shown in Figure 3.3 [14]. Note that this makes a $\mathbf{a}_{3}$ parallel to $\mathbf{s}_{h k l}$. This basis need not be orthorhombic, which in fact is not possible for any $\mathbf{s}_{h k l}$ in materials of low symmetry [14]. Using such direct and reciprocal bases, the substitution of eq. 3.29 in eq. 2.47 gives (we will use the tangent
plane approximation):

$$
\begin{align*}
I_{h k l}(s)= & \frac{M}{4 \pi s^{2}} \frac{I_{e} F^{2} N_{u c}}{v_{a}} \iint_{\Omega_{s}^{h k l}} \mathrm{~d}^{2} \mathbf{s} \iint_{\mathbf{r} \in S_{D}} \int_{D} \mathrm{CV}_{D}(\mathbf{r})\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{h k l} \cdot \boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]\right\rangle_{\mathbf{r}_{\mathrm{o}}} \\
& \times \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{r} \cdot \mathbf{r}\right] \mathrm{d}^{3} \mathbf{r} \\
= & \frac{M}{4 \pi s^{2}} \frac{I_{e} F^{2} N_{u c}}{v_{a}} \iiint_{\mathbf{r} \in S_{D}} \mathrm{CV}_{D}(\mathbf{r})\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{h k l} \cdot \boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]\right\rangle_{\mathbf{r}_{\mathrm{o}}} \\
& \times\left\{\int_{\Omega_{s,}^{h k l}} \int_{\mathbf{s}_{h k l}} \mathrm{~d}^{2} \mathbf{s} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{r} \cdot \mathbf{r}\right]\right\} \mathrm{d}^{3} \mathbf{r} \tag{3.35}
\end{align*}
$$

Note that the structure factor $F$ has been considered constant and taken out of the integral over $\Omega_{s \mathbf{\mathbf { s }}_{h k l}}^{h k l}$ in eq. 3.35. This is an approximation meaning that we are evaluating it at $\mathbf{s}=s \hat{\mathbf{s}}_{h k l}$. Using the area element

$$
\begin{align*}
\mathrm{d}^{2} \mathbf{s} & =\left\|\mathrm{d} s_{r_{1}} \mathbf{b}_{\mathbf{1}} \times \mathrm{d} s_{r_{2}} \mathbf{b}_{\mathbf{2}}\right\|=\mathrm{d} s_{r_{1}} \mathrm{~d} s_{r_{2}}\left\|\mathbf{b}_{\mathbf{1}} \times \mathbf{b}_{\mathbf{2}}\right\| \\
& =\mathrm{d} s_{r_{1}} \mathrm{~d} s_{r_{2}} \frac{v_{b}}{\mathbf{b}_{\mathbf{3}} \cdot \hat{\mathbf{s}}_{h k l}}=\frac{\mathrm{d} s_{r_{1}} \mathrm{~d} s_{r_{2}}}{v_{a}\left(\mathbf{b}_{\mathbf{3}} \cdot \hat{\mathbf{s}}_{h k l}\right)} \\
& =\frac{a_{3} \mathrm{~d} s_{r_{1}} \mathrm{~d} s_{r_{2}}}{v_{a}\left(\mathbf{b}_{\mathbf{3}} \cdot a_{3} \hat{\mathbf{s}}_{h k l}\right)}=\frac{a_{3} \mathrm{~d} s_{r_{1}} \mathrm{~d} s_{r_{2}}}{v_{a}\left(\mathbf{b}_{\mathbf{3}} \cdot \mathbf{a}_{\mathbf{3}}\right)}  \tag{3.36}\\
& =\frac{a_{3}}{v_{a}} \mathrm{~d} s_{r_{1}} \mathrm{~d} s_{r_{2}}
\end{align*}
$$

the integral in $\mathbf{s}$ can be solved as

$$
\begin{align*}
\iint_{\Omega_{s}^{h k l} \mathbf{s}_{h k l}} \mathrm{~d}^{2} \mathbf{s} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{r} \cdot \mathbf{r}\right]= & \frac{a_{3}}{v_{a}} \int_{-w}^{w} \int_{-w}^{w} \operatorname{Exp}\left[2 \pi \mathrm{i} s_{r_{1}} x\right] \operatorname{Exp}\left[2 \pi \mathrm{i} s_{r_{2}} y\right]  \tag{3.37}\\
& \times \operatorname{Exp}\left[2 \pi \mathrm{i} s_{r_{3}} z\right] \mathrm{d} s_{r_{1}} \mathrm{~d} s_{r_{2}} \\
= & \frac{a_{3}}{v_{a}} \frac{\sin 2 \pi \omega x}{\pi x} \frac{\sin 2 \pi \omega y}{\pi y} \operatorname{Exp}\left[2 \pi \mathrm{i} s_{r_{3}} z\right]
\end{align*}
$$

where the symmetric interval $[-\omega, \omega]$ is big enough to cover all the area $\Omega_{s \hat{\mathbf{s}}_{h k l}}^{h k l}$. The $\sin 2 \pi \omega x / \pi x$ functions in eq. 3.37 are normalized in $(-\infty, \infty)$.

Besides, they will decrease rapidly for values of $x$ and $y$ far from zero, while the rest of the $\mathbf{r}$-dependent terms in eq. 3.35 vary smoothly. Therefore, upon substitution of eq. 3.37 in eq. 3.35 we can substitute them by Diracs' delta $\delta(x-0)$ and $\delta(y-0)$. Using a direct space volume element

$$
\begin{align*}
\mathrm{d}^{3} \mathbf{r} & =\mathbf{a}_{1} \mathrm{~d} x \cdot \mathbf{a}_{\mathbf{2}} \mathrm{d} y \times \mathbf{a}_{\mathbf{3}} \mathrm{d} z \\
& =\left(\mathbf{\mathbf { a } _ { 1 }} \cdot \mathbf{a}_{\mathbf{2}} \times \mathbf{a}_{\mathbf{3}}\right) \mathrm{d} x \mathrm{~d} y \mathrm{~d} z  \tag{3.38}\\
& =v_{a} \mathrm{~d} x \mathrm{~d} y \mathrm{~d} z
\end{align*}
$$

we thus obtain from 3.35

$$
\begin{align*}
I_{h k l}(s)= & \frac{M a_{3}}{4 \pi s^{2}} \frac{I_{e} F^{2} N_{u c}}{v_{a}} \int_{-\infty}^{\infty} \operatorname{Exp}\left[2 \pi \mathrm{i} s_{r_{3}} z\right] \mathrm{d} z \times \\
& \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathrm{CV}_{D}(\mathbf{r})\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{h k l} \cdot \boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}\right)\right]\right\rangle_{\mathbf{r}_{\mathrm{o}}} \delta(x-0) \delta(y-0) \mathrm{d} x \mathrm{~d} y \\
= & \frac{M a_{3}}{4 \pi s^{2}} \frac{I_{e} F^{2} N_{u c}}{v_{a}} \int_{-\infty}^{\infty} \operatorname{Exp}\left[2 \pi \mathrm{i} s_{r_{3}} z\right] \mathrm{CV}_{D}\left(z \mathbf{a}_{\mathbf{3}}\right) \\
& \times\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{h k l} \cdot \boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, z \mathbf{a}_{\mathbf{3}}\right)\right]\right\rangle_{\mathbf{r}_{\mathrm{o}}} \mathrm{~d} z \tag{3.39}
\end{align*}
$$

Since in the basis we are using $\mathbf{a}_{\mathbf{3}}$ is parallel to $\mathbf{s}_{h k l}$, the exponent in the average term of eq. 3.39 can now be substituted by a PLV. Defining

$$
\begin{equation*}
L=z a_{3} \tag{3.40}
\end{equation*}
$$

we have

$$
\begin{align*}
\mathbf{s}_{h k l} \cdot \boldsymbol{\delta}\left(\mathbf{r}_{\mathrm{o}}, z \mathbf{a}_{\mathbf{3}}\right) & =s_{h k l} \hat{\mathbf{s}}_{h k l} \cdot\left[\mathbf{v}^{\prime}\left(\mathbf{r}_{\mathrm{o}}+z \mathbf{a}_{\mathbf{3}}\right)-\mathbf{v}^{\prime}\left(\mathbf{r}_{\mathrm{o}}\right)\right] \\
& =s_{h k l} \Delta L\left(\mathbf{r}_{\mathrm{o}}, \hat{\mathbf{s}}_{h k l}, z a_{3}\right)  \tag{3.41}\\
& =s_{h k l} \Delta L\left(\mathbf{r}_{\mathrm{o}}, \hat{\mathbf{s}}_{h k l}, L\right)
\end{align*}
$$

Also, from Figure 3.3 we can see that

$$
\begin{equation*}
s-s_{h k l}=s_{r_{3}} \mathbf{b}_{\mathbf{3}} \cdot \hat{\mathbf{s}}_{h k l}=\frac{s_{r_{3}} \mathbf{b}_{\mathbf{3}} \cdot a_{3} \hat{\mathbf{s}}_{h k l}}{a_{3}}=\frac{s_{r_{3}} \mathbf{b}_{\mathbf{3}} \cdot \mathbf{a}_{\mathbf{3}}}{a_{3}}=\frac{s_{r_{3}}}{a_{3}} \tag{3.42}
\end{equation*}
$$

Substituting eqs. $3.40,3.41$ and 3.42 in eq. 3.39 we obtain

$$
\begin{align*}
I_{h k l}(s)= & \frac{M}{4 \pi s^{2}} \frac{I_{e} F^{2} N_{u c}}{v_{a}} \int_{-\infty}^{\infty} \mathrm{CV}_{D}\left(L \hat{\mathbf{s}}_{h k l}\right)\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} s_{h k l} \Delta L\left(\mathbf{r}_{\mathrm{o}}, \hat{\mathbf{s}}_{h k l}, L\right)\right]\right\rangle_{\mathbf{r}_{\mathrm{o}}} \\
& \times \operatorname{Exp}\left[2 \pi \mathrm{i}\left(s-s_{h k l}\right) L\right] \mathrm{d} L \tag{3.43}
\end{align*}
$$

Omitting the projection direction $\hat{\mathbf{s}}_{h k l}$ for clarity and adopting the conventions for the mean PLVs in eqs. 3.4 and 3.5 , this expression can be written shortly as

$$
\begin{align*}
I_{h k l}(s)= & \frac{M}{4 \pi s^{2}} \frac{I_{e} F^{2} N_{u c}}{v_{a}} \int_{-\infty}^{\infty} \mathrm{CV}(L)\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} s_{h k l} \Delta L(L)\right]\right\rangle_{\Omega^{\prime}}  \tag{3.44}\\
& \times \operatorname{Exp}\left[2 \pi \mathrm{i}\left(s-s_{h k l}\right) L\right] \mathrm{d} L
\end{align*}
$$

where $\Omega^{\prime}$ is the surface delimiting the mean configuration (see Figure 3.2).
Equation 3.44 gives the profile in reciprocal space $s=2 \sin \theta / \lambda$ of one of the $h k l$ components of a Bragg peak profile. The total profile is then given by eq. 2.45. It is implicitly assumed that there are $M$ identical crystallites in the sample, each with $N_{u c}$ unit cells. Note that if particles are not spherical the Common Volume Function will be different for each profile component. When they have spherical shape on the other hand, the Common Volume Function will be the same and the total profile will be given by eq. 3.44 multiplied by the multiplicity factor of the reflection, $p(h k l)$. Equation 3.44 shows that the $h k l$ profile will have center (but not necessarily maximum, see below) at $s_{h k l}=2 \sin \theta_{h k l} / \lambda$. We can redefine the variable $s$ as the previous $s-s_{h k l}$ and express a profile in reciprocal
space centered at $s=0, i_{h k l}(s)$, as

$$
\begin{equation*}
i_{h k l}(s)=K\left(s_{h k l}+s\right) \int_{-\infty}^{\infty} A_{h k l}^{S}(L) A_{h k l}^{D}(L) \operatorname{Exp}[2 \pi \mathrm{i} s L] \mathrm{d} L \tag{3.45}
\end{equation*}
$$

where,

$$
\begin{align*}
K\left(s_{h k l}+s\right) & =\frac{M}{4 \pi\left(s_{h k l}+s\right)^{2}} \frac{I_{e} F^{2} N_{u c}}{v_{a}} \\
A_{h k l}^{S}(L) & =C V(L)  \tag{3.46}\\
A_{h k l}^{D}(L) & =\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} s_{h k l} \Delta L(L)\right]\right\rangle_{\Omega^{\prime}} .
\end{align*}
$$

Note that the term $I_{e} F^{2}$ is meant to be evaluated at $s_{h k l}+s$ too. Equation 3.45 is the fundamental expression with regard to the Whole Powder Pattern Modelling (WPPM) approach [1] (see also [3], p. 268, and [13], p. 41), when dealing with a mono-disperse powder samples in which the lattice distortion can be described by some smooth displacement field. It is also a general equation in powder diffraction, and shows how the zerocentered profile in reciprocal space can be found as the Fourier Transform (FT) of a function embodying the particle's size effect, $A_{h k l}^{S}(L)$, and distortion effect, $A_{h k l}^{D}(L)$. As such, neglecting the factor $K$, the peak $i_{h k l}(s)$ will be normalized (unitary area), since $A_{h k l}^{S}(0) A_{h k l}^{D}(0)=1$. Expanding the distortion term as

$$
\begin{align*}
A_{h k l}^{D}(L) & =\left\langle\cos \left(2 \pi s_{h k l} \Delta L(L)\right)\right\rangle_{\Omega^{\prime}}+\mathrm{i}\left\langle\sin \left(2 \pi s_{h k l} \Delta L(L)\right)\right\rangle_{\Omega^{\prime}} \\
& =M_{h k l}^{D}(L)+\mathrm{i} N_{h k l}^{D}(L), \tag{3.47}
\end{align*}
$$

eq. 3.45 expands as

$$
\begin{align*}
i_{h k l}(s)= & K\left(s_{h k l}+s\right)\left\{\int_{-\infty}^{\infty} A_{h k l}^{S}(L) M_{h k l}^{D}(L) \cos (2 \pi s L) \mathrm{d} L\right. \\
& +\mathrm{i} \int_{-\infty}^{\infty} A_{h k l}^{S}(L) M_{h k l}^{D}(L) \sin (2 \pi s L) \mathrm{d} L  \tag{3.48}\\
& +\mathrm{i} \int_{-\infty}^{\infty} A_{h k l}^{S}(L) N_{h k l}^{D}(L) \cos (2 \pi s L) \mathrm{d} L \\
& \left.-\int_{-\infty}^{\infty} A_{h k l}^{S}(L) N_{h k l}^{D}(L) \sin (2 \pi s L) \mathrm{d} L\right\}
\end{align*}
$$

Since for a fixed pair of points inside the particle the PLV is an odd function of $L$, as seen in section 3.1, from eq. 3.47 the real part of the distortion FT term, $M_{h k l}^{D}(L)$, will be an even function of $L$, whereas the imaginary part $N_{h k l}^{D}(L)$ will be an odd function. The size term $A_{h k l}^{S}(L)$ is an even function of $L$. This means that the integrals in eq. 3.48 having the imaginary unit i as factor will be null, since their integrands will be odd functions. The other two integrands will be even functions. Therefore, we can rewrite equation 3.48 as

$$
\begin{equation*}
i_{h k l}(s)=i_{h k l}^{R}(s)+i_{h k l}^{I}(s) \tag{3.49}
\end{equation*}
$$

where

$$
\begin{align*}
& i_{h k l}^{R}(s)=2 K\left(s_{h k l}+s\right) \int_{0}^{\infty} A_{h k l}^{S}(L) M_{h k l}^{D}(L) \cos (2 \pi s L) \mathrm{d} L \\
& i_{h k l}^{I}(s)=-2 K\left(s_{h k l}+s\right) \int_{0}^{\infty} A_{h k l}^{S}(L) N_{h k l}^{D}(L) \sin (2 \pi s L) \mathrm{d} L \tag{3.50}
\end{align*}
$$

$i_{h k l}^{R}(s)$ and $i_{h k l}^{I}(s)$ are called, respectively, the real and imaginary profile components of $i_{h k l}(s)$. In practice, for a monodisperse sample, the integration will always be done up to a limit $L_{\max }=L_{\max }(h, k, l)$, since beyond
that the size term $A_{h k l}^{S}(L)$ will be null. The real profile will always be an even function of $s$ with maximum at 0 , whereas the imaginary component will be odd. Thus, when the imaginary profile is not zero, the resulting profile will have maximum shifted from zero and will be neither an even nor an odd function. This will naturally result in an asymmetric peak profile in reciprocal space carrying the size and strain effects ${ }^{4}$.

When lattice distortion or strains are small $\left(2 \pi s_{h k l} \Delta L(L)\right.$ small for any $L$ ) the real and imaginary distortion FT components can be Taylor expanded as

$$
\begin{align*}
M_{h k l}^{D}(L) & =\left\langle\cos \left(2 \pi s_{h k l} \Delta L(L)\right)\right\rangle_{\Omega^{\prime}} \approx 1-2 \pi^{2} s_{h k l}^{2}\left\langle\Delta L^{2}(L)\right\rangle_{\Omega^{\prime}} \\
& \approx \operatorname{Exp}\left[-2 \pi^{2} s_{h k l}^{2}\left\langle\Delta L^{2}(L)\right\rangle_{\Omega^{\prime}}\right]  \tag{3.51}\\
N_{h k l}^{D}(L) & =\left\langle\sin \left(2 \pi s_{h k l} \Delta L(L)\right)\right\rangle_{\Omega^{\prime}} \approx 2 \pi s_{h k l}\langle\Delta L(L)\rangle_{\Omega^{\prime}}
\end{align*}
$$

With this approximation, all what we need to know in order to build a peak profile with the WPPM approach, are the mean and mean square PLVs in $\Omega^{\prime}$.

[^4]
## Chapter 4

## Diffraction peak profiles of surface relaxed spherical nanocrystals

- ○ - ○ This chapter has been adapted from [18].

The surface structure of crystals is characterized by an atomic environment different from the bulk, influencing chemical bonds on the surface and several atomic layers underneath. A modified atomic rearrangement is responsible for static and dynamic disorder, if not for the formation of specific surface structures, different from the corresponding bulk structure. This phenomenon is well known in surface sciences, where it has been extensively studied under the general terms of surface relaxation and surface reconstruction [19, 20].

The effect most frequently reported for nanoparticle systems is a change in bond distances, related to a surface atomic coordination lower than in the bulk. When observed by X-ray Powder Diffraction (XRPD) the main effect is a displacement of Bragg peaks, most often described in terms of change in average unit cell parameter [21, 22]. This is just part of the effect, since the lattice distortion created by the surface is not homogeneous, being larger on the surface region and decaying toward the inside, and thus yields a peak broadening in addition to peak displacement.

The effects on peak profiles of the Surface Relaxation (SR) phenomenon, as it will be referred to hereafter, has been considered by several authors. The concept of "apparent lattice parameter" was introduced in [23] to link
its plots against the diffraction vector modulus with specific distortion states of a particle due to the surface. Rather basic and simplified models were proposed by Nunes \& Lin [24] and by Ishikawa \& Uemori [25] as well, so to provide closed expressions for the powder diffraction peak profiles; the lattice distortion effect of SR was represented as an exponential displacement of parallel atomic planes near the particle surface. Displacement of single atoms has been recently considered [26, 27, 28], although none of the cited papers present analytical expressions for the peak profiles. The first attempt to model XRPD peak profiles in reciprocal space according to a WPPM approach was reported in [29], but these authors too used a simplified model based on planar displacements, taking no account of the anisotropy of the elastic medium.

In the present chapter we propose a consistent model for the SR effect on XRPD peak profiles which can be used directly within a WPPM approach presented in Chapter 3. Since there is no general rule on how an arbitrary nanoparticle distorts because of the SR effect, we deliberately opted for a simple but flexible model able to account, at least approximately, for a large variety of cases, mostly considering metals or simple inorganic systems. Closed analytical expressions are obtained and peak profiles are computed by the Fourier Transform approach of WPPM. The expressions will depend only on three parameters, each one with a clear physical meaning, characterizing the SR as one more type of crystalline defect, according to the perturbative approach of WPPM. In order to obtain a proof of concept we confine attention to nanoparticles of cubic symmetry and monodisperse spherical shape, but the approach, however, can be extended to lower symmetries and different shapes.

### 4.1 Lattice distortion of nanoparticles due to Surface Relaxation

Surface relaxation may cause quite different, even opposite effects, like contraction or expansion of nanoparticles [22, 30], depending on the specific material considered. Even if these effects have been studied in nanocrys-
talline powders as well as in thin films, here we confine attention to the former case only. Early experiments on fcc metal nanoparticles point out a contraction when the size decreases. This was observed in Au [22], Ag [31], Pt [32] and $\mathrm{Al}[33]$, but in Cu , with clean as well as oxidized surface, no appreciable variation of lattice parameter was found [32, 34]. More recent studies reveal a small decrease in the cell parameter of Cu with crystallite size in the range $20-200 \mathrm{~nm}$ [35]. On the contrary Ni tends to expand $[36,37,38]$. Average contraction with decreasing size was also found in bcc metals, like Fe [39] and W [40], and in non-cubic metals like Sn and Bi below 35 nm of particle size [41]; the latter case was explained as a vacancy effect, although this interpretation is not shared by all authors [42, 43, 44].

While most metal nanoparticles tend to shrink with decreasing size, the opposite is true for several ceramics. $\mathrm{TiO}_{2}$ anatase expands when particle size decreases from 33 to 4 nm [45]; similar observations are reported for cubic $\mathrm{CeO}_{2}$ obtained by different preparations [29, 46, 47], while a significant expansion was observed for $\mathrm{BaTiO}_{3}$ [48], and other perovskites (e.g., $\mathrm{SrTiO}_{3}[49]$ and $\mathrm{PbTiO}_{3}$ [50], which shows expansion dependent on decreasing particle size in the paraelectric cubic polymorph). Surface effect was studied in MgO powders [51]: while samples prepared in vacuum showed lattice contraction for decreasing particle size, those prepared in air expanded. Surface stress and adsorbed water were considered to explain this behavior [52]. Also iron (III) oxide expands in both its main ( $\gamma$ and $\alpha$ ) phases: explanations provided in [53] point out an expansion driven by surface effects. Finally, two non-cubic binary oxides, $\mathrm{ZnO}[54,55,56]$ and $\mathrm{SnO}_{2}[57,58]$, also show lattice expansion in small-sized particles, with different trends for the variation of the unit cell parameters in the tetragonal structure.

Literature on the size-dependent structure of materials is abundant, more examples (also including non-oxide materials) could can be found in $[59,60,61,40]$. The examples mentioned above on several metals and oxides are, nevertheless, enough to illustrate the variability of SR effects, including contingent conditions, like whether nanoparticles are free, or
embedded in a matrix or held on some support (e.g., see the complex cases of silver $[31,62,34,63]$ and anatase $[64,45]$ ). It is therefore difficult to predict whether single-crystal nanoparticles expand or contract when size decreases, as well as the extent of the effect. The model we propose in this chapter describes SR in general terms, without relying on specific details which are expected to be different from one type of material or experiment to another; single atom displacements are mainly driven by the sub-coordination, so the model better applies to metals, but it can also be used empirically for ceramics.

A further element of importance is nanoparticle shape. It is once again difficult to make a general model, valid for any shape, so we consider a spherical shape, which at the same time is (i) sufficiently simple to yield analytical expressions of the SR effect including also elastic anisotropy, but also (ii) a reasonable approximation to many real cases. But we would like to point out that monodisperse, single-crystal and spherical shape nanoparticles can be really produced. Most often nanoparticles have well defined polygonal shape, possibly distorted and with rounded corners $[65,66,67,68,69,70,71,72]$, but silver $[73,74]$ and gold [75] nanospheres have been produced, with sizes below 40 nm and around 80 nm , and in the size range $15-30 \mathrm{~nm}$, respectively. Recently, gold spherical single-crystals have also been obtained below 10 nm with a narrow size distribution using a seed-mediated method [76]. Further examples of metal nanospheres are found for the FePt alloy [77, 78, 79], where spherical shape and monodispersity during annealing treatments can be preserved by high melting-point ceramic coatings $\left(\mathrm{SiO}_{2}\right.$ or MgO$)$ or by grinding with a large excess of NaCl [80, 81, 82, 83]. Highly monodisperse singlecrystal nanoparticles of fct FePt phase are obtained, usually in the $3-10 \mathrm{~nm}$ range and with rounded sphere-like shape, after the salt coating is removed [83, 84]. Single-crystal spherical nanoparticles have also been obtained for perovskites structures and simple oxides, like barium titanate [85], $\mathrm{TiO}_{2}$ brookite [86] and $\mathrm{Mn}_{3} \mathrm{O}_{4}$ [87].

### 4.2 A displacement field due to the Surface Relaxation phenomenon

As concluded in Chapter 3, all what we need to know in order to build a peak profile with the WPPM approach, are the mean and mean square of the Projected Length Variation, as defined in section 3.1. In turn, these two magnitudes depend on the particular displacement field $\mathbf{u}(\mathbf{r})$ describing the distortion of the particle. Taking the Surface Relaxation as the only defect creating the distortion of the crystal structure, we now propose a model for the displacement caused by it in an arbitrary point inside the crystallite.

The displacements of atoms near the surface can be quite complex as it was commented before. There is no a general rule that tell us how much a given atom in a terrace or kink will displace and in which direction [88]. Nevertheless some evidences from experiments and simulations already exist, and they agree in that the amount of this displacement will be proportional to how much sub-coordinated the atom is, i.e. to how much the coordination of the atom decreased respect to one fully coordinated. So this will be one contribution to the displacement of the atoms due to the presence of the surface. We will call it the coordination contribution.

Simulations by Molecular Dynamics have further shown that the distortion due to the surface is not only confined to regions near it, but actually extends into the core of nanoparticles [89]. In the present work we will model this second contribution considering the nanoparticle as an elastically anisotropic body that deforms according to the laws of linear elasticity [90]. We will call this one the elastic contribution.

To keep things simple while still being near to some real experimental cases as mentioned before, we will develop a model for single crystal nanoparticles with spherical shape and monodisperse size distribution (all identical spherical particles). Secondly, we will consider that the atomic displacements are always in radial sense. Molecular Dynamics simulations on metal nanoparticles have shown that while for morphologies far from spheres, like cubes, this assumption is clearly false, for spherical shape it


Figure 4.1: Atomic displacements due to the Surface Relaxation phenomenon. (a) Mean projected displacement along -upper part- and perpendicular -lower part- to some $h k l$ directions, as function of the radial position. Plot for a free standing Cu spherical particle [89]. (b) Atomic displacements projected in the 100 plane for a Ag spherical particle of 5 nm diameter. The predominant blue color of the arrows demonstrate the radial sense of the displacements. The positive off-plane tilt angle is toward the reader (figure built with unpublised data from [28]).
is a good approximation (see Figure 4.1).
The idea of considering the displacement field due to the presence of the surface in terms of "coordination" and "elastic" contributions is not new, as it was already proposed in [28]. In what follows nevertheless, we will consider each contribution separately, providing specific physical justifications in each case. Besides, these contributions will not determine directly the final position of the atoms due to the lattice relaxation, but their displacements from a perfect lattice position. This choice agrees better with the nature of the contributions we are considering for the atomic displacement, as it will be shown later. Last, for the case of the elastic contribution we propose a more physically meaningful expression than what was proposed in [28].

### 4.3 The coordination contribution

Suppose that an atom in some structure (molecule or crystal) is bonded to other $n$ of the same nature. Reviewing the available data about solid materials with metallic and covalent bonds, in 1947 Pauiling observed that the bond radius (half of the inter-atomic distance) of that atom and that of one bonded with only one, can be related with the equation [91]:

$$
\begin{equation*}
R(n)-R(1)=-0.353 \log _{10} n \AA . \tag{4.1}
\end{equation*}
$$

Writing down this expression for the possible maximum coordination $N$ in a crystalline structure and subtracting both of these equations we get

$$
\begin{equation*}
R(n)-R(N)=0.353 \log _{10} \frac{N}{n} \AA . \tag{4.2}
\end{equation*}
$$

If we consider now one sub-coordinated atom in the surface bonded to other $n$, most of them fully coordinated (i.e. other atoms "not in the surface"), the right member of this equation would give approximately the displacement of that atom in surface. This is because we can think about atoms fully coordinated as less free to move, compared to those subcoordinated. The right member of eq. 4.2 says that the displacement of an atom due to the sub-coordination effect is proportional to the logarithm of the ratio between the maximum coordination it can have, $N$, and its real coordination in the crystalline structure, $n$. The value of $n$ will be between a maximum $N$ for fully coordinated atoms in the bulk, and a minimum for some surface atoms. In between values of $n$ can be reasonably assigned to atoms placed in a spherical layer of thickness $r_{o}$, near the surface of the reference spherical nanoparticle of radius $R$ (see Figure 4.2a). We will call it the sub-coordination layer. Inside this layer, $n$ will decrease when we approach the surface. Making an average over all possible directions we can consider $n$ as a continuous function $n(r)$, going from a maximum of $N$, for $r=R-r_{o}$, to a minimum of $M$, for $r=R$, equal to the average coordination of surface atoms. Correspondingly, the logarithm factor in equation 4.2 will go from zero to a maximum of $\log _{10} N / M$ in the same


Figure 4.2: Sub-coordination component of the displacement field. (a) Cross section of the sphere representing a particle with a sub-coordination layer of thickness $r_{o}$ near the surface. (b) Average behavior of the coordination $n$ as function of the radial position $r$. (c) Average behavior of $\log _{10} N / n$ considering the coordination $n$ as a continuous function $n(r)$. The equation of the line segment between the points $P$ and $Q$ is $\log _{10}(N / M)\left(r / r_{o}-\left(R-r_{o}\right) / r_{o}\right)$. See text for more details.
region, giving displacements for all atoms in there and not only for those on the particle surface (sphere surface). This is illustrated in Figure 4.2b and 4.2c. Based on the fact that in general $r_{o} \ll R$, we will consider the behavior of this logarithm term simply linear in the sub-coordination layer, as shown in Figure 4.2c. In this way we obtain a radial displacement component due to the sub-coordination effect, $u^{c}(\mathbf{r})$, which will affect only atoms in a thin layer of thickness $r_{o}$ near the surface:

$$
u^{c}(\mathbf{r})= \begin{cases}0.353 \log _{10} \frac{N}{M}\left(\frac{1}{r_{o}} r-\frac{R-r_{o}}{r_{o}}\right) \hat{\mathbf{r}}, & \text { for } R-r_{o} \leqslant r \leqslant R  \tag{4.3}\\ 0, & \text { for } 0 \leqslant r<R-r_{o}\end{cases}
$$

In this equation it can be seen that the factor $0.353 \log _{10}(N / M)$ will give the average maximum radial displacement possible, which will correspond to atoms in the surface with $r=R$. In order to gain some flexibility in the model we will now let this maximum displacement to be a free signed parameter $\beta$. The same will be done for the sub-coordination layer thickness $r_{o}>0$. They will be parameters to be found from the modelling of the experimental diffraction pattern, in the framework of the WPPM approach. Note that the sign of $\beta$ will determine whether the lattice near
the surface expands $(\beta>0)$ or contracts $(\beta<0)$, taking into account the behavior of different materials as pointed out before. In this way we propose for the sub-coordination component of the displacement field due to the Surface Relaxation phenomenon:

$$
\begin{equation*}
\mathbf{u}^{c}(\mathbf{r})=\beta f_{R, r_{o}}(r) \hat{\mathbf{r}}, \tag{4.4}
\end{equation*}
$$

where

$$
f_{R, r_{o}}(r)= \begin{cases}\frac{1}{r_{o}} r-\frac{R-r_{o}}{r_{o}}, & \text { for } R-r_{o} \leqslant r \leqslant R  \tag{4.5}\\ 0, & \text { for } 0 \leqslant r<R-r_{o}\end{cases}
$$

Although we have made a deduction of this expression following a particular initial idea (that of Pauling [91]) it can be considered as a simplified and general way to describe the lattice distortion near the surface of a nanocrystal. What this equation says is that, due to the truncation of the crystalline structure and thus the sub-coordination of some atoms, there will be a distortion of the lattice which will take its maximum expression in the surface and will extend some distance toward the core. Even if here we have proposed a specific behavior of this distortion, namely a radial displacement of a magnitude that varies linearly, the approach qualitatively agrees with previous ones. For instance, in [23] a core and a surface region with finite thickness were considered as well. The distortion of the lattice was described nevertheless by means of a constant lattice parameter in the core and a radially varying one in the surface region, instead of a continuous displacement field as in this work. Experimentally, it was observed in [92] that lattice distortion in $\mathrm{TiO}_{2}$ nanoparticles were mainly located in the surface. From a theoretically point of view and taking as example this same semiconductor, in [30] the concepts of surface-, near surfaceand bulk-regions, were proposed to differentiate among lattice regions with different degree of distortion due to the surface. There the surface region was defined as that where atoms have a modified coordination geometry, which can be understood as modified distance and bond angles with first neighbors. This effect clearly extends some distance into the core of the particle and is not only confined to atoms exactly on the surface (those
who lose some bonds when the surface is created). Here we have taken this into account through the proposed atomic coordination variation with the distance, $n(r)$. Although the coordination number as a concept does not varies continuously as we proposed, the underlying idea, which is surface lattice distortion that gradually extend some distance into the particle's core, is the same.

### 4.4 The elastic contribution

Several authors have explained the lattice expansion or contraction of small nanoparticles by means of a size-induced equivalent hydrostatic pressure over the particle surface $[93,94,53,44,61]$. If we suppose the spherical nanoparticle as an elastically anisotropic body subject to hydrostatic pressure (Figure 4.3c), equations from the elastostatics theory allow for finding the resulting distortion of the body, $\mathbf{u}(\mathbf{r})$, provided we fully specify its compliance tensor $s_{i j k l}$. To estimate only the radial component of this displacement field we can, nevertheless, follow a simple approach. Suppose we are interested in the radial component of the displacement of a point placed at $\mathbf{r}$ respect to a Cartesian basis $C=\left\{\hat{\mathbf{x}}_{1}, \hat{\mathbf{x}}_{2}, \hat{\mathbf{x}}_{3}\right\}$, parallel to the usual basis of the cubic material. As an approximation, we can assume this displacement equal to what it would be if the point were placed on an infinitesimally thin bar parallel to $\hat{\mathbf{r}}$, subject to a longitudinal pressure $\sigma$ (see Figures 4.3d and 4.4). Let's define the auxiliary Cartesian basis $C^{\prime}=\left\{\hat{\mathbf{x}}_{1}^{\prime}, \hat{\mathbf{x}}_{2}^{\prime}, \hat{\mathbf{x}}_{3}^{\prime}\right\}$ with $\hat{\mathbf{x}}_{1}^{\prime}$ parallel to $\hat{\mathbf{r}}$. Since the bar is homegeneous, we can assume that the stress tensor $\sigma_{i j}$, resulting inside it due to the applied longitudinal pressure, is homogeneous, i.e. independent of the position. This means that the strain tensor $\epsilon_{i j}$ is also homogeneous, since $\epsilon_{i j}=s_{i j k l} \sigma_{k l}$ and all components in the compliance tensor $s_{i j k l}$ are constants [90]. Since the $(1,1)$ component of the strain tensor in the system $C^{\prime}, \epsilon_{11}^{\prime}$, is related to the displacement field in that system $\mathbf{u}^{\prime}\left(u_{1}^{\prime}, u_{2}^{\prime}, u_{3}^{\prime}\right)$ by $\epsilon_{11}^{\prime}=\partial u_{1}^{\prime} / \partial x_{1}^{\prime}$, we conclude that the component of displacement along


Figure 4.3: Model for the response of a spherical nanoparticle subject to an external hydrostatic pressure. (a) Atomistic model of a spherical nanoparticle. (b) Typical displacement field obtained from a Molecular Dynamics simulation. (c) Elastic anisotropic spherical body subject to hydrostatic pressure. (d) Set of intercepting radial bars carved from the spherical body, each one subject to the same longitudinal pressure $\sigma$.
the bar, $u_{1}^{\prime}\left(x_{1}^{\prime}\right)$, is simply proportional to the position $x_{1}^{\prime}$ :

$$
\begin{equation*}
u_{1}^{\prime}\left(x_{1}^{\prime}\right)=\frac{\partial u_{1}^{\prime}}{\partial x_{1}^{\prime}} x_{1}^{\prime}=\epsilon_{11}^{\prime} x_{1}^{\prime} \tag{4.6}
\end{equation*}
$$

The dependence of $u_{1}^{\prime}$ on $x_{2}^{\prime}$ and $x_{3}^{\prime}$ can be neglected since the bar is infinitesimally thin. The ratio between the applied longitudinal pressure $\sigma=\sigma_{11}^{\prime}$ and $\epsilon_{11}^{\prime}$ is the Young modulus, $E$, along the direction of the bar. Since $E=1 / s_{11}^{\prime}$, where $s_{11}^{\prime}$ is the $(1,1)$ component of the compliance


Figure 4.4: Carved bar parallel to the $\hat{\mathbf{x}}^{\prime}$ direction, subject to a longitudinal pressure $\sigma$.
matrix expressed in the $C^{\prime}$ system, eq. 4.6 gives

$$
\begin{equation*}
u_{1}^{\prime}\left(x_{1}^{\prime}\right)=s_{11}^{\prime} \sigma_{11}^{\prime} x_{1}^{\prime} \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
s_{11}^{\prime}=s_{11}-2\left(s_{11}-s_{12}-\frac{1}{2} s_{44}\right)\left(l_{1}^{2} l_{2}^{2}+l_{2}^{2} l_{3}^{2}+l_{3}^{2} l_{1}^{2}\right) \tag{4.8}
\end{equation*}
$$

is the inverse of the Young modulus along the direction of the bar $\left[\hat{\mathbf{x}}_{1}^{\prime}\right]_{C}=$ $\left[l_{1}, l_{2}, l_{3}\right]^{T}$, supposing that the material has cubic symmetry [90]. Now we can generalize eq. 4.7 to an arbitrary orientation of the bar $[\hat{\mathbf{r}}]_{C}=$ $\left[l_{1}, l_{2}, l_{3}\right]^{T}$, obtaining an expression for the radial component of displacement at a point $\mathbf{r}$ inside the spherical nanoparticle:

$$
\begin{equation*}
\mathbf{u}^{e}(\mathbf{r})=\sigma s_{\hat{\mathbf{r}}}^{\prime} r \hat{\mathbf{r}} \tag{4.9}
\end{equation*}
$$

This will be the radial displacement component due to the size-induced hydrostatic pressure and the elastic response of the material. Shortly, the elastic contribution to the displacement. Note that the sign of $\sigma$ will be negative for the case of compression (particle contraction) and positive for
the case of tension (particle expansion). $s_{\hat{\mathbf{r}}}^{\prime}$ is the inverse of the Young modulus along $\hat{\mathbf{r}}$, given by eq. 4.8 provided we are using a Cartesian basis parallel to the cubic basis of the material. In this way we end up with the following expression for the displacement field due to the Surface Relaxation phenomenon:

$$
\begin{equation*}
\mathbf{u}(\mathbf{r})=\mathbf{u}^{e}(\mathbf{r})+\mathbf{u}^{c}(\mathbf{r})=\sigma s_{\hat{\mathbf{r}}}^{\prime} \mathbf{r}+\beta f_{R, r_{o}}(r) \hat{\mathbf{r}} . \tag{4.10}
\end{equation*}
$$

The three parameters of the SR model for describing peak profiles are now visible in this equation. We summarize their definitions: $\sigma$, the sizeinduced pressure; $\beta$, the maximum radial displacement due to the subcoordinated effect; $r_{o}>0$, the thickness of the layer where atoms are displaced mainly because of the sub-coordination effect (sub-coordination layer thickness). Note that $\beta$ and $\sigma$ may have opposite signs, meaning that the particle surface and core show opposite contraction/expansion behavior.

A quick examination of eq. 4.10 shows that it will give a radial strain in the core of the nanoparticle independent of the radial position $\mathbf{r},\|\mathbf{u}\| / r=$ $\sigma s_{\hat{\mathbf{r}}}^{\prime}$. This is in agreement with Molecular Dynamics simulations of metal nanoparticles [27, 89]. Nevertheless, the oscillatory behavior of the radial strain also shown in these studies will not be reproduced by the simple model we are proposing.

### 4.5 The Fourier Transform components for the peak profile due to the Surface Relaxation phenomenon

Once we have defined the displacement field $\mathbf{u}(\mathbf{r})$ we can try to find the corresponding analytical expressions for the distortion terms $M_{h k l}^{D}(L)$ and $N_{h k l}^{D}(L)$ of eqs. 3.51. As shown in those equations, we can do this in terms of the mean and mean square of the Projected Length Variation, $\langle\Delta L(L)\rangle$ and $\left\langle\Delta L^{2}(L)\right\rangle$. To find these two quantities we will follow again Warren [95, 3]. Namely, for a given component of a Bragg reflection we will


Figure 4.5: Diagram for the orthorhombic basis $D^{\prime}$. The arrows indicate transformations of the component of a vector $\mathbf{r}$ from one basis to another. For instance $T[\mathbf{r}]_{D}=[\mathbf{r}]_{D^{\prime}}$. The matrices inside squares are the metric tensors of the corresponding bases. See [17] for details.
find an orthorhombic basis with the $z$-axis parallel to the $h k l$ direction, such that this reflection takes the form $00 l^{\prime}$. This is always possible for cubic symmetry materials [96]. We will then express the deformation field in a Cartesian basis parallel to that basis, and will compute there the mentioned mean values.

Let's denote the basis of the cubic material $D=\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}$ and its reciprocal basis by $D^{*}=\left\{\mathbf{a}^{*}, \mathbf{b}^{*}, \mathbf{c}^{*}\right\}$. In $D^{*}$ the reciprocal lattice vector $\mathbf{s}_{h k l}$, corresponding to the $h k l$ component of the Bragg reflection, will have components $[\mathbf{s}]_{D}=[h, k, l]^{T}$. Similarly, let's denote the orthorhombic basis by $D^{\prime}=\left\{\mathbf{a}^{\prime}, \mathbf{b}^{\prime}, \mathbf{c}^{\prime}\right\}$, and its reciprocal basis by $D^{* *}=\left\{\mathbf{a}^{\prime *}, \mathbf{b}^{\prime *}, \mathbf{c}^{\prime *}\right\}$. Let's denote the metric tensors of $D$ and $D^{\prime}$ by $G$ and $G^{\prime}$, respectively, and the change of basis matrix from $D$ to $D^{\prime}$ by $T$. The relations between these bases and matrices are shown schematically in Figure 4.5. The conditions mentioned before for the orthorhombic basis $D^{\prime}$ can be transformed to three conditions for matrix $T$. First, $T^{-1}$ can be written with integer components, since $D^{\prime}$ is a basis for the same crystalline structure as $D^{1}$.

[^5]Secondly, $T$ must be such that $G^{\prime}$ is a diagonal matrix, since $D^{\prime}$ must be an orthorhombic basis ${ }^{2}$. Third, $T$ must be such that in the reciprocal basis of $D^{\prime}$, s has components $[\mathbf{s}]_{D^{\prime *}}=\left[0,0, l^{\prime}\right]^{T}$, with integer $l^{\prime}$. Let's define the auxiliary matrix with integer entries $A=T^{-t}$. As shown in Figure 4.5, $G^{\prime}=T^{-t} G T^{-1}$. Since $D$ is a cubic basis, $G=a^{2} I$, where $a$ is the lattice parameter and $I$ is the identity matrix. Therefore $G^{\prime}=a^{2} A A^{T}$. Writing down all the matrices in this equation and according to the second condition for $T$ just mentioned we have:

$$
\left[\begin{array}{ccc}
a^{\prime 2} & 0 & 0  \tag{4.11}\\
0 & b^{\prime 2} & 0 \\
0 & 0 & c^{\prime 2}
\end{array}\right]=a^{2}\left[\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{ccc}
a_{11} & a_{21} & a_{31} \\
a_{12} & a_{22} & a_{32} \\
a_{13} & a_{23} & a_{33}
\end{array}\right]
$$

which gives three equations that the entries of $A$ must hold:

$$
\begin{align*}
& a_{11} a_{21}+a_{12} a_{22}+a_{13} a_{23}=0 \\
& a_{11} a_{31}+a_{12} a_{32}+a_{13} a_{33}=0  \tag{4.12}\\
& a_{21} a_{31}+a_{22} a_{32}+a_{23} a_{33}=0
\end{align*}
$$

Other three equations can obtained from the condition $A[\mathbf{s}]_{D^{*}}=[\mathbf{s}]_{D^{\prime *}}$ (see Figure 4.5). Writing down the matrices and according to the third condition for $T$ we have

$$
\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13}  \tag{4.13}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{c}
h \\
k \\
l
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
l^{\prime}
\end{array}\right],
$$

which gives

$$
\begin{align*}
& a_{11} h+a_{12} k+a_{13} l=0 \\
& a_{21} h+a_{22} k+a_{23} l=0  \tag{4.14}\\
& a_{31} h+a_{32} k+a_{33} l=l^{\prime} .
\end{align*}
$$

Now, according to the first condition, we have to find a solution for eqs.

[^6]4.12 and 4.14 with only integer numbers $a_{i j}$. This can easily be done if we give a geometrical interpretation to the problem. We can imagine the numbers $a_{11}, a_{12}$ and $a_{13}$ as the components of a vector $\mathbf{a}_{1}$ in a Cartesian basis, and similarly for the rest of the $a_{i j}$. Then, looking to eqs. 4.12 and 4.14 we conclude that vectors $\mathbf{a}_{1}, \mathbf{a}_{2}$ and $\mathbf{a}_{3}$ are mutually perpendicular and that $\mathbf{a}_{3}$ is parallel to a vector with components $[h, k, l]^{T}$. Let's choose $a_{31}=h, a_{32}=k$ and $a_{33}=l$, i.e. $l^{\prime}=h^{2}+k^{2}+l^{2}$. A vector perpendicular to $\mathbf{a}_{3}$, which can be choosen as $\mathbf{a}_{1}$, is $\mathbf{a}_{3} \times \hat{\mathbf{k}}$, where $\hat{\mathbf{k}}$ is the versor along the $z$-axis of the Cartesian basis. We thus obtain $a_{11}=k, a_{12}=-h$ and $a_{13}=0$. To obtain $\mathbf{a}_{2}$ we just make the cross product $\mathbf{a}_{3} \times \mathbf{a}_{1}$, which gives $a_{21}=h l, a_{22}=k l$ and $a_{23}=-h^{2}-k^{2}$. In this way we obtain for the matrix $A$ :
\[

A=\left[$$
\begin{array}{ccc}
k & -h & 0  \tag{4.15}\\
h l & k l & -h^{2}-k^{2} \\
h & k & l
\end{array}
$$\right]
\]

It can be easily verified that the entries of this matrix satisfy eqs. 4.12 and 4.14. To express the deformation field in a Cartesian basis $C^{\prime}$ parallel to $D^{\prime}$, we need the change of basis matrix, $\alpha$, from $C$ to $C^{\prime}$, where $C$ is the Cartesian basis parallel to $D$. Calling the basis vectors of $D$ and $D^{\prime}$ as $\mathbf{a}_{i}$ and $\mathbf{a}_{i}^{\prime}$, the entry $(i, j)$ of $\alpha$ will be given by the cosine of the angle between $\mathbf{a}_{i}$ and $\mathbf{a}_{j}$ :

$$
\begin{equation*}
\alpha_{i j}=\cos \left(\mathbf{a}_{j}, \mathbf{a}_{i}^{\prime}\right)=\frac{\left[\mathbf{a}_{j}\right]_{D}^{T} G\left[\mathbf{a}_{i}^{\prime}\right]_{D}}{\left\|\mathbf{a}_{j}\right\|\left\|\mathbf{a}_{i}^{\prime}\right\|}=\frac{\left[\mathbf{a}_{j}\right]_{D}^{T}\left[\mathbf{a}_{i}^{\prime}\right]_{D}}{\left(\left[\mathbf{a}_{i}^{\prime}\right]_{D}^{T}\left[\mathbf{a}_{i}^{\prime}\right]_{D}\right)^{1 / 2}} \tag{4.16}
\end{equation*}
$$

where we have used the fact that $\left\|\mathbf{a}_{j}\right\|=a$, the lattice parameter of $D$, and $G=a^{2} I$. Given an arbitrary matrix $m$, let's label its $i$ th row as $m^{(i)}$ and its $j$ th column as $m_{(j)}$. With this notation eq. 4.16 can be worked
out as

$$
\begin{align*}
\alpha_{i j} & =\frac{\left.\left[\delta_{j 1}, \delta_{j 2}, \delta_{j 3}\right]^{-1}\right)_{(i)}}{\left(\left(T^{-1}\right)_{(i)}\left(T^{-1}\right)_{(i)}\right)^{1 / 2}} \\
& =\frac{\left[\delta_{j 1}, \delta_{j 2}, \delta_{j 3}\right] A^{(i)}}{\left(A^{(i)} A^{(i)}\right)^{1 / 2}}=\frac{\sum_{k=1}^{3} \delta_{j k} a_{i k}}{\left(\sum_{k=1}^{3} a_{i k}^{2}\right)^{1 / 2}}  \tag{4.17}\\
& =\frac{a_{i j}}{\left(\sum_{k=1}^{3} a_{i k}^{2}\right)^{1 / 2}}
\end{align*}
$$

where $\delta_{i j}$ is the Kronecker delta. Substituting the entries of matrix $A$ from eq. 4.15 we then obtain for matrix $\alpha$

$$
\alpha=\left[\begin{array}{ccc}
\frac{k}{\sqrt{h^{2}+k^{2}}} & -\frac{h}{\sqrt{h^{2}+k^{2}}} & 0  \tag{4.18}\\
\frac{h l}{\sqrt{\left(h^{2}+k^{2}\right)\left(h^{2}+k^{2}+l^{2}\right)}} & \frac{k l}{\sqrt{\left(h^{2}+k^{2}\right)\left(h^{2}+k^{2}+l^{2}\right)}} & \frac{-h^{2}-k^{2}}{\sqrt{\left(h^{2}+k^{2}\right)\left(h^{2}+k^{2}+l^{2}\right)}} \\
\frac{h}{\sqrt{h^{2}+k^{2}+l^{2}}} & \frac{k}{\sqrt{h^{2}+k^{2}+l^{2}}} & \frac{l}{\sqrt{h^{2}+k^{2}+l^{2}}}
\end{array}\right] .
$$

Note that $\alpha$ is orthogonal $\left(\alpha^{-1}=\alpha^{T}\right)$, as expected for a transformation (rotation) matrix between two Cartesian bases. From eq. 4.10 we see that only the term corresponding to the elastic contribution of the deformation field will be affected by the change of basis $C \longrightarrow C^{\prime}$, since the subcoordination term only depends on the absolute value of $\mathbf{r}$, which remains the same. What we should do now, therefore, is to find the corresponding expression for the inverse of the Young modulus in a given direction, when the used basis is $C^{\prime}$. With the form of $\alpha$ shown above, the compliance tensor $s_{i j k l}$ will transform, in general, in such a way that the corresponding compliance matrix $s_{i j}$ in basis $C^{\prime}$ will not have the usual form for cubic materials. We mean the form referred to the Cartesian basis parallel to the common basis of the cubic material, a case where there are only three distinct entries $s_{11}, s_{12}$ and $s_{44}$ in the compliance matrix [90]. Consequently the inverse of the Young modulus in a given direction will not be given simply by eq. 4.8 but, in principle, by a different expression for each $h k l$ we study. Nevertheless we can save this difficulty and keep using eq. 4.8
if we apply before $\alpha^{-1}$, i.e. if we use the components of the normalized position vector $\mathbf{r}$ in the "old basis". The $i$ th of such components will be given by

$$
\begin{equation*}
l_{i}=\frac{[\mathbf{r}]_{C}^{(i)}}{r}=\frac{\left(\alpha^{-1}[\mathbf{r}]_{C^{\prime}}\right)^{(i)}}{r}=\frac{\left[\alpha_{(i)}\right]^{T}[\mathbf{r}]_{C^{\prime}}}{r} \tag{4.19}
\end{equation*}
$$

Defining the function $g_{h k l}\left([\mathbf{r}]_{C^{\prime}}\right)$ as

$$
\begin{align*}
g_{h k l}\left([\mathbf{r}]_{C^{\prime}}\right) & =l_{1}^{2} l_{2}^{2}+l_{2}^{2} l_{3}^{2}+l_{3}^{2} l_{1}^{2}=\sum_{i=1}^{2} \sum_{j=i+1}^{3} l_{i}^{2} l_{j}^{2} \\
& =r^{-4} \sum_{i=1}^{2} \sum_{j=i+1}^{3}\left(\left[\alpha_{(i)}\right]^{T}[\mathbf{r}]_{C^{\prime}}\right)^{2}\left(\left[\alpha_{(j)}\right]^{T}[\mathbf{r}]_{C^{\prime}}\right)^{2} \tag{4.20}
\end{align*}
$$

we then can express the displacement field in the basis $C^{\prime}$ as

$$
\begin{equation*}
\mathbf{u}(\mathbf{r})=\sigma s_{\hat{\mathbf{r}}}^{\prime \prime} \mathbf{r}+\beta f_{R, r_{o}}(r) \hat{\mathbf{r}} \tag{4.21}
\end{equation*}
$$

where

$$
\begin{equation*}
s_{\hat{\mathbf{r}}}^{\prime \prime}=s_{11}-2\left(s_{11}-s_{12}-s_{44} / 2\right) g_{h k l}\left([\mathbf{r}]_{C^{\prime}}\right) \tag{4.22}
\end{equation*}
$$

All the analytical work that follows will be done with the position vector $\mathbf{r}$ referred to the basis $C^{\prime}$. Therefore let's now call this basis simply $C$, with orthonormal axes $\{\hat{\mathbf{i}}, \hat{\mathbf{j}}, \hat{\mathbf{k}}\}$. The components of $\mathbf{r}$ in $C$ will be denoted as usual $[\mathbf{r}]_{C}=[x, y, z]^{T}$, and the vectorial displacement field with its components along each axis as $\mathbf{u}(\mathbf{r})=\mathbf{u}\left(u_{x}(\mathbf{r}), u_{y}(\mathbf{r}), u_{z}(\mathbf{r})\right)$.

Since in $C$ the $z$-axis is parallel to the $h k l$ direction, the Projected Length Variation between two points separated a distance $|L|$ will be given by

$$
\begin{equation*}
\Delta L(L)=u_{z}(\mathbf{r}+L \hat{\mathbf{z}})-u_{z}(\mathbf{r}) \tag{4.23}
\end{equation*}
$$

From eq. 4.21 the $z$-component of the displacement field is

$$
\begin{equation*}
u_{z}(\mathbf{r})=\sigma s_{\mathbf{r}}^{\prime \prime} z+\beta \frac{f_{R, r_{o}}(r)}{r} z \tag{4.24}
\end{equation*}
$$

This expression is considerably complicated by the complex form of the function $g_{h k l}$, which enters through the term $s_{\hat{\mathbf{r}}}^{\prime \prime}$. The number of terms
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Figure 4.6: Change of basis used to express the $z$-component of the displacement field. (a) Relation between the Cartesian coordinate system $(x, y, z)$ of basis $C$ and the cylindrical coordinate system ( $\rho, \phi, z^{\prime}$ ). (b) Relation between ( $\rho, \phi, z^{\prime}$ ) and the polar coordinate system $\{\varrho, \varphi\}$. The versor $\hat{\varphi}$ in (b) is pointing from the reader toward the paper.
will be further increased when we square it in order to find $\left\langle\Delta L^{2}(L)\right\rangle$. Therefore, it is convenient to make some approximations to simplify it. Adopting a cylindrical coordinate system ( $\rho, \phi, z^{\prime}$ ) related to the basis $C$ system $(x, y, z)$ as:

$$
\begin{align*}
x & =\rho \cos \phi \\
y & =\rho \sin \phi  \tag{4.25}\\
z^{\prime} & =z,
\end{align*}
$$

the only term depending on $\phi$ in eq. 4.24 will be $s_{\hat{\mathbf{r}}}^{\prime \prime}$, since $r=\left(\rho^{2}+z^{2}\right)^{1 / 2}$. See Figure 4.6 a . We can eliminate this dependence approximating $s_{\hat{\mathbf{r}}}^{\prime \prime}$ by its mean over $\phi$, while keeping $\rho$ and $z^{\prime}$ constant (mean over a circular path $\delta l$ of length $l$, centered about and perpendicular to the $z$-axis, and at
height $z$ ):

$$
\begin{align*}
s_{\hat{\mathbf{r}}}^{\prime \prime} \approx \frac{1}{l} \oint_{\delta l} s_{\hat{\mathbf{r}}}^{\prime \prime} \mathrm{d} l & =\frac{1}{2 \pi \rho}\left\{2 \pi \rho s_{11}-2\left(s_{11}-s_{12}-s_{44} / 2\right) \rho \int_{0}^{2 \pi} g_{h k l}\left([\mathbf{r}]_{C}\right) \mathrm{d} \phi\right\} \\
& =s_{11}-\frac{s_{11}-s_{12}-s_{44} / 2}{\pi} \int_{0}^{2 \pi} g_{h k l}\left([\mathbf{r}]_{C}\right) \mathrm{d} \phi \tag{4.26}
\end{align*}
$$

Using eq. 4.20 the integral of $g_{h k l}$ can be solved to give

$$
\begin{equation*}
\int_{0}^{2 \pi} g_{h k l}\left([\mathbf{r}]_{C}\right) \mathrm{d} \phi=\frac{\gamma_{1} z^{4}+\gamma_{2} z^{2} \rho^{2}+\gamma_{3} \rho^{4}}{\left(\rho^{2}+z^{2}\right)^{2}} \tag{4.27}
\end{equation*}
$$

where

$$
\begin{align*}
\gamma_{1} & =2 \pi H \\
\gamma_{2} & =2 \pi\left(H^{\prime}-H\right)  \tag{4.28}\\
\gamma_{3} & =2 \pi\left(\frac{1}{8} H^{\prime}+\frac{5}{8} H\right),
\end{align*}
$$

and

$$
\begin{align*}
H & =\frac{h^{2} k^{2}+k^{2} l^{2}+l^{2} h^{2}}{\left(h^{2}+k^{2}+l^{2}\right)^{2}} \\
H^{\prime} & =\frac{h^{4}+k^{4}+l^{4}}{\left(h^{2}+k^{2}+l^{2}\right)^{2}} . \tag{4.29}
\end{align*}
$$

Eqs. 4.26-4.29 allow us to rewrite eq. 4.24 as

$$
\begin{align*}
u_{z}(\rho, z)= & \sigma z\left[s_{11}-\frac{s_{11}-s_{12}-s_{44} / 2}{\pi\left(\rho^{2}+z^{2}\right)^{2}}\left(\gamma_{1} z^{4}+\gamma_{2} z^{2} \rho^{2}+\gamma_{3} \rho^{4}\right)\right] \\
& +\beta z \frac{f_{R, r_{o}}\left(\left(\rho^{2}+z^{2}\right)^{1 / 2}\right)}{\left(\rho^{2}+z^{2}\right)^{1 / 2}} . \tag{4.30}
\end{align*}
$$

The cylindrical symmetry of eq. 4.30 allows for its further simplification. Let's define another coordinate system, a polar one $(\varrho, \varphi)$, related to the last cylindrical system through

$$
\begin{align*}
& \rho=\varrho \sin \varphi  \tag{4.31}\\
& z=\varrho \cos \varphi,
\end{align*}
$$

and oriented respect to that as shown in Figure 4.6b. In this new system the polar axis is oriented as the $z$-axis, and the polar angle is measured positive in clockwise sense from the latter. Making these substitutions in eq. 4.30 we obtain

$$
\begin{equation*}
u_{z}(\varrho, \varphi)=\sigma \varrho\left(a \cos \varphi+b \cos ^{3} \varphi+c \cos ^{5} \varphi\right)+\beta \cos \varphi f_{R, r_{o}}(\varrho), \tag{4.32}
\end{equation*}
$$

with

$$
\begin{align*}
a & =s_{11}-\gamma_{3}\left(s_{11}-s_{12}-s_{44} / 2\right) / \pi \\
b & =\left(2 \gamma_{3}-\gamma_{2}\right)\left(s_{11}-s_{12}-s_{44} / 2\right) / \pi  \tag{4.33}\\
c & =\left(\gamma_{2}-\gamma_{1}-\gamma_{3}\right)\left(s_{11}-s_{12}-s_{44} / 2\right) / \pi
\end{align*}
$$



Figure 4.7: Geometrical construction for the calculation of $\langle\Delta L(L)\rangle$ and $\left\langle\Delta L^{2}(L)\right\rangle$ in the $\{\hat{\varrho}, \hat{\varphi}\}$ system. The solid of revolution generated by the rotation of the shadowed area around the polar axis, is the region where the mean values $\langle\Delta L(L)\rangle$ and $\left\langle\Delta L^{2}(L)\right\rangle$ will be computed, for a given distance $L$. The blue semi-circle represents a half cross section of the spherical nanoparticle of radius $R$.

The evaluation of $\Delta L$ (eq. 4.23) can now be easily done with the expression of $u_{z}$ in eq. 4.32 and the last polar coordinates system. Let's
denote the coordinates of a point at $\mathbf{r}$, respect to the common origin $O$ we have been using, as $[\mathbf{r}]_{O}=(\varrho, \varphi)$. See Figure 4.6 b . The point at $\mathbf{r}+L \hat{\mathbf{k}}$ will have coordinates $[\mathbf{r}+L \hat{\mathbf{k}}]_{O}=\left(\varrho^{\prime}, \varphi^{\prime}\right)$. From Figure 4.7 it can be seen that $[\mathbf{r}+L \hat{\mathbf{k}}]_{O}=[\mathbf{r}]_{O^{\prime}}$, where $O^{\prime}$ is an origin placed at $(L, \pi)$ respect to $O$. Figure 4.7 allows also for visualizing the region where $\Delta L$ is defined and where its mean and square mean will be computed, for a given value of $L$. It corresponds to the solid of revolution around the polar axis generated by the intersection area of the two equal semi-circles centered at $O$ and $O^{\prime}$, respectively. In this way we obtain for $\Delta L$ :

$$
\begin{align*}
\Delta L= & u_{z}\left(\varrho^{\prime}, \varphi^{\prime}\right)-u_{z}(\varrho, \varphi) \\
= & a \sigma\left(\varrho^{\prime} \cos \varphi^{\prime}-\varrho \cos \varphi\right)+b \sigma\left(\varrho^{\prime} \cos ^{3} \varphi^{\prime}-\varrho \cos ^{3} \varphi\right) \\
& +c \sigma\left(\varrho^{\prime} \cos ^{5} \varphi^{\prime}-\varrho \cos ^{5} \varphi\right)+\beta\left(f_{R, r_{o}}\left(\varrho^{\prime}\right) \cos \varphi^{\prime}-f_{R, r_{o}}(\varrho) \cos \varphi\right) \tag{4.34}
\end{align*}
$$

and for $\Delta L^{2}$ :

$$
\begin{align*}
\Delta L^{2}= & \left(u_{z}\left(\varrho^{\prime}, \varphi^{\prime}\right)-u_{z}(\varrho, \varphi)\right)^{2} \\
= & a^{2} \sigma^{2}\left(\varrho \cos \varphi-\varrho^{\prime} \cos \varphi^{\prime}\right)^{2} \\
& +2 a b \sigma^{2}\left(\varrho \cos \varphi-\varrho^{\prime} \cos \varphi^{\prime}\right)\left(\varrho \cos ^{3} \varphi-\varrho^{\prime} \cos ^{3} \varphi^{\prime}\right) \\
& +b^{2} \sigma^{2}\left(\varrho \cos ^{3} \varphi-\varrho^{\prime} \cos ^{3} \varphi^{\prime}\right)^{2} \\
& +2 a c \sigma^{2}\left(\varrho \cos \varphi-\varrho^{\prime} \cos \varphi^{\prime}\right)\left(\varrho \cos ^{5} \varphi-\varrho^{\prime} \cos ^{5} \varphi^{\prime}\right) \\
& +2 b c \sigma^{2}\left(\varrho \cos ^{3} \varphi-\varrho^{\prime} \cos ^{3} \varphi^{\prime}\right)\left(\varrho \cos ^{5} \varphi-\varrho^{\prime} \cos ^{5} \varphi^{\prime}\right) \\
& +c^{2} \sigma^{2}\left(\varrho \cos ^{5} \varphi-\varrho^{\prime} \cos ^{5} \varphi^{\prime}\right)^{2} \\
& +2 a \beta \sigma\left(\varrho \cos \varphi-\varrho^{\prime} \cos ^{\prime} \varphi^{\prime}\right)\left(f_{R, r_{o}}(\varrho) \cos \varphi-f_{R, r_{o}}\left(\varrho^{\prime}\right) \cos \varphi^{\prime}\right) \\
& +2 b \beta \sigma\left(\varrho \cos ^{3} \varphi-\varrho^{\prime} \cos ^{3} \varphi^{\prime}\right)\left(f_{R, r_{o}}(\varrho) \cos \varphi-f_{R, r_{o}}\left(\varrho^{\prime}\right) \cos \varphi^{\prime}\right) \\
& +2 c \beta \sigma\left(\varrho \cos ^{5} \varphi-\varrho^{\prime} \cos ^{5} \varphi^{\prime}\right)\left(f_{R, r_{o}}(\varrho) \cos \varphi-f_{R, r_{o}}\left(\varrho^{\prime}\right) \cos \varphi^{\prime}\right) \\
& +\beta^{2}\left(f_{R, r_{o}}(\varrho) \cos \varphi-f_{R, r_{o}}\left(\varrho^{\prime}\right) \cos \varphi^{\prime}\right)^{2} . \tag{4.35}
\end{align*}
$$

The computation of $\langle\Delta L(L)\rangle$ and $\left\langle\Delta L^{2}(L)\right\rangle$ now corresponds to the computation of the mean values over the mentioned solid of revolution of the terms enclosed in parenthesis in eqs. 4.34 and 4.35. Using the definitions
in Table 4.1 we finally obtain for $\langle\Delta L(L)\rangle$ and $\left\langle\Delta L^{2}(L)\right\rangle$ the expressions:

$$
\begin{align*}
\langle\Delta L(L)\rangle= & a \sigma G_{1}(R, L)+b \sigma G_{2}(R, L)+c \sigma G_{3}(R, L)+\beta G_{4}\left(R, L, r_{o}\right) \\
\left\langle\Delta L^{2}(L)\right\rangle= & a^{2} \sigma^{2} F_{1}(R, L)+a b \sigma^{2} F_{2}(R, L)+b^{2} \sigma^{2} F_{3}(R, L)+a c \sigma^{2} F_{4}(R, L)  \tag{4.36}\\
& +b c \sigma^{2} F_{5}(R, L)+c^{2} \sigma^{2} F_{6}(R, L)+a \beta \sigma F_{7}\left(R, L, r_{o}\right) \\
& +b \beta \sigma F_{8}\left(R, L, r_{o}\right)+c \beta \sigma F_{9}\left(R, L, r_{o}\right)+\beta^{2} F_{10}\left(R, L, r_{o}\right) \tag{4.37}
\end{align*}
$$

Functions $F_{i}$ and $G_{i}$ are listed in Appendix A for briefness. The mean and mean square PLVs in eqs. 4.36 and 4.37 are referred to the as-built configuration and not to the mean one (see Figure 3.2). Therefore, before using them in eqs. 3.51 to build the peak profiles with the WPPM approach, the corrections in eqs. 3.17 and 3.18 of section 3.2 must be applied.

Table 4.1: Definition of the functions whose mean values are needed to compute $\langle\Delta L(L)\rangle$ and $\left\langle\Delta L^{2}(L)\right\rangle . \operatorname{CV}(R, L)=\left(4 \pi R^{3} / 3\right)\left(L^{3} / 16 R^{3}-\right.$ $3 L / 4 R+1)$ is the common volume between two spheres of radius $R$ separated by distance $L$, and $\delta V$ denotes that region. $\langle f(\mathbf{r})\rangle=[\mathrm{CV}(R, L)]^{-1} \times$ $\iiint_{\delta} f(\mathbf{r}) \mathrm{d}^{3} \mathbf{r}$. See text for more details.

| $f(\mathbf{r})$ | $\langle f(\mathbf{r})\rangle$ |
| :--- | :---: |
| $\varrho^{\prime} \cos \varphi^{\prime}-\varrho \cos \varphi$ | $G_{1}(R, L)$ |
| $\varrho^{\prime} \cos ^{3} \varphi^{\prime}-\varrho \cos ^{3} \varphi$ | $G_{2}(R, L)$ |
| $\varrho^{\prime} \cos ^{5} \varphi^{\prime}-\varrho \cos ^{5} \varphi$ | $G_{3}(R, L)$ |
| $f_{R, r_{o}}\left(\varrho^{\prime}\right) \cos \varphi^{\prime}-f_{R, r_{o}}(\varrho) \cos \varphi$ | $G_{4}\left(R, L, r_{o}\right)$ |
| $\left(\varrho \cos \varphi-\varrho^{\prime} \cos \varphi^{\prime}\right)^{\prime}$ | $F_{1}(R, L)$ |
| $2\left(\varrho \cos \varphi-\varrho^{\prime} \cos \varphi^{\prime}\right)\left(\varrho \cos ^{3} \varphi-\varrho^{\prime} \cos ^{3} \varphi^{\prime}\right)$ | $F_{2}(R, L)$ |
| $\left(\varrho \cos ^{3} \varphi-\varrho^{\prime} \cos ^{3} \varphi^{\prime}\right)^{2}$ | $F_{3}(R, L)$ |
| $2\left(\varrho \cos ^{\prime} \varphi-\varrho^{\prime} \cos \varphi^{\prime}\right)\left(\varrho \cos ^{5} \varphi-\varrho^{\prime} \cos ^{5} \varphi^{\prime}\right)$ | $F_{4}(R, L)$ |
| $2\left(\varrho \cos ^{3} \varphi-\varrho^{\prime} \cos ^{3} \varphi^{\prime}\right)\left(\varrho \cos ^{5} \varphi-\varrho^{\prime} \cos ^{5} \varphi^{\prime}\right)$ | $F_{5}(R, L)$ |
| $\left(\varrho \cos ^{5} \varphi-\varrho^{\prime} \cos ^{5} \varphi^{\prime}\right)^{2}$ | $F_{6}(R, L)$ |
| $2\left(\varrho \cos ^{\prime} \varphi-\varrho^{\prime} \cos ^{\prime} \varphi^{\prime}\right)\left(f_{R, r_{o}}(\varrho) \cos \varphi-f_{R, r_{o}}\left(\varrho^{\prime}\right) \cos \varphi^{\prime}\right)$ | $F_{7}\left(R, L, r_{o}\right)$ |
| $2\left(\varrho \cos ^{3} \varphi-\varrho^{\prime} \cos ^{3} \varphi^{\prime}\right)\left(f_{R, r_{o}}(\varrho) \cos \varphi-f_{R, r_{o}}\left(\varrho^{\prime}\right) \cos \varphi^{\prime}\right)$ | $F_{8}\left(R, L, r_{o}\right)$ |
| $2\left(\varrho \cos ^{5} \varphi-\varrho^{\prime} \cos ^{5} \varphi^{\prime}\right)\left(f_{R, r_{o}}(\varrho) \cos \varphi-f_{R, r_{o}}\left(\varrho^{\prime}\right) \cos \varphi^{\prime}\right)$ | $F_{9}\left(R, L, r_{o}\right)$ |
| $\left(f_{R, r_{o}}(\varrho) \cos \varphi-f_{\left.R, r_{o}\left(\varrho^{\prime}\right) \cos \varphi^{\prime}\right)^{2}}\right.$ | $F_{10}\left(R, L, r_{o}\right)$ |

### 4.6 Surface Relaxation macro for TOPAS

- ○ - ○ This section has been adapted from [97].

The surface relaxation model described above have been implemented in a TOPAS $[98,99]$ macro called WPPM_SR_Sphere [97]. The macro is shown in Figure 4.8, as well as an example call in Figure 4.9, for the case of a Pt nanoparticle. Differently from others WPPM TOPAS macros, in this case the later it is set to do the FT up to the particle diameter as maximum Fourier length: WPPM_L_max $=2^{*} \mathrm{CeV}$ (radioc, radiov)). No stopping criteria is based on the values of the real or imaginary FT (the command WPPM_brake_on_small is not used). This is because for the Surface Relaxation phenomenon the real and imaginary strain FT components may be non-monotonous [97].

### 4.7 Molecular Dynamics simulations setup

In the present thesis Molecular Dynamics simulation were performed to obtain vibrational trajectories of atoms in a particle, and from them the corresponding relaxed configuration (see Figure 3.2). The objective was to obtain a realistic version of the atomic building at room temperature ( 298 K ), i.e. a relaxed configuration, as termed in Figure 3.2 [28, 100]. Simulations were performed in vacuum, and although periodic boundary conditions were enforced, the simulation box was chosen with linear dimension three times larger than the particle radius. In this way cross interactions between different replicas of the system are impossible. The timestep (ts) for simulation was chosen as some orders of magnitude smaller than the reciprocal of the highest frequency of motion [101, 102], while the overall timescale (the duration in wall-time) was long enough to sample a suitable number of statistically uncorrelated configurations of the system. For Pd , for instance, the maximum frequencies are on the order of $\mathrm{THz}=10^{12} s^{-1}[103,104]$, therefore the integration ts is chosen to be 1 femto-second $=10^{-15} \mathrm{~s}$ and the time for the simulation at least 0.75 ns . The potentials used were EAM potentials [105], listed in [106]. All simulations were performed using the Large-scale Atomic/Molecular Massively

```
macro WPPM_SR_Sphere(sigmac, sigmav, betac, betav, roc, rov, radioc,
radiov, shiftc, shiftv, s11, s12, s44) {
    #m_argu sigmac 'in TPa if s11, s12, s44 are in TPa^-1
    #m_argu betac 'in nm
    #m_argu roc 'in nm
    #m_argu radioc 'in nm
    #m_argu shiftc 'pure number
    WPPM_ft_conv = {
        def sigma = CeV(sigmac,sigmav);
        def beta = CeV(betac,betav);
        def ro = CeV(roc, rov);
        def RR = CeV(radioc, radiov);
        def shift = CeV(shiftc, shiftv);
        def qhkl = 2*Pi/(D_spacing*O.1); 'interplanar distance in nm
        def deltaL = meanDeltaL(RR, WPPM_L/(shift+1),H,K,L,s11,s12,s44,
        sigma,beta,ro);
        def deltaLsquare = meanDeltaL2(RR, WPPM_L/(shift+1),H,K,L,s11,s12,
        s44,sigma,beta,ro);
        def deltaLsquareCorr = deltaLsquareCorrFun(deltaL, deltaLsquare,
        shift,WPPM_L/(shift+1));
        return Exp((-1/2)*qhkl~2*deltaLsquareCorr);
    }
    WPPM_ft_conv_im = {
        def sigma = CeV(sigmac,sigmav);
        def beta = CeV(betac,betav);
        def ro = CeV(roc, rov);
        def RR = CeV(radioc, radiov);
        def shift = CeV(shiftc, shiftv);
        def qhkl = 2*Pi/(D_spacing*O.1); 'interplanar distance in nm
        def deltaL = meanDeltaL(RR, WPPM_L/(shift+1),H,K,L,s11,s12,s44,
        sigma, beta, ro);
        def deltaLCorr = deltaLCorrFun(deltaL, shift, WPPM_L/(shift+1));
        return qhkl*deltaLCorr;
    }
    WPPM_L_max = 2*CeV(radioc, radiov);
    WPPM_th2_range = 55;
}
```

Figure 4.8: TOPAS macro WPPM_SR_Sphere. For the exact definition of the functions meanDeltaL, meanDeltaL2, meanDeltaLsquareCorrFun, and so forth, see the file "WPPM_SR_Sphere_macro.inc" in the Supplementary information of [97].

Parallel Simulator (LAMMPS) [107].
The simulations start at 0 K from the as-built configuration, letting the system arrive to a static equilibrium configuration in a maximum of 1000

```
prm !s11 = 7.33706; 'elastic costants for Pt in TPa^-1 units
prm !s12 = -3.0796;
prm !s44 = 12.987;
prm RRR 4.67813' min . 001 max=Min(2 Val+.01,20); val_on_continue=Rand(0,4);
prm nofAtoms 28727.79819`
fit_obj = saxs(X, 10*RRR /*A*/, 1.54059/*A*/, nofAtoms, 78);
prm !aPtbulk = 3.9242;
STR(F_M_3_M)
phase_name "platinum"
Cubic(!aPt 3.9115_0.000041)
    site Pt x 0 y 0 z 0 occ Pt 1 beq 0
MVW( 780.312, 59.845, 100.000`)
prm !ssigma -0.000392 , TPa
prm !bbeta -0.0214 ' nm
prm !rro 0.133 ' nm
prm kk = Constant(aPt)/aPtbulk -1;
WPPM_Sphere(, RRR)
WPPM_SR_Sphere(,ssigma, ,bbeta, ,rro, ,RRR, ,kk,s11,s12,s44)
```

Figure 4.9: Macro call example for macro WPPM_SR_Sphere. The saxs function models the small angle scattering from a sphere; see the Supplementary information of [97] for its definition.
ts. Then a chain of Nose-Hoove thermostats in NVT regime is used, to slowly bring the system to room temperature conditions. The total number of ts used at this stage is 250000 , evenly divided among each thermostat. Equilibration before system sampling is achieved letting it further evolve in NVE regime, during 500000 ts , once room temperature is reached at the end of the chain. System sampling every 1000 ts is made during additional 250000 ts, after which the simulation ends. With this sampling a vibrational trajectory at room temperature is obtained, composed of 250 particle snapshots. The relaxed configuration is obtained averaging the configurations in the vibrational trajectory. Powder diffraction patterns carrying only the effect of the static disorder, can then be computed feeding the Debye scattering equation with the relaxed configuration [28, 100]. Thermal Diffuse Scattering patterns, on the other hand, can be obtained from the vibration trajectory, as described in Chapter 5.


Figure 4.10: Inverse proportionality between effective pressure and nanoparticle radius (from Table 4.2, see text for details).

### 4.8 Test of the Surface Relaxation model

To test the model described so far we used nanocrystals at room temperature, obtained through Molecular Dynamics (MD) simulations as described in section 4.7. To start with we displace atom positions of an ideal, perfect spherical nanocrystal, according to eq. 4.10, to match the MD relaxed configuration. To this purpose we minimize the sum of squares of distances between atomic positions, i.e. parameters $\sigma, \beta$ and $r_{o}$ were varied to minimize the function $h$ :

$$
\begin{equation*}
h\left(\sigma, \beta, r_{o}\right)=\sum_{i=1}^{N}\left[\mathbf{r}_{i, r}-\left(\mathbf{r}_{i, u}+\mathbf{u}\left(\mathbf{r}_{i, u}\right)\right)\right]^{2}, \tag{4.38}
\end{equation*}
$$

with $N$ as the number of atoms, and $\mathbf{r}_{i, r}$ and $\mathbf{r}_{i, u}$, as positions of the $i$ th atom, respectively in the MD relaxed configuration and according to eq. 4.10. This procedure was applied to spherical nanocrystals of $\mathrm{Ag}, \mathrm{Pb}, \mathrm{Pd}$ and Pt , with radius of $6,9,12$ and 20 unit cells. Results are listed in Table 4.2.

As expected, the increase of $\sigma$ is inversely proportional to the nanoparticle radius (Figure 4.10), with larger values for stiffer metals, i.e. growing in the sequence $\mathrm{Pb} \rightarrow \mathrm{Ag} \rightarrow \mathrm{Pd} \rightarrow \mathrm{Pt}$. Differences in $\beta$ and $r_{o}$ values for different metals are small, pointing out similarity in the SR effect. Pb is most peculiar in this group of metals, with a thicker sub-coordination layer of

Table 4.2: Values of parameters in eq. 4.10 after minimization of eq. 4.38 for nanoparticles of different metals and sizes. The Young Modulus is shown for each metal.

| metal | radius $[\mathrm{nm}]$ | $\sigma[\mathrm{GPa}]$ | $\beta[\AA]$ | $r_{o}[\AA]$ |
| :---: | :---: | :---: | :---: | :---: |
| Ag | 2.45 | $-1.75 \mathrm{e}-1$ | $-2.11 \mathrm{e}-1$ | 1.56 |
| $(83 \mathrm{GPa})$ | 3.68 | $-8.94 \mathrm{e}-2$ | $-2.06 \mathrm{e}-1$ | 1.48 |
|  | 4.90 | $-5.72 \mathrm{e}-2$ | $-2.02 \mathrm{e}-1$ | 1.52 |
|  | 8.17 | $-8.70 \mathrm{e}-3$ | $-1.98 \mathrm{e}-1$ | 1.46 |
| Pb | 2.97 | $-4.03 \mathrm{e}-2$ | $-4.19 \mathrm{e}-1$ | 2.13 |
| $(16 \mathrm{GPa})$ | 4.46 | $-1.90 \mathrm{e}-2$ | $-4.34 \mathrm{e}-1$ | 1.92 |
|  | 5.94 | $-8.28 \mathrm{e}-3$ | $-4.36 \mathrm{e}-1$ | 1.93 |
| Pd | 9.90 | $4.90 \mathrm{e}-3$ | $-4.22 \mathrm{e}-1$ | 1.86 |
| $(121 \mathrm{GPa})$ | 2.33 | $-4.16 \mathrm{e}-1$ | $-2.01 \mathrm{e}-1$ | 1.39 |
|  | 3.50 | $-2.91 \mathrm{e}-1$ | $-1.92 \mathrm{e}-1$ | 1.35 |
|  | 4.67 | $-2.30 \mathrm{e}-1$ | $-1.84 \mathrm{e}-1$ | 1.38 |
| Pt | 7.78 | $-1.57 \mathrm{e}-1$ | $-1.84 \mathrm{e}-1$ | 1.33 |
| $(168 \mathrm{GPa})$ | 2.35 | $-5.95 \mathrm{e}-1$ | $-2.22 \mathrm{e}-1$ | 1.43 |
|  | 3.53 | $-4.63 \mathrm{e}-1$ | $-2.19 \mathrm{e}-1$ | 1.32 |
|  | 4.71 | $-3.92 \mathrm{e}-1$ | $-2.14 \mathrm{e}-1$ | 1.33 |
|  | 7.85 | $-3.06 \mathrm{e}-1$ | $-2.12 \mathrm{e}-1$ | 1.27 |

about 0.2 nm , likely due to the much smaller Young modulus compared to the other three metals. In addition, it effectively shows a particle core transition from contraction to expansion when increasing size, while in the surface contraction is still predominant (see also Figure 4.12a). Nanoparticle surface contraction $(\beta)$ agrees with experimental values of surface atom displacement in several fcc metals, including Au [26], Pt [108] and Pd [109].

Comparison between MD simulations and nanocrystal deformed according to the model can also be made for the corresponding XRPD patterns, obtained by feeding the atomic coordinates to the Debye scattering equation. Figure 4.11a shows the XRPD pattern for a Pd nanocrystal of radius 6 unit cells ( 2.3 nm ). Agreement between MD (dots) and the model (line) is quite good, as it is demonstrated by the small difference (see residual below, amplified by a factor 10X). Agreement further im-
proves for larger sizes (Figure 4.11b); the proposed model seems to work even better for Ag , as shown in Figure 4.11c. The inset shows a detail of the main effect of SR , which is peak shift, with finer details affecting the line profiles. Results for Pb (Figure 4.11d) are still acceptably good, although the match between XRPD patterns generated by MD and the model is the least satisfactory of the four metals investigated. Reason is (i) low stiffness of Pb , causing large deformation (cf. $\beta$ in Table 4.2), (ii) quite high elastic anisotropy (Zener ratio $A_{z}=4.1$ [110]), and (iii) low shear modulus (5.6 GPa). As a consequence, the atomic displacements from the perfect crystal lattice positions of a Pb nanosphere (Figure 4.12b) have a larger non-radial component, causing deviations from the proposed model.

A common tool in the analysis of XRPD line profiles is the Warren plot. As illustrated in section 3.1, different values of the PLV, $\Delta L(L)$, are obtained when different line segments of length $|L|$ are examined inside a particle, in general. First introduced in a seminal paper on the so-called Warren-Averbach method [95], the Warren plot is a plot of the standard deviation of $\Delta L(L)$ against $L$, for some specific direction, i.e. $\sigma_{\Delta L}=$ $\sqrt{\left\langle\Delta L^{2}\right\rangle-\langle\Delta L\rangle^{2}}$ vs $L$. If the mean displacement is zero we simply have $\sigma_{\Delta L}=\sqrt{\left\langle\Delta L^{2}\right\rangle}$ vs $L$. The Warren plot for the pattern in Figure 4.11c (Ag nanosphere) is shown in Figure 4.13a, for the [111] direction. Discrete points are from MD and from the model given by eq. 4.10 , whereas the line is given by the model's eqs. 4.36 and 4.37. The distribution corresponding to the data point indicated by the arrow is shown in Figure 4.13b. The good agreement in Figure 4.13a, between MD result and model confirms the validity of the proposed approach to capture information on the atomic displacement caused by SR. Contrary to what reported for work-hardened metals, $\sigma_{\Delta L}$ steadily grows with $L$. This is a peculiarity of the SR effect, related to the effective hydrostatic pressure and sub-coordination effects. A similar trend, although less markedly growing with $L$, was observed for small metal domains embedded in a polycrystalline matrix, where also some effective uniform pressure was active [111]. The study of line profiles from nanocrystals could therefore provide insights on the specificity of the


Figure 4.11: XRPD patterns for spherical nanoparticles: (a) Pd, radius 2.3 nm and (b) 4.7 nm ; (c) Ag , radius 4.9 nm ; (d) Pb , radius 4.5 nm . Patterns are obtained by using the Debye scattering equation with atomic coordinates provided by MD (dot) or by applying the SR model: the difference (residual) is shown below with a 10X magnification factor. Used parameter values are shown in the inset of each pattern; a further inset in (c) shows the shift between the peak position of the starting perfect spherical crystal model (unrelaxed, orange) and same crystal after application of the model. $N$ is the number of atoms in the particle in each case.
atomic displacement, which depend on nanocrystal composition, size and shape, as well as on the environment.


Figure 4.12: Scaled atomic displacements projected in the 100 plane for some Pb spherical particles. (a) One fourth of the cross section, radius 9.90 nm . (b) Whole cross section, radius 4.5 nm (pattern shown in Figure 4.11d). Arrow lengths are magnified by a factor 15 for easier reading of the figure, to highlight non-radial displacement components (cf. Figure 4.1 b for Cu ). The positive off-plane tilt angle is toward the reader. Figure built with unpublished data from [28].


Figure 4.13: (a) Warren plots along [111] for the Ag nanoparticle of radius 4.9 nm (Figure 4.11c). Square points are obtained from the relaxed atomic configuration provided by MD, whereas circles are from the model eq. 4.10 with parameters from the minimization of eq. 4.38 ; the line is the corresponding continuous trend of $\sigma_{\Delta L}$ according to the model (see text for details). The arrow indicates the data point corresponding to the distribution (b) shown aside.

## Chapter 5

## Thermal Diffuse Scattering in nanoparticles

As shown in Chapter 2, the total scattered intensity from a particle can be split in two contributions, the Bragg and the Thermal Diffuse Scattering (TDS) intensity. When integrated with the powder average, the TDS intensity in reciprocal space gives rise to peaks underneath the Bragg peaks, forming a background profile far from a flat or polynomial one [112, 7, 3]. The later featureless TDS contributions would therefore lead to errors in the calculated integrated intensities or modeled Bragg peak profiles. Because of this, many models have been proposed to account for thermal vibrations (see [113], section 7.1.4, and references therein). Any departure from a mean (after thermal vibration) perfect crystalline structure will also cause diffuse scattering [114], masking the effect of the TDS in a one dimensional diffraction pattern. Therefore, the goal of the mentioned TDS model is to estimate as accurate as possible the contribution of the TDS intensity to the total scattered intensity at each $2 \theta$, rather than to extract information about the phenomena underlying the TDS. All diffuse scattering intensity not due to thermal vibration is then taken into account through an additional polynomial background. This approach allows for a better profile, and thus integrated intensity determination in structural and microestructural studies of polycristalline materials (see, for instance, [3] p. 199).

Since the 60s of last century the TDS models for powder samples have
been extended to deal also with fine particles, or nanoparticles, as it is preferred to term them nowadays (see [113], section 7.4.2, and references therein). The extensions have been based mainly on modifications to the same theory proposed for larger particles, by using more suitable Vibrational Densities of States and defining a non-zero minimum vibration mode wavelength. One of these model is the work by Beyerlein et. al. [115]. In that work the validity of the extension is assessed by comparing against patterns computed with the Debye equation, over atomic configurations obtained through Molecular Dynamics simulations. In the present chapter this model is reviewed, supplying for additional details and correcting some errors in the original work. In addition, we improve the assessing procedure used by Beyerlein et. al. by comparing against the profile of the TDS alone, instead of the total profile which, in general, is several orders of magnitude more intense (as shown in section 2.4, the Debye equation always gives the total intensity at any $s$ ). This will allow to isolate and study with greater detail the dynamic component of the disorder in a nanoparticle. Particularly, the anisotropy of the TDS will be shown, highlighting the limitations of Beyerlein et. al., and similar, models.

### 5.1 The Vibrational Density of States in nanoparticles

The vectors $\mathbf{g}$ that give atomic vibrations with all possible frequencies, according to the Born-von Kármán theory of lattice dynamics introduced in section 2.3, are inside the first Brillouin zone. The angular frequency $\omega_{\mathbf{q} j}=2 \pi \nu_{\mathbf{q} j}$ of wave $\mathbf{q} j$ in this theory is, in general, given by a dispersion relation $\omega_{\mathbf{q} j}=\omega_{\mathbf{q} j}(\mathbf{q})$. Counting the waves with frequency between $\omega$ and $\omega+\mathrm{d} \omega$ among all the modes, the so called Vibrational Density of States (VDOS), $g(\omega)$, is constructed. It has been proposed that a small particle size introduces new vibration modes respect to those of a macrocrystal [116, 117, 118]. Based on the calculations of the vibration modes inside a cube with rigid walls by Bolt and Maa [119, 120], Montroll proposed a
"small particle" VDOS as [116]:

$$
g(\nu)= \begin{cases}\frac{4 \pi V}{c_{3}} \nu^{2}+\frac{\pi S}{2 c_{2}} \nu+\frac{E}{8 c_{1}}, & \text { for } 0 \leqslant \nu \leqslant \nu_{\max }  \tag{5.1}\\ 0, & \text { otherwise }\end{cases}
$$

where the $c_{j}$ are constants related to the average speed of longitudinal and transverse sound waves in the material, $c_{l}$ and $c_{t}$ respectively, as

$$
\begin{equation*}
c_{j}^{-1}=c_{l}^{-j}+2 c_{t}^{-j} . \tag{5.2}
\end{equation*}
$$

The symbols $V, S$ and $E$ in eq. 5.1 stand for the particle's volume, surface and total edge length, respectively. The maximum frequency $\nu_{\max }$, on the other hand, is found from the normalization condition of the VDOS according to the Born-von Kármán theory of lattice dynamics. For a material with $N$ primitive unit cells per crystallite and $n=1$ atoms per primitive unit cell, this condition takes the form:

$$
\begin{equation*}
\int_{0}^{\nu_{\max }} g(\nu) \mathrm{d} \nu=3 N . \tag{5.3}
\end{equation*}
$$

As proposed by Beyerlein et. al. [115], the maximum wavelength of stationary wave that can be present in an isolated crystallite can be approximated by twice its linear dimension, $\lambda_{\max } \approx 2 D$. This means that vectors $\mathbf{g}=\mathbf{q} /(2 \pi)=(1 / \lambda) \hat{\mathbf{q}}$ will have some minimum length $g_{\text {min }}=1 /(2 D)$. Due to its great analytical simplicity we now assume the Debye lattice model [6], according to which all waves are pure longitudinal or pure transverse, with mean constant velocities $c_{l}$ and $c_{t}$, respectively. Furthermore, for the dispersion of mode $\mathbf{g} j$ it is assumed a simple linear relation

$$
\begin{equation*}
\nu_{\mathbf{g} j}(\mathbf{q})=c_{s} g, \tag{5.4}
\end{equation*}
$$

where $c_{s}$ is a constant average velocity given by [3]:

$$
\begin{equation*}
\frac{1}{c_{s}^{2}}=\frac{1}{3}\left(\frac{1}{c_{l}^{2}}+\frac{2}{c_{t}^{2}}\right) . \tag{5.5}
\end{equation*}
$$

This implies that the minimum vibration frequency for all modes will not be 0 as assumed in eq. 5.1, but

$$
\begin{equation*}
\nu_{\min }=c_{s} g_{\min }=\frac{c_{s}}{2 D} \tag{5.6}
\end{equation*}
$$

The normalization condition in eq. 5.3 would then read as

$$
\begin{align*}
3 N=\int_{\nu_{\min }}^{\nu_{\max }} g(\nu) \mathrm{d} \nu= & \frac{4 \pi V}{3 c_{3}}\left(\nu_{\max }^{3}-\nu_{\min }^{3}\right)+\frac{\pi S}{4 c_{2}}\left(\nu_{\max }^{2}-\nu_{\min }^{2}\right)  \tag{5.7}\\
& +\frac{E}{8 c_{1}}\left(\nu_{\max }-\nu_{\min }\right)
\end{align*}
$$

from which the maximum allowed frequency can be found as $[116]^{1}$ :

$$
\begin{equation*}
\nu_{\max }=\left(\frac{9 N^{\prime} c_{3}}{4 \pi V}\right)^{1 / 3}\left[1-\frac{\pi S}{36 c_{2} N^{\prime 1 / 3}}\left(\frac{9 c_{3}}{4 \pi V}\right)^{2 / 3}+O\left(N^{\prime-2 / 3}\right)\right] \tag{5.8}
\end{equation*}
$$

with

$$
\begin{equation*}
3 N^{\prime}=3 N+\frac{4 \pi V}{3 c_{3}} \nu_{\min }^{3}+\frac{\pi S}{4 c_{2}} \nu_{\min }^{2}+\frac{E}{8 c_{1}} \nu_{\min } \tag{5.9}
\end{equation*}
$$

Since we are neglecting dispersion, the number of vectors $\mathbf{g}$ in reciprocal space with norm between $g$ and $g+\mathrm{d} g$ can be found directly from the distribution in eq. 5.1 as $c_{s} \times g\left(\nu=c_{s} g\right)$ :

$$
\rho(g)= \begin{cases}4 \pi V\left\{\alpha_{3} g^{2}+\frac{\alpha_{2}}{8} \frac{S}{V} g+\frac{\alpha_{1}}{32 \pi} \frac{E}{V}\right\}, & \text { for } g_{\min } \leqslant g \leqslant g_{\max }  \tag{5.10}\\ 0, & \text { otherwise }\end{cases}
$$

where the dimensionaless constants $\alpha_{j}$ are equal to

$$
\begin{equation*}
\alpha_{j}=\frac{c_{s}^{j}}{c_{j}}=\frac{1+2 c_{l}^{j} / c_{t}^{j}}{\left[(1 / 3)\left(1+2 c_{l}^{2} / c_{t}^{2}\right)\right]^{j / 2}} \tag{5.11}
\end{equation*}
$$

[^7]In the Born-von Kármán theory the number of $\mathbf{g}$-vectors in the first Brillouin zone is $N$, the number of primitive unit cells in the crystal, so the normalization condition for $\rho(g)$ would read as

$$
\begin{equation*}
N=\int_{g_{\min }}^{g_{\max }} \rho(g) . \tag{5.12}
\end{equation*}
$$

Using then eq. 5.10 this gives a maximum length for the $\mathbf{g}$-vectors

$$
\begin{equation*}
g_{\max }=\left(\frac{3 N^{\prime \prime}}{4 \pi V \alpha_{3}}\right)^{1 / 3}\left[1-\frac{\pi \alpha_{2} S}{12 N^{\prime \prime 1 / 3}}\left(\frac{3}{4 \pi V \alpha_{3}}\right)^{2 / 3}+O\left(N^{\prime \prime-2 / 3}\right)\right], \tag{5.13}
\end{equation*}
$$

with

$$
\begin{equation*}
N^{\prime \prime}=N+4 \pi V\left\{\frac{\alpha_{3}}{3} g_{\min }^{3}+\frac{\alpha_{2}}{16} \frac{S}{V} g_{m i n}^{2}+\frac{\alpha_{1}}{32 \pi} \frac{E}{V} g_{m i n}\right\} . \tag{5.14}
\end{equation*}
$$

Note that in this way we have approximated the Brillouin zone as a hollow sphere, of inner and outer radius equal to $g_{\min }$ and $g_{\max }$, respectively. The allowed $\mathbf{g}$-vectors will be inside that region only. The volume of this zone is not equal to the volume of the primitive unit cell in reciprocal space, as in the Born-von Kármán theory, but is determined by the assumed VDOS, the normalization condition of the corresponding density $\rho(g)$, and the assumed Debye lattice model.

Warren's model for the TDS powder profiles of cubic symmetry and monatomic macrocrystals is also based on the Debye lattice model, but considers the Brollouin zone as a common sphere, of volume equal to the Brillouni zone volume in the Born-von Kármán theory [3]. The latter is the volume of the primitive unit cell in reciprocal space, so that Warren's Brillouin zone radius is given by $g_{\max }=\left(3 n b^{3} /(4 \pi)\right)^{1 / 3}$, where $n$ is the number of atoms per cubic cell and $b$ is the cubic reciprocal lattice parameter. This means that Warren's VDOS and density of norms of $\mathbf{g}$-vectors
are given by:

$$
g_{W}(\nu)= \begin{cases}4 \pi V \nu^{2} / c_{s}^{3}, & \text { for } 0 \leqslant \nu \leqslant c_{s} g_{\max }  \tag{5.15}\\ 0, & \text { otherwise }\end{cases}
$$

and

$$
\rho_{W}(g)= \begin{cases}4 \pi V g^{2}, & \text { for } 0 \leqslant g \leqslant g_{\max }  \tag{5.16}\\ 0, & \text { otherwise }\end{cases}
$$

Comparing eqs. 5.1 and 5.10 with eqs. 5.15 and 5.16 we can see that Montroll's VDOS and $\rho(g)$ density, reduce to the Warren's ones by neglecting the surface effects (particle diameter $D \rightarrow \infty$ ), and assuming $c_{3}=c_{s}^{3}$ :

$$
\left\{\begin{array}{l}
c_{3}=c_{s}^{3}  \tag{5.17}\\
S=0 \\
E=0 \\
g_{\min }=0
\end{array}\right.
$$

### 5.2 The Debye-Waller exponent of nanoparticles

According to the Born-von Kármán theory of lattice dynamics, the DebyeWaller exponent, $M$, at temperature $T$ for a monatomic material, can be expressed as [3]:

$$
\begin{align*}
M=M(\mathbf{s}) & =\frac{h}{8 \pi^{2} N m} \sum_{\mathbf{g} j} \frac{\left(2 \pi \mathbf{s} \cdot \hat{\mathbf{e}}_{\mathbf{g} j}\right)^{2}}{\nu_{\mathbf{g} j}}\left(\frac{1}{\operatorname{Exp}\left[h \nu_{\mathbf{g} j} /\left(k_{B} T\right)\right]-1}+\frac{1}{2}\right) \\
& =\frac{s^{2} h}{4 N m} \sum_{\mathbf{g} j} \frac{\cos ^{2}\left(\mathbf{s}, \hat{\mathbf{e}}_{\mathbf{g} j}\right)}{\nu_{\mathbf{g} j}} \operatorname{coth} \frac{h \nu_{\mathbf{g} j}}{2 k_{B} T} \tag{5.18}
\end{align*}
$$

where the sum extends over all vibration modes $\mathbf{g} j$. In this equation $m$ is the atom mass, $N$ is the number of primitive unit cells or atoms in the crystallite, $h$ is the Plank constant and $k_{B}$ is Boltzman constant; $\cos ^{2}\left(\mathbf{s}, \hat{\mathbf{e}}_{\mathbf{g} j}\right)$
denotes the square of the cosine of the angle between the scattering vector, $\mathbf{s}$, and the polarization vector of wave $\mathbf{g} j, \hat{\mathbf{e}}_{\mathbf{g} j}$. At high temperatures we can make the approximation

$$
\begin{equation*}
\operatorname{coth} \frac{h \nu_{\mathbf{g} j}}{2 k_{B} T} \approx \frac{2 k_{B} T}{h \nu_{\mathbf{g} j}} \tag{5.19}
\end{equation*}
$$

transforming eq. 5.18 into

$$
\begin{equation*}
M(\mathbf{s})=\frac{s^{2} k_{B} T}{2 N m} \sum_{\mathbf{g} j} \frac{\cos ^{2}\left(\mathbf{s}, \hat{\mathbf{e}}_{\mathbf{g} j}\right)}{\nu_{\mathbf{g} j}^{2}} \tag{5.20}
\end{equation*}
$$

The Debye lattice model allows for expressing the sum in eq. 5.20 as

$$
\begin{align*}
\sum_{\mathbf{g} j} \frac{\cos ^{2}\left(\mathbf{s}, \hat{\mathbf{e}}_{\mathbf{g} j}\right)}{\nu_{\mathbf{g} j}^{2}} & =\frac{1}{c_{s}^{2}} \sum_{\mathbf{g}} \frac{1}{g^{2}} \sum_{j} \cos ^{2}\left(\mathbf{s}, \hat{\mathbf{e}}_{\mathbf{g} j}\right)  \tag{5.21}\\
& =\frac{1}{c_{s}^{2}} \sum_{\mathbf{g}} \frac{1}{g^{2}}
\end{align*}
$$

since the versors $\hat{\mathbf{e}}_{\mathbf{g} j}, j=1,2,3$, are mutually perpendicular for any $\mathbf{g}$. Note that in this step we have lost the directional dependence of the DebyeWaller exponent (and Debye-Waller factor $B=4 M / s^{2}$ ), obtaining an isotropic approximation of it, $M(s)$ :

$$
\begin{equation*}
M(\mathbf{s}) \approx M(s)=\frac{s^{2} k_{B} T}{2 N m c_{s}^{2}} \sum_{\mathbf{g}} \frac{1}{g^{2}} \tag{5.22}
\end{equation*}
$$

We now assume that, despite the small particle size, the density $\Gamma(\mathbf{g})$ of g-vectors in reciprocal space is high, so we can approximate the sum in eq. 5.22 by an integral over the Brillouin zone. Using eq. 5.10 we therefore
write

$$
\begin{align*}
& \sum_{\mathbf{g}} \frac{1}{g^{2}}=\int_{B Z} \Gamma(\mathbf{g}) \frac{1}{g^{2}} \mathrm{~d}^{3} \mathbf{g}=\int_{g_{\min }}^{g_{\max }} \rho(g) \frac{1}{g^{2}} \mathrm{~d} g \\
& \quad=V\left\{4 \pi \alpha_{3}\left(g_{\max }-g_{\min }\right)+\frac{\pi \alpha_{2}}{2} \frac{S}{V} \log \frac{g_{\max }}{g_{\min }}+\frac{\alpha_{1}}{8} \frac{E}{V}\left(g_{\min }^{-1}-g_{\max }^{-1}\right)\right\} \tag{5.23}
\end{align*}
$$

Defining the contribution to the Debye-Waller exponent (and factor) by the volume, surface and edges of the particle, respectively as $\left(Y_{0}\right)_{V},\left(Y_{0}\right)_{S}$ and $\left(Y_{0}\right)_{E}$ :

$$
\begin{align*}
\left(Y_{0}\right)_{V} & =4 \pi \alpha_{3}\left(g_{\max }-g_{\min }\right) \\
\left(Y_{0}\right)_{S} & =\frac{\pi \alpha_{2}}{2} \frac{S}{V} \log \frac{g_{\max }}{g_{\min }}  \tag{5.24}\\
\left(Y_{0}\right)_{E} & =\frac{\alpha_{1}}{8} \frac{E}{V}\left(g_{\min }^{-1}-g_{\max }^{-1}\right)
\end{align*}
$$

as well as the factor $A(s)$,

$$
\begin{equation*}
A(s)=\frac{s^{2} k_{B} T V}{N m c_{s}^{2}} \tag{5.25}
\end{equation*}
$$

we obtain a nanoparticle Debye-Waller exponent as

$$
\begin{equation*}
M(s)=\frac{1}{2} A(s)\left[\left(Y_{0}\right)_{V}+\left(Y_{0}\right)_{S}+\left(Y_{0}\right)_{E}\right] \tag{5.26}
\end{equation*}
$$

Neglecting surface effects, i.e. assuming eqs. 5.17, we will have that $\left(Y_{0}\right)_{V}=4 \pi g_{\max }$ and $\left(Y_{0}\right)_{S}=\left(Y_{0}\right)_{E}=0$. Therefore eq. 5.26 will reduces to

$$
\begin{equation*}
M(s)=\frac{3}{2} \frac{s^{2} k_{B} T}{m c_{s}^{2}} \frac{1}{g_{m}^{2}} \tag{5.27}
\end{equation*}
$$

which is Warren's expression for the Debye-Waller exponent at hight temperatures (taking $T \rightarrow \infty$ in eq. 11.77 of [3]).

### 5.3 The first-order TDS in reciprocal space

In electron units, the first order TDS intensity in reciprocal space for a monatomic material is given by eq. 2.33:

$$
\begin{equation*}
I_{1}(\mathbf{s})=\frac{1}{2} f^{2} \mathrm{e}^{-2 M} \sum_{\mathbf{g} j} G_{\mathbf{g} j}\left\{I_{o}(\mathbf{s}+\mathbf{g})+I_{o}(\mathbf{s}-\mathbf{g})\right\} \tag{5.28}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{o}(\mathbf{s})=\sum_{m} \sum_{n} \operatorname{Exp}\left[2 \pi \mathrm{i} \cdot\left(\mathbf{r}_{m}-\mathbf{r}_{n}\right)\right] \tag{5.29}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{\mathbf{g} j}=2 \pi^{2} s^{2} \cos ^{2}\left(\mathbf{s}, \hat{\mathbf{e}}_{\mathbf{g} j}\right)\left\langle a_{\mathbf{g} j}^{2}\right\rangle . \tag{5.30}
\end{equation*}
$$

As already done with eq. 5.19, for high temperatures we can assume equipartition of energy among the modes, $\left\langle E_{\mathbf{g} j}\right\rangle=K T$. The mean square vibration amplitude of the atoms when vibrating under mode $\mathbf{g} j$ can then be expressed as

$$
\begin{equation*}
\left\langle a_{\mathbf{g} j}^{2}\right\rangle=\frac{k_{B} T}{2 \pi^{2} N m} \frac{1}{\nu_{\mathbf{g} j}^{2}}, \tag{5.31}
\end{equation*}
$$

which transforms eq. 5.30 to

$$
\begin{equation*}
G_{\mathbf{g} j}=\frac{k_{B} T s^{2}}{N m c_{s}^{2}} \frac{\cos ^{2}\left(\mathbf{s}, \hat{\mathbf{e}}_{\mathbf{g} j}\right)}{g^{2}}, \tag{5.32}
\end{equation*}
$$

using the Debye linear dispersion relation in eq. 5.4. Substituting eq. 5.32 in eq. 5.28 we have

$$
\begin{align*}
I_{1}(\mathbf{s}) & =\frac{1}{2} f^{2} \mathrm{e}^{-2 M} \frac{k_{B} T s^{2}}{N m c_{s}^{2}} \sum_{\mathbf{g} j} \frac{\cos ^{2}\left(\mathbf{s}, \hat{\mathbf{e}}_{\mathbf{g} j}\right)}{g^{2}}\left\{I_{o}(\mathbf{s}+\mathbf{g})+I_{o}(\mathbf{s}-\mathbf{g})\right\}  \tag{5.33}\\
& =\frac{1}{2} f^{2} \mathrm{e}^{-2 M} \frac{k_{B} T s^{2}}{N m c_{s}^{2}} \sum_{\mathbf{g}} \frac{1}{g^{2}}\left\{I_{o}(\mathbf{s}+\mathbf{g})+I_{o}(\mathbf{s}-\mathbf{g})\right\},
\end{align*}
$$

where the sum over the modes has been split as in eq. 5.21. Using the density of $\mathbf{g}$-vectors in reciprocal space, $\Gamma(\mathbf{g})$, and the approximation of the function $I_{o}$ with Dirac deltas of eq. 2.20, the sum over the $\mathbf{g}$ in eq.
5.33 can be expressed as

$$
\begin{align*}
\sum_{\mathbf{g}} \frac{1}{g^{2}}\{ & \left.I_{o}(\mathbf{s}+\mathbf{g})+I_{o}(\mathbf{s}-\mathbf{g})\right\}= \\
= & N_{1} N_{2} N_{3} v_{b} \int_{B Z} \frac{\Gamma(\mathbf{g})}{g^{2}}\left\{\left.\frac{|F|^{2}}{f^{2}}\right|_{\mathbf{s}+\mathbf{g}} \delta^{(3)}\left(\mathbf{s}+\mathbf{g}-\mathbf{s}_{h k l}\right)+\right. \\
& \left.\left.\frac{|F|^{2}}{f^{2}}\right|_{\mathbf{s}-\mathbf{g}} \delta^{(3)}\left(\mathbf{s}-\mathbf{g}-\mathbf{s}_{h k l}\right)\right\} \mathrm{d}^{3} \mathbf{g} \\
= & N_{1} N_{2} N_{3} v_{b} \int_{B Z} \frac{\Gamma(\mathbf{g})}{g^{2}}\left\{\left.\frac{|F|^{2}}{f^{2}}\right|_{\mathbf{s}+\mathbf{g}} \delta^{(3)}\left(\mathbf{g}-\left[\mathbf{s}_{h k l}-\mathbf{s}\right]\right)+\right. \\
& \left.\left.\frac{|F|^{2}}{f^{2}}\right|_{\mathbf{s}-\mathbf{g}} \delta^{(3)}\left(\mathbf{g}-\left[\mathbf{s}-\mathbf{s}_{h k l}\right]\right)\right\} \mathrm{d}^{3} \mathbf{g} \\
= & \left.N_{1} N_{2} N_{3} v_{b} \frac{|F|^{2}}{f^{2}}\right|_{\mathbf{s}_{h k l}} \frac{1}{\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|^{2}}\left\{\Gamma\left(\mathbf{s}_{h k l}-\mathbf{s}\right)+\Gamma\left(\mathbf{s}-\mathbf{s}_{h k l}\right)\right\} \tag{5.34}
\end{align*}
$$

For a cubic monatomic material described with the common cubic unit cell and basis $D=\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right\}$, we have that $|F|^{2}=n^{2} f^{2}$, at the active reciprocal lattice points $\mathbf{s}_{h k l}$ (those where the structure factor does not vanish). Here $n$ is the number of atoms per cubic unit cell ( $n=4$ for fcc and $n=2$ for bcc). In this case $n N_{1} N_{2} N_{3}$ will be equal to the number of atoms, $N$, in the parallepipedon crystallite approximation of edges $N_{1} a_{1}$, $N_{2} a_{2}$ and $N_{3} a_{3}$ along the directions of $D$. On the other hand, if $v_{a}^{\prime}$ and $v_{b}^{\prime}$ are the volumes of the primitive unit cell and that of its reciprocal cell, we have that $v_{b}=1 / v_{a}=n / v_{a}^{\prime}=n v_{b}^{\prime}=n V_{B Z}$, where $V_{B Z}$ is the volume of the Brillouin zone in the Born-von Kármán theory. Therefore we obtain from 5.34

$$
\begin{equation*}
\sum_{\mathbf{g}} \frac{1}{g^{2}}\left\{I_{o}(\mathbf{s}+\mathbf{g})+I_{o}(\mathbf{s}-\mathbf{g})\right\}=\frac{N V_{B Z}}{\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|^{2}}\left\{\Gamma\left(\mathbf{s}_{h k l}-\mathbf{s}\right)+\Gamma\left(\mathbf{s}-\mathbf{s}_{h k l}\right)\right\} \tag{5.35}
\end{equation*}
$$

As for the function $\Gamma(\mathbf{g})$, we now assume that the distribution of $\mathbf{g}$-vectors in reciprocal space has spherical symmetry and thus ${ }^{2}$

$$
\begin{equation*}
\Gamma(\mathbf{g})=\Gamma(g)=\frac{\rho(g)}{4 \pi g^{2}} \tag{5.36}
\end{equation*}
$$

Therefore, substituting the density of $g$-norms from eq. 5.10, eq. 5.35 continue as

$$
\begin{align*}
& \sum_{\mathbf{g}} \frac{1}{g^{2}}\left\{I_{o}(\mathbf{s}+\mathbf{g})+I_{o}(\mathbf{s}-\mathbf{g})\right\}=\frac{N V_{B Z}}{\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|^{2}} 2 \frac{\rho\left(\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|\right)}{4 \pi\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|^{2}} \\
& \quad=2 N V_{B Z} V\left\{\frac{\alpha_{3}}{\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|^{2}}+\frac{\alpha_{2}}{8} \frac{S}{V} \frac{1}{\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|^{3}}+\frac{\alpha_{1}}{32 \pi} \frac{E}{V} \frac{1}{\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|^{4}}\right\} \tag{5.37}
\end{align*}
$$

for $g_{\text {min }} \leqslant\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\| \leqslant g_{\text {max }}$, and

$$
\begin{equation*}
\sum_{\mathbf{g}} \frac{1}{g^{2}}\left\{I_{o}(\mathbf{s}+\mathbf{g})+I_{o}(\mathbf{s}-\mathbf{g})\right\}=0 \tag{5.38}
\end{equation*}
$$

[^8]

Figure 5.1: Hollow spherical region where the TDS intensity is concentrated. The intersection surface between an $s$-sphere and the hollow sphere has axial symmetry respect to $\mathbf{s}_{h k l}$. (a) A case where $g_{\min } \leqslant\left|s-s_{h k l}\right| \leqslant$ $g_{\text {max }}$. (b) A case where $0 \leqslant\left|s-s_{h k l}\right|<g_{\text {min }}$.
otherwise. Substituting this result in eq. 5.33, we express the first order TDS at reciprocal space point $\mathbf{s}$ near $\mathbf{s}_{h k l}, I_{1}(\mathbf{s})=I_{1}\left(\mathbf{s}, \mathbf{s}_{h k l}\right)$, as

$$
\begin{align*}
I_{1}\left(\mathbf{s}, \mathbf{s}_{h k l}\right)= & \frac{k_{B} T V_{B Z} V}{m c_{s}^{2}} f^{2} \mathrm{e}^{-2 M} s^{2}\left\{\frac{\alpha_{3}}{\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|^{2}}+\frac{\alpha_{2}}{8} \frac{S}{V} \frac{1}{\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|^{3}}\right. \\
& \left.+\frac{\alpha_{1}}{32 \pi} \frac{E}{V} \frac{1}{\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|^{4}}\right\}, \tag{5.39}
\end{align*}
$$

for the cases $g_{\text {min }} \leqslant\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\| \leqslant g_{\max }$. For $\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\| \notin\left[g_{\min }, g_{\max }\right]$, $I_{1}\left(\mathbf{s}, \mathbf{s}_{h k l}\right)=0$. This means that the first order TDS is concentrated in hollow spheres centered at the reciprocal space active lattice points $\mathbf{s}_{h k l}$, as shown in Figure 5.1.

### 5.4 The first order powder TDS

Let's call $I_{T D S 1}^{h k l}(s)$ the first order TDS intensity profile, corresponding to the TDS scattered intensity around the reciprocal space lattice point $\mathbf{s}_{h k l}$. To find it, we must substitute eq. 5.39 in the powder average expression in eq. 2.42:

$$
\begin{align*}
I_{T D S 1}^{h k l}(s) & =\frac{N_{c}}{4 \pi s^{2}} \iint_{s-\text { sphere }} I_{T D S 1}(\mathbf{s}) \mathrm{d}^{2} \mathbf{s} \\
& =\frac{N_{c}}{4 \pi s^{2}} \iint_{s-\text { sphere }} \sum_{h k l} I_{1}\left(\mathbf{s}, \mathbf{s}_{h k l}\right) \mathrm{d}^{2} \mathbf{s}  \tag{5.40}\\
& =\frac{N_{c} p_{h k l}}{4 \pi s^{2}} \iint_{\tau_{s}} I_{1}\left(\mathbf{s}, \mathbf{s}_{h k l}\right) \mathrm{d}^{2} \mathbf{s} .
\end{align*}
$$

Here $N_{c}$ is the number of crystallites in the powder sample, $p_{h k l}$ is the multiplicity of the $h k l$ reflection, and $\tau_{s}$ is the intersection of the $s$-sphere and the hollow spherical region where the TDS is concentrated (see Figure 5.1). From eq. 5.39 it can be seen that we only need to solve integrals of the type

$$
\begin{equation*}
\int_{\tau_{s}} \frac{\mathrm{~d}^{2} \mathbf{s}}{\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|^{\prime}} \tag{5.41}
\end{equation*}
$$

with $i=2,3,4$. Thanks to the axial symmetry of the involved integrands and $\tau_{s}$, respect to $\mathbf{s}_{h k l}$, we can integrate eq. 5.40 without using the tangent plane approximation. We will follow the approach of [123]. Let's call $\phi$ the angle between $\mathbf{s}$ and $\mathbf{s}_{h k l}$. Because of the axial symmetry we can write

$$
\begin{equation*}
\mathrm{d}^{2} \mathbf{s}=\|\mathbf{s}\| \mathrm{d} \phi 2 \pi\|\mathbf{s}\| \sin \phi=2 \pi s^{2} \sin \phi \mathrm{~d} \phi . \tag{5.42}
\end{equation*}
$$

Defining $x=\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|$, we have that

$$
\begin{equation*}
x^{2}=s^{2}+s_{h k l}^{2}-2 s s_{h k l} \cos \phi, \tag{5.43}
\end{equation*}
$$

which can be differentiated and substituted in eq. 5.42 to obtain

$$
\begin{equation*}
\mathrm{d}^{2} \mathbf{s}=\frac{2 \pi s}{s_{h k l}} x \mathrm{~d} x . \tag{5.44}
\end{equation*}
$$

As can be seen in Figure 5.1, when spanning all the area elements in eq. $5.42, x$ will go from a given minimum $x_{\min }$ to a maximum $x_{\max }=g_{\max }$. The minimum value of $x$ depends on the $s$ value where we are evaluating the TDS as

$$
x_{\min }= \begin{cases}\left|s-s_{h k l}\right|, & \text { for } g_{\min } \leqslant\left|s-s_{h k l}\right| \leqslant g_{\max }  \tag{5.45}\\ g_{\min }, & \text { for } 0 \leqslant\left|s-s_{h k l}\right|<g_{\min }\end{cases}
$$

In this way, the integrals in eq. 5.41 transform to

$$
\begin{equation*}
\int_{\tau_{s}} \frac{\mathrm{~d}^{2} \mathbf{s}}{\left\|\mathbf{s}-\mathbf{s}_{h k l}\right\|^{i}}=\frac{2 \pi s}{s_{h k l}} \int_{x_{\min }}^{g_{\max }} x^{1-i} \mathrm{~d} x \tag{5.46}
\end{equation*}
$$

with $i=2,3,4$, which can be easily solved to give a powder TDS of order one:

$$
\begin{align*}
I_{T D S 1}^{h k l}(s)= & \frac{N_{c} p_{h k l} k_{B} T V_{B Z} V}{2 s_{h k l} m c_{s}^{2}} f^{2} \mathrm{e}^{-2 M} s\left\{\alpha_{3} \log \frac{g_{\max }}{x_{\min }}\right. \\
& \left.+\frac{\alpha_{2}}{8} \frac{S}{V}\left(x_{\text {min }}^{-1}-g_{\text {max }}^{-1}\right)+\frac{\alpha_{1}}{64 \pi} \frac{E}{V}\left(x_{\text {min }}^{-2}-g_{\text {max }}^{-2}\right)\right\} . \tag{5.47}
\end{align*}
$$

Note that this expression is valid for $s_{h k l}-g_{\max } \leqslant s \leqslant s_{h k l}+g_{\max }$. Outside this interval $I_{T D S 1}^{h k l}(s)=0$. We can substitute the temperature in eq. 5.47 from eq. 5.26 to obtain:

$$
\begin{align*}
I_{T D S 1}^{h k l}(s)= & \frac{N_{c} N p_{h k l} V_{B Z}}{\left(Y_{0}\right)_{V}+\left(Y_{0}\right)_{S}+\left(Y_{0}\right)_{E}} \frac{f^{2} \mathrm{e}^{-2 M} M}{s s_{h k l}}\left\{\alpha_{3} \log \frac{g_{\max }}{x_{\min }}\right.  \tag{5.48}\\
& \left.+\frac{\alpha_{2}}{8} \frac{S}{V}\left(x_{\text {min }}^{-1}-g_{\text {max }}^{-1}\right)+\frac{\alpha_{1}}{64 \pi} \frac{E}{V}\left(x_{\min }^{-2}-g_{\max }^{-2}\right)\right\} .
\end{align*}
$$

Equation 5.48 is equivalent to eq. 26 of Beyerlein et. al. [115] correcting the coefficients of $S / V$ and $E / V$ in that work.

Neglecting surface effects through eqs. 5.17, the volume of the Brillouin zone will be $(4 / 3) \pi g_{m}^{3}$ and eq. 5.48 will reduce to Warren's first order
powder TDS [3]:

$$
\begin{equation*}
I_{T D S 1}^{h k l}(s)=N_{c} N f^{2} \mathrm{e}^{-2 M} 2 M \frac{g_{\max }^{2}}{6} \frac{p_{h k l}}{s s_{h k l}} \log \frac{g_{\max }}{\left|s-s_{h k l}\right|} \tag{5.49}
\end{equation*}
$$

### 5.5 Higher order TDS

In electron units, the TDS intensity of order $l$ is given by eq. 2.31:

$$
\begin{equation*}
I_{T D S l}(\mathbf{s})=f^{2} \mathrm{e}^{-2 M} \sum_{m} \sum_{n} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{m n}\right] \frac{Y_{m n}^{l}}{l!} \tag{5.50}
\end{equation*}
$$

where $\mathbf{r}_{m n}$ is the vector separation between atoms $m$ and $n, \mathbf{r}_{m n}=\mathbf{r}_{m}-\mathbf{r}_{n}$, and $Y_{m n}$ is given by

$$
\begin{equation*}
Y_{m n}=\sum_{\mathbf{g} j} G_{\mathbf{g} j} \cos 2 \pi \mathbf{g} \cdot \mathbf{r}_{m n} \tag{5.51}
\end{equation*}
$$

Substituting $G_{\mathbf{g} j}$ from eq. 5.30 (we use the Debye lattice model and assume equipartition of energy) we have

$$
\begin{equation*}
Y_{m n}=\frac{k_{B} T s^{2}}{N M c_{s}^{2}} \sum_{\mathbf{g}} \frac{\cos 2 \pi \mathbf{g} \cdot \mathbf{r}_{m n}}{g^{2}} \tag{5.52}
\end{equation*}
$$

As before, we can solve the sum in eq. 5.52 approximating it by an integral over the hollow sphere approximation of the Brillouin zone, using the density $\Gamma$ (g) in eq. 5.36. Adopting a spherical coordinate system with
$\mathbf{r}_{m n}$ oriented along the $z$-axis we write [3]:

$$
\begin{align*}
\sum_{\mathbf{g}} \frac{\cos 2 \pi \mathbf{g} \cdot \mathbf{r}_{m n}}{g^{2}} & =\int_{B Z} \Gamma(\mathbf{g}) \frac{\cos 2 \pi \mathbf{g} \cdot \mathbf{r}_{m n}}{g^{2}} \mathrm{~d}^{3} \mathbf{g} \\
& =\int_{0}^{\pi} \int_{0}^{2 \pi} \int_{g_{m i n}}^{g_{m a x}} \frac{\rho(g)}{4 \pi g^{2}} \frac{1}{g^{2}} \cos \left\{2 \pi g, r_{m n} \cos \theta\right\} g^{2} \sin \theta \mathrm{~d} g \mathrm{~d} \theta \mathrm{~d} \phi \\
& =\int_{g_{m i n}}^{g_{m a x}} \frac{\rho(g)}{g^{2}} \operatorname{Sinc}\left(2 \pi g r_{m n}\right) \mathrm{d} g \tag{5.53}
\end{align*}
$$

where $\operatorname{Sinc}(\mathrm{x})=\sin x / x$, and $\rho(g)$ is given by eq. 5.10. Using the SinIntegral and CosineIntegral function definitions:

$$
\begin{align*}
\operatorname{Si}(x) & =\int_{0}^{x} \frac{\sin t}{t} \mathrm{~d} t  \tag{5.54}\\
\mathrm{Ci}(x) & =-\int_{x}^{\infty} \frac{\cos t}{t} \mathrm{~d} t
\end{align*}
$$

as well as the definitions $a=2 \pi r_{m n} g_{\max }, b=2 \pi r_{m n} g_{\min }$ and

$$
\begin{align*}
& \left(Y_{m n}\right)_{V}=\frac{2 \alpha_{3}}{r_{m n}}[\operatorname{Si}(a)-\operatorname{Si}(b)] \\
& \left(Y_{m n}\right)_{S}=\frac{\pi \alpha_{2}}{2} \frac{S}{V}[\operatorname{Ci}(a)-\operatorname{Ci}(b)-\operatorname{Sinc}(a)+\operatorname{Sinc}(b)] \\
& \left(Y_{m n}\right)_{E}=\frac{\pi r_{m n} \alpha_{1}}{8} \frac{E}{V}\left[\frac{\cos b}{b}-\frac{\cos a}{a}-\operatorname{Si}(a)+\operatorname{Si}(b)+\frac{\operatorname{Sinc}(b)}{b}-\frac{\operatorname{Sinc}(a)}{a}\right] \tag{5.55}
\end{align*}
$$

the integral in eq. 5.53 can be solved to give

$$
\begin{equation*}
Y_{m n}=A(s)\left[\left(Y_{m n}\right)_{V}+\left(Y_{m n}\right)_{S}+\left(Y_{m n}\right)_{E}\right] \tag{5.56}
\end{equation*}
$$

where $A(s)$ is given by eq. 5.25 . It can be demonstrated that in the limit $r_{m n} \rightarrow 0$ eqs. 5.55 reduce to eqs. 5.24.

Using the powder average with eq. 5.50 , the $l$ th-order powder TDS is
given by

$$
\begin{align*}
I_{T D S l}(s) & =\frac{N_{c}}{4 \pi s^{2}} \int_{s-\text { sphere }} I_{T D S l}(\mathbf{s}) \mathrm{d}^{2} \mathbf{s} \\
& =\frac{N_{c}}{4 \pi s^{2}} f^{2} \mathrm{e}^{-2 M} \sum_{m} \sum_{n} \int_{s-\text { sphere }} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{m n}\right] \mathrm{d}^{2} \mathbf{s} \frac{Y_{m n}^{l}}{l!} \tag{5.57}
\end{align*}
$$

If $\mathbf{s}_{r}$ is the vector ending at each observation point, $\mathbf{s}$, and starting at the nearest active reciprocal lattice point, $\mathbf{s}_{h k l}$, the integrand in eq. 5.57 is equal to $\operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{r} \cdot \mathbf{r}_{m n}\right]$. For any fixed length $s_{r}$, all vectors $\mathbf{s}_{r}$ involved in this integration will take most of the orientations relative to $\mathbf{r}_{m n}$, so we can approximate and substitute the integrand by such mean [3]:

$$
\begin{align*}
\operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{r} \cdot \mathbf{r}_{m n}\right] & \approx\left\langle\operatorname{Exp}\left[2 \pi \mathrm{i} s_{r} r_{m n} \cos \theta\right]\right\rangle_{\theta \in[0, \pi]} \\
& =\frac{1}{4 \pi s_{r}^{2}} \int_{0}^{2 \pi} \int_{0}^{\pi} \operatorname{Exp}\left[2 \pi \mathrm{i} s_{r} r_{m n} \cos \theta\right] s_{r}^{2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \phi  \tag{5.58}\\
& =\operatorname{Sinc}\left(2 \pi r_{m n} s_{r}\right)
\end{align*}
$$

where we have oriented the $z$-axis along $\mathbf{r}_{m n}$. In general, supposing that the Bragg intensity is concentrated at the active reciprocal lattice points $\mathbf{s}_{h k l}$, the $l$ th-order TDS intensity at $\mathbf{s}$ will be not null only if there is some $\mathbf{s}_{h k l}$ such that $[3,6]$ :

$$
\begin{equation*}
\mathbf{s}_{h k l}=\mathbf{s}+\sum_{i=1}^{l} \mathbf{g}_{i} \tag{5.59}
\end{equation*}
$$

with the $\mathbf{g}_{i}$ in the first Brillouin zone. This is called an $l$-phonons scattering process. This means that the maximum distance $s_{r}$ in eq. 5.58 will be $g_{\max }^{\prime}=l g_{\max }$, according to our Brillouin zone model. Nevertheless, extending the TDS $l$ th-order contributions until such distance from the active reciprocal lattice points, will most likely overestimate the total TDS intensity at any $s$. This is because the probability of an $l$-phonons scattering process actually decrease with the increase of $l$, whereas our
development here implicitly considers it as constant ${ }^{3}$. To reach a compromise between these two effects we prefer to consider an average constant extension $g_{\max }^{\prime}>g_{\max }$, as an additional model parameter for the higher order TDS intensities $(l \geqslant 2)$.

To solve the integral in eq. 5.57 we now use, as before, the intensity around only one point of reciprocal space and multiply by its multiplicity factor $p_{h k l}$ :

$$
\begin{align*}
I_{T D S l}(s) & =\frac{N_{c} p_{h k l}}{4 \pi s^{2}} f^{2} \mathrm{e}^{-2 M} \sum_{m} \sum_{n} \iint_{\Upsilon_{s}} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s} \cdot \mathbf{r}_{m n}\right] \mathrm{d}^{2} \mathbf{s} \frac{Y_{m n}^{l}}{l!} \\
& \approx \frac{N_{c} p_{h k l}}{4 \pi s^{2}} f^{2} \mathrm{e}^{-2 M} \sum_{m} \sum_{n} \int_{\Upsilon_{s}} \int_{\operatorname{sinc}}\left(2 \pi r_{m n} x\right) \mathrm{d}^{2} \mathbf{s} \frac{Y_{m n}^{l}}{l!} \tag{5.60}
\end{align*}
$$

Here $\Upsilon_{s}$ is the intersection of the $s$-sphere and a hollow sphere of inner radius $g_{\text {min }}$ and outer radius $g_{\max }^{\prime}$. The integral over $\Upsilon_{s}$ is solved as in eq. 5.46 for $\tau_{s}$ :

$$
\begin{align*}
\iint_{\Upsilon_{s}} \operatorname{Sinc}\left(2 \pi r_{m n} x\right) \mathrm{d}^{2} \mathbf{s} & =\frac{2 \pi s}{s_{h k l}} \int_{x_{m i n, l}}^{g_{m a x}^{\prime}} \operatorname{Sinc}\left(2 \pi r_{m n} x\right) x \mathrm{~d} x \\
= & \frac{s}{2 \pi r_{m n}^{2} s_{h k l}}\left[\cos \left(2 \pi r_{m n} x_{m i n, l}\right)-\cos \left(2 \pi r_{m n} g_{m a x}^{\prime}\right)\right] \tag{5.61}
\end{align*}
$$

where $x_{\text {min }, l}$ now is given by

$$
x_{\min , l}= \begin{cases}\left|s-s_{h k l}\right|, & \text { for } g_{\min } \leqslant\left|s-s_{h k l}\right| \leqslant g_{\max }^{\prime}  \tag{5.62}\\ g_{\min }, & \text { for }\left|s-s_{h k l}\right|<g_{\min }\end{cases}
$$

[^9]Table 5.1: Number of neighbors and radius (in units of unit cell) of the inner coordination shells, for fcc and bcc metals.

| shell |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| fcc | mult. | 12 | 6 | 24 | 12 | 24 | 8 | 48 | 6 | 36 | 24 |
|  | radius [u.c] | $1 / \sqrt{2}$ | 1 | $\sqrt{3 / 2}$ | $\sqrt{2}$ | $\sqrt{5 / 2}$ | $\sqrt{3}$ | $\sqrt{7 / 2}$ | 2 | $3 / \sqrt{2}$ | $\sqrt{5}$ |
| bcc | mult. | 8 | 6 | 12 | 24 | 8 | 6 | 24 | 24 | 24 | 32 |
|  | radius [u.c] | $\sqrt{3} / 2$ | 1 | $\sqrt{2}$ | $\sqrt{11} / 2$ | $\sqrt{3}$ | 2 | $\sqrt{19} / 2$ | $\sqrt{5}$ | $\sqrt{6}$ | $3 \sqrt{3} / 2$ |

Substituting eq. 5.61 and 5.56 in eq. 5.60 we obtain

$$
\begin{align*}
I_{T D S l}^{h k l}(s)= & \frac{N_{c} p_{h k l}}{2} \frac{A(s)^{l}}{l!} \frac{f^{2} \mathrm{e}^{-2 M}}{s s_{h k l}} \\
& \times \sum_{m} \sum_{n}\left[\frac{\cos \left(2 \pi r_{m n} x_{m i n, l}\right)-\cos \left(2 \pi r_{m n} g_{m a x}^{\prime}\right)}{\left(2 \pi r_{m n}\right)^{2}}\right.  \tag{5.63}\\
& \left.\times\left\{\left(Y_{m n}\right)_{V}+\left(Y_{m n}\right)_{S}+\left(Y_{m n}\right)_{E}\right\}^{l}\right] .
\end{align*}
$$

The sum over $m$ and $n$ in eq. 5.63 can be transformed to a sum over the coordination shells of each atom in the particle [3]. Calling $m_{i}$ the number of neighbors at shell $i, d_{i}$ its radius, and ignoring the sub-population of near-surface atoms' shells, we can write

$$
\begin{align*}
& \left.\sum_{m} \sum_{n} \frac{\cos \left(2 \pi r_{m n} x_{m i n}, l\right.}{}\right)-\cos \left(2 \pi r_{m n} g_{m a x}^{\prime}\right) ~\left(2 \pi r_{m n}\right)^{2} \quad\left\{\left(Y_{m n}\right)_{V}+\left(Y_{m n}\right)_{S}+\left(Y_{m n}\right)_{E}\right\}^{l} \\
& =\sum_{m} \sum_{i=0}^{\infty} m_{i} \frac{\cos \left(2 \pi d_{i} x_{\text {min }, l}\right)-\cos \left(2 \pi d_{i} g_{\text {max }}^{\prime}\right)}{\left(2 \pi d_{i}\right)^{2}}\left\{\left(Y_{i}\right)_{V}+\left(Y_{i}\right)_{S}+\left(Y_{i}\right)_{E}\right\}^{l} \\
& =\sum_{m} \frac{g_{\max }^{\prime 2}-x_{\min }^{2}}{2}\left\{\left(Y_{0}\right)_{V}+\left(Y_{0}\right)_{S}+\left(Y_{0}\right)_{E}\right\}^{l} \\
& +\sum_{m} \sum_{i=1}^{\infty}\left[m_{i} \frac{\cos \left(2 \pi d_{i} x_{\text {min }, l}\right)-\cos \left(2 \pi d_{i} g_{\text {max }}^{\prime}\right)}{\left(2 \pi d_{i}\right)^{2}}\right. \\
& \left.\times\left\{\left(Y_{i}\right)_{V}+\left(Y_{i}\right)_{S}+\left(Y_{i}\right)_{E}\right\}^{l}\right], \tag{5.64}
\end{align*}
$$

where we have used the fact that $m_{0}=1$ and

$$
\begin{equation*}
\lim _{d_{i} \rightarrow 0} \frac{\cos \left(2 \pi d_{i} x_{\min , l}\right)-\cos \left(2 \pi d_{i} g_{\max }^{\prime}\right)}{\left(2 \pi d_{i}\right)^{2}}=\frac{g_{\max }^{\prime 2}-x_{\min }^{2}}{2} \tag{5.65}
\end{equation*}
$$

Replacing the sum over all atoms $m$ in eq. 5.64 with a multiplication by the number of atoms $N$ of the particle, and substituting this in eq. 5.63, we therefore obtain for the $l$ th-order powder TDS:

$$
\begin{align*}
& I_{T D S l}^{h k l}(s)=\frac{N_{c} p_{h k l}}{2} \frac{A(s)^{l}}{l!} \frac{f^{2} \mathrm{e}^{-2 M}}{s s_{h k l}} N\left\{\frac{g_{\max }^{\prime 2}-x_{\min }^{2}}{2}\left[\left(Y_{0}\right)_{V}+\left(Y_{0}\right)_{S}+\left(Y_{0}\right)_{E}\right]^{l}\right. \\
& \left.\quad+\sum_{i=1}^{\infty} m_{i} \frac{\cos \left(2 \pi d_{i} x_{\min , l}\right)-\cos \left(2 \pi d_{i} g_{\max }^{\prime}\right)}{\left(2 \pi d_{i}\right)^{2}}\left[\left(Y_{i}\right)_{V}+\left(Y_{i}\right)_{S}+\left(Y_{i}\right)_{E}\right]^{l}\right\} \tag{5.66}
\end{align*}
$$

Expression 5.66 is valid for $s_{h k l}-g_{\text {max }}^{\prime} \leqslant s \leqslant s_{h k l}+g_{\text {max }}^{\prime}$. Outside this interval $I_{T D S l}^{h k l}(s)=0$. We can substitute the factor $A(s)$ in eq 5.66 from eq. 5.26 to obtain:

$$
\begin{align*}
& I_{T D S l}^{h k l}(s)=\frac{N_{c} p_{h k l}}{2} \frac{(2 M)^{l}}{l!} \frac{f^{2} \mathrm{e}^{-2 M}}{s s_{h k l}} N\left\{\frac{g_{\max }^{\prime 2}-x_{\min }^{2}}{2}\right. \\
& \left.\quad+\sum_{i=1}^{\infty} m_{i} \frac{\cos \left(2 \pi d_{i} x_{\min , l}\right)-\cos \left(2 \pi d_{i} g_{\max }^{\prime}\right)}{\left(2 \pi d_{i}\right)^{2}}\left[\frac{\left(Y_{i}\right)_{V}+\left(Y_{i}\right)_{S}+\left(Y_{i}\right)_{E}}{\left(Y_{0}\right)_{V}+\left(Y_{0}\right)_{S}+\left(Y_{0}\right)_{E}}\right]^{l}\right\} . \tag{5.67}
\end{align*}
$$

Equation 5.67 is equivalent to eq. 42 of Beyerlein et. al. [115], placing the factor $N$ outside the curly brackets and considering $g_{\max }=g_{\max }^{\prime}$ in that work.

As before, neglecting surface effects reduces eq. 5.67 to the $l$ th-order powder TDS of monatomic macrocrystals of Warren (see [3], p. 196-198):

$$
\begin{align*}
& I_{T D S l}^{h k l}(s)=\frac{N_{c} p_{h k l}}{2} \frac{(2 M)^{l}}{l!} \frac{f^{2} \mathrm{e}^{-2 M}}{s s_{h k l}} N\left\{\frac{g_{\max }^{\prime 2}-\left|s-s_{h k l}\right|^{2}}{2}\right. \\
& \left.\quad+\sum_{i=1}^{\infty} m_{i} \frac{\cos \left(2 \pi d_{i}\left|s-s_{h k l}\right|\right)-\cos \left(2 \pi d_{i} g_{\max }^{\prime}\right)}{\left(2 \pi d_{i}\right)^{2}}\left[\frac{\operatorname{Si}\left(2 \pi d_{i} g_{\max }\right)}{2 \pi d_{i} g_{\max }}\right]^{l}\right\} . \tag{5.68}
\end{align*}
$$

The number of atoms in each coordination shell (multiplicity), as well as
their radius in unit cells for fcc and bcc metals, are shown in Table 5.1.
Summarizing, the total powder TDS intensity in this work will be given by eqs. 5.48 and 5.67 as

$$
\begin{equation*}
I_{T D S}(s)=\sum_{h k l}\left\{I_{T D S 1}^{h k l}(s)+\sum_{l=2}^{l_{\max }} I_{T D S l}^{h k l}(s)\right\} . \tag{5.69}
\end{equation*}
$$

In practical cases we can consider $l_{\max }=4$ since higher order TDS contributions will be much smaller, due to the factor $l$ ! in the denominator of eq. 5.67 [115].

### 5.6 Powder TDS calculation from a Molecular Dynamics vibration trajectory

Powder TDS patterns were computed using the powder average (eq. 2.42), with the TDS intensity in reciprocal space given by eq. 2.35. Omitting the number of atoms, taking the intensity in electron units, and approximating the integral by a Riemann sum over $N$ elements of equal area $\alpha$, we have:

$$
\begin{align*}
I_{T D S}(s) & =\frac{1}{4 \pi s^{2}} \iint_{s-\text { sphere }} I_{T D S}(\mathbf{s}) \mathrm{d}^{2} \mathbf{s} \approx \frac{1}{4 \pi s^{2}} \sum_{i=1}^{N} I_{T D S}\left(\mathbf{s}_{i}\right) \alpha\left(\mathbf{s}_{i}\right) \\
& \left.=\frac{\alpha}{4 \pi s^{2}} \sum_{i=1}^{N}\left(\left.\langle | \mathbb{F}\left(\mathbf{s}_{i}\right)\right|^{2}\right\rangle-\left|\left\langle\mathbb{F}\left(\mathbf{s}_{i}\right)\right\rangle\right|^{2}\right)  \tag{5.70}\\
& \left.=\frac{1}{N} \sum_{i=1}^{N}\left(\left.\langle | \mathbb{F}\left(\mathbf{s}_{i}\right)\right|^{2}\right\rangle-\left|\left\langle\mathbb{F}\left(\mathbf{s}_{i}\right)\right\rangle\right|^{2}\right) .
\end{align*}
$$

The $\rangle$ in this equation are time averages of the particle structure factor, $\mathbb{F}$, defined in eq. 2.3 , which introduce the dynamic disorder caused by the thermal vibrations:

$$
\begin{equation*}
\mathbb{F}\left(\mathbf{s}_{i}\right)=\mathbb{F}\left(\mathbf{s}_{i}, t\right)=\sum_{l} f_{l} \operatorname{Exp}\left[2 \pi \mathrm{i} \mathbf{s}_{i} \cdot \mathbf{R}_{l}(t)\right] . \tag{5.71}
\end{equation*}
$$

The trajectories $\mathbf{R}_{l}(t)$ of every atom are obtained from a Molecular Dynamics simulation, with the settings specified in section 4.7. Expanding the exponential in eq. 5.71 it can be demonstrated that

$$
\begin{align*}
& \left.\left.\left.\langle | \mathbb{F}(\mathbf{s})\right|^{2}\right\rangle=\left.\langle | \mathbb{F}(-\mathbf{s})\right|^{2}\right\rangle \\
& |\langle\mathbb{F}(\mathbf{s})\rangle|^{2}=|\langle\mathbb{F}(-\mathbf{s})\rangle|^{2} . \tag{5.72}
\end{align*}
$$

Therefore, the computation of the square mean and mean square structure factors in eq. 5.70 need to be done only for half of the $\mathbf{s}_{i}$. Labeling as $\mathbf{s}_{j}$ those vectors on one side of a plane passing through the center of the $s$-sphere, eq. 5.70 can therefore be written as

$$
\begin{equation*}
\left.I_{T D S}(s)=\frac{1}{2 N} \sum_{j=1}^{N / 2}\left(\left.\langle | \mathbb{F}\left(\mathbf{s}_{j}\right)\right|^{2}\right\rangle-\left|\left\langle\mathbb{F}\left(\mathbf{s}_{j}\right)\right\rangle\right|^{2}\right) \tag{5.73}
\end{equation*}
$$

Note that considering only $\left.\left.\langle | \mathbb{F}(\mathbf{s})\right|^{2}\right\rangle$ in eq. 5.70 or 5.73 , we obtain the total diffracted powder intensity, carrying the effects of thermal vibrations. Such pattern will be equivalent to the mean of the patterns computed (with the Debye equation) over the single snapshots composing the Molecular Dynamics trajectory of the particle. In the limit of infinitely small elements of area $(N \rightarrow \infty$, the sum transforms into an integral) they will be equal, as can be deduced exchanging the sum and the average operations and using eqs. 2.43 and 2.36. The convenience of choosing a discretization of the $s$-sphere where all surface elements have equal area is evident from the compact form of eq. 5.73. One way for attaining this is using the Hierarchical Equal Area and isoLatitude Pixelization of a sphere, HEALPix [124]. See Figure 5.2. This discretization procedure is specially designed for the efficient analysis of large data sets distributed on a spherical domain. The discretization starts with twelve curvilinear quadrilateral pixels of equal area, the base-resolution pixels. In each discretization step each pixel is sub-divided into four smaller pixels of equal area, such that a hierarchical tree structure is obtained. Discretization steps are distinguished by their resolution parameter, $N_{\text {side }}$, defining the number of divisions along the base-resolution pixels. In each discretization step the total number


Figure 5.2: Unit sphere surface tessalation with the HEALPix method, for order parameter $n=0,1,2$ and 3 . For order $n=0$, axes are shown as well as the equatorial plane with a dashed line. Thicker lines delimit the base resolution pixels in the four cases. See [124] for details.
of pixels will be $12 N_{\text {side }}^{2}$, and their area will be $\pi /\left(3 N_{\text {side }}^{2}\right)$, considering a sphere of unit radius. Pixels centers will be placed on rings of constant latitude (constant $\theta$ spherical coordinated) and on each ring they will be equidistant in azimuth (constant separation in $\phi$ spherical coordinate). They are classified in polar caps pixels, having $|\cos \theta|>2 / 3$, and equatorial belt pixels, having $|\cos \theta| \leqslant 2 / 3$. Their positions will have mirror symmetry respect to the equatorial plane, so only equations for pixels in the north hemisphere and the equatorial plane need to be specified. These equations are written in terms of a ring index, $i$, and a pixel-in-ring index, $j$, specifying, respectively, the ring of the pixel and its rank inside the ring. For the polar cap pixels in the north hemisphere, $i$ will run from 1 to $N_{\text {side }}-1$, and $j$ from 1 to four times the pixel's ring index $i$. For the equatorial belt pixels in the north hemisphere (excluding those in the
equatorial plane), $i$ will run from $N_{\text {side }}$ to $2 N_{\text {side }}-1$, and $j$ from 1 to $4 N_{\text {side }}$. Equatorial plane pixels will have $i=2 N_{\text {side }}$, and $j$ running from 1 to $4 N_{\text {side }}$ as well. With these limits, the spherical coordinates $\theta \in[0, \pi]$ and $\phi \in[0,2 \pi]$ of the pixels (their centers) will be given by [124]:

$$
\begin{equation*}
\{\theta, \phi\}=\left\{\arccos \left(1-\frac{i^{2}}{3 N_{\text {side }}^{2}}\right), \frac{\pi}{2 i}\left(j-\frac{1}{2}\right)\right\} \tag{5.74}
\end{equation*}
$$

for the north polar cap pixels, and by

$$
\begin{equation*}
\{\theta, \phi\}=\left\{\arccos \left(\frac{4}{3}-\frac{2 i}{3 N_{\text {side }}}\right), \frac{\pi}{2 N_{\text {side }}}\left(j-\frac{\operatorname{Mod} 2\left[i-N_{\text {side }}+1\right]}{2}\right)\right\}, \tag{5.75}
\end{equation*}
$$

for the north equatorial belt pixels and those in the the equatorial plane. The function $\operatorname{Mod} 2[x]$ returns the rest of the division of its argument by two.

According to eq. 5.73 the powder TDS intensity, as well as the total intensity, can be found computing only at the north polar cap, equatorial belt and equatorial plane points. From what has been said above, this amounts to

$$
\begin{equation*}
N_{\text {comp }}=\frac{12 N_{\text {side }}^{2}-4 N_{\text {side }}}{2}+4 N_{\text {side }}=6 N_{\text {side }}^{2}+2 N_{\text {side }} \tag{5.76}
\end{equation*}
$$

computation points. The area $\alpha$ subtended over a sphere of radius $s$ by a pixel over the unit sphere is given by

$$
\begin{equation*}
\alpha=\frac{\pi s^{2}}{3 N_{\text {side }}^{2}} . \tag{5.77}
\end{equation*}
$$

Therefore, to guarantee a tessaletion of the surface of a $s$-sphere with elements of area equal or smaller than $\alpha$, it is needed a resolution parameter $N_{\text {side }}$ such that

$$
\begin{equation*}
N_{\text {side }} \geqslant \sqrt{\frac{\pi s^{2}}{3 \alpha}} \tag{5.78}
\end{equation*}
$$

It is convenient to define an integer order parameter, $n=0,1,2, \ldots$, such that $N_{\text {side }}=2^{n}$. With this, the minimum tessalation order needed to
discretize the surface of a sphere of radius $s$, with elements of area equal or smaller than $\alpha$ is given by

$$
\begin{equation*}
n=\operatorname{Ceil}\left[\frac{1}{2} \log _{2} \frac{\pi s^{2}}{3 \alpha}\right], \tag{5.79}
\end{equation*}
$$

and the corresponding number of computation point by

$$
\begin{equation*}
N_{\text {comp }}(n)=N_{\text {comp }}(\alpha, s)=2^{n+1}\left(3 \times 2^{n}+1\right) \sim 2^{2 n+2} . \tag{5.80}
\end{equation*}
$$

The Ceil $[x]$ function in eq. 5.79 returns the smallest integer greater or equal to its argument. From eq. 5.70 we can see that $\alpha$ has to be kept small enough to ensure negligible errors in the approximation of the powder integral with a Riemann sum. Not doing so may result in a considerable underestimation of the total intensity near the Bragg peak positions. This was indeed the criteria used in this work for choosing an appropriate resolution parameter in each case. Namely, the maximum area element $\alpha$ was lowered until the total intensity computed with eq. 5.70 , or 5.73 , was practically equal to that computed by means of the Debye equation over the trajectory snapshots and then averaging over time. For the spherical particles of diameter 12,18 and 24 unit cells examined in the next section, an area $\alpha=4 \times 10^{-4} \AA^{-2}$ resulted good enough, whereas for those with diameter 30 unit cells, an $\alpha=1 \times 10^{-4} \AA^{-2}$ was needed, due to the increased concentration of the Bragg intensity around the reciprocal lattice points. Figure 5.3 show plots of the number of computation points in eq. 5.80 for these two values of $\alpha$. As can be seen, the number of computation points in reciprocal space is very sensible to this parameter. Choosing a proper value may easily result in more than $10^{7}$ computation points, when building a powder pattern with $s$ between 0.2 and $2.0 \AA^{-1}$, and a step of $0.002 \AA^{-1}$ (a small step is also needed for well populated peak profiles). Because of this, a parallel program implementing eq. 5.73 is highly recommended. For the present thesis an Open MP program was written and ran in single multi-cores nodes of the Italian supercomputing center, CINECA.

Last, it is worth mentioning that the methodology described above is specially designed for the construction of powder patterns through the in-


Figure 5.3: Number of computation points for $\alpha=1 \times 10^{-4} \AA^{-2}$ (solid line) and $\alpha=1 \times 10^{-4} \AA^{-2}$ (dashed line). See text for details.
tegration of the intensity in reciprocal space. The intensity is computed exactly at the integration points, and the HEALPix tessalation guarantees a constant minimum density of them over the integration surface (sphere), throughout all the $s=2 \sin \theta / \lambda$. This is a key difference with other known software which compute total $[125,126,127,107]$ and diffuse $[8,128]$ powder intensity, but integrating a reciprocal space intensity map constructed over a square homogeneous grid of points, or other not homogeneous over the $s$-spheres.

### 5.7 Beyerlein et. al. TDS model test

In order to test Beyerlein et. al. TDS model [115], we computed the powder TDS intensity as described in section 5.6 and compared against eq. 5.69. We particularly examined the cases of Pd and Al spherical particles of nominal diameter 12, 18, 24 and 30 unit cells. Results for Pd and Al particles are shown in Figures 5.4 and 5.5, respectively. Table 5.2 summarizes the fits parameter values for both metals. To be able to fit the data using Beyerlein's original model, it was necessary to allow for independent Debye-Waller parameters, $B_{\text {iso }}=M(s / 2)^{-2}=8 \pi^{2}\left\langle u_{s}^{2}\right\rangle$ (see eq. 2.9), for each $h k l$ TDS profile. This highlights an anisotropic behavior of the powder TDS of nanoparticles that is not considered by Beyerlein's


Figure 5.4: Fits of the Pd particles TDS powder profile according to Beyerlein's model, for particles diameter 12 (a), 18 (b), 24 (c) and 30 (d) unit cells. The profile computed from the Molecular Dynamics simulation (see section 4.7) is shown in blue whereas the model fit is shown in red in each case. The trends of the lattice parameter and mean $B_{i s o}$ are shown in (e), in black (left ordinate axis) and gray (right ordinate axis), respectively. The $h k l$-dependent $B_{\text {iso }}$ trend is shown in (f) for particles diameter 12 (red), 18 (green), 24 (blue), and 30 (gray) unit cells.


Figure 5.5: Fits of the Al particles TDS powder profile according to Beyerlein's model, for particles diameter 12 (a), 18 (b), 24 (c) and 30 (d) unit cells. The profile computed from the Molecular Dynamics simulation (see section 4.7) is shown in blue whereas the model fit is shown in red in each case. The trends of the lattice parameter and mean $B_{\text {iso }}$ are shown in (e), in black (left ordinate axis) and gray (right ordinate axis), respectively. The hkl-dependent $B_{\text {iso }}$ trend is shown in (f) for particles diameter 12 (red), 18 (green), 24 (blue), and 30 (gray) unit cells.

Table 5.2: Parameters values from the TDS fits in Figures 5.4 and 5.5. The Debye-Waller parameters are in square Anstrong. For the case of 18 u.c. of diameter the estimated standard deviation of the $B_{i s o, h k l}$ is also reported between brackets.

| Pd |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 12 u.c. | 18 u.c. | 24 u.c. 30 u.c. | 12 u.c. | 18 u.c. | 24 | u.c. 30 | u.c. |
| $a[\AA]$ | 3.867 | 3.876 | 3.880 | 3.882 | 4.017 | 4.029 | 4.034 | 4.037 |
| $D[\mathrm{~nm}]$ | 1.517 | 1.476 | 1.727 | 1.373 | 1.343 | 1.400 | 1.353 | 1.287 |
| $\bar{B}_{\text {iso }}$ | 0.573 | 0.531 | 0.523 | 0.508 | 1.090 | 1.020 | 1.000 | 0.991 |
| $B_{\text {iso }, 111}$ | 0.711 | $0.663(0.012)$ | 0.651 | 0.630 | 1.302 | $1.217(0.073)$ | 1.188 | 1.174 |
| $B_{\text {iso }, 200}$ | 0.378 | $0.354(0.017)$ | 0.372 | 0.337 | 0.834 | $0.836(0.113)$ | 0.845 | 0.836 |
| $B_{\text {iso }, 220}$ | 0.598 | $0.552(0.008)$ | 0.544 | 0.524 | 1.123 | $1.036(0.077)$ | 1.007 | 0.993 |
| $B_{\text {iso }, 311}$ | 0.516 | $0.492(0.020)$ | 0.509 | 0.476 | 1.077 | $1.034(0.177)$ | 1.042 | 1.038 |
| $B_{\text {iso }, 222}$ | 0.904 | $0.822(0.077)$ | 0.766 | 0.754 | 1.344 | $1.353(0.693)$ | 1.279 | 1.239 |
| $B_{\text {iso }, 400}$ | 0.120 | $0.125(0.050)$ | 0.106 | 0.128 | 0.329 | $0.429(0.410)$ | 0.431 | 0.437 |
| $B_{\text {iso }, 331}$ | 0.882 | $0.750(0.065)$ | 0.705 | 0.676 | 1.674 | $1.095(0.760)$ | 1.030 | 1.022 |
| $B_{\text {iso }, 420}$ | 0.367 | $0.397(0.047)$ | 0.458 | 0.411 | 0.785 | $1.090(0.803)$ | 1.136 | 1.098 |
| $B_{\text {iso }, 422}$ | 0.709 | $0.650(0.093)$ | 0.646 | 0.640 | 0.990 | $1.042(1.007)$ | 1.032 | 1.078 |
| $B_{\text {iso }, 333}$ | 0.000 | $0.000(0.331)$ | 0.413 | 0.299 | 0.478 | $0.467(1.032)$ | 0.521 | 0.541 |
| $B_{\text {iso }, 511}$ | 0.751 | $0.690(0.348)$ | 0.451 | 0.457 | 1.905 | $1.430(2.218)$ | 1.317 | 1.233 |
| $B_{\text {iso }, 440}$ | 0.278 | $0.266(0.123)$ | 0.261 | 0.308 | 0.091 | $0.157(0.731)$ | 0.201 | 0.220 |
| $B_{\text {iso }, 531}$ | 0.560 | $0.526(0.130)$ | 0.600 | 0.509 | 1.436 | $1.288(1.801)$ | 1.224 | 1.187 |
| $B_{\text {iso }, 442}$ | 1.042 | $0.957(18.27)$ | 0.783 | 0.864 | 1.185 | $1.139(140.7)$ | 1.118 | 1.112 |
| $B_{\text {iso }, 600}$ | 1.071 | $0.948(73.58)$ | 0.781 | 0.817 | 1.255 | $1.144(557.1)$ | 1.121 | 1.110 |
| $B_{\text {iso }, 620} 0$ | 0.388 | $0.333(0.109)$ | 0.319 | 0.311 | 1.543 | $1.501(2.403)$ | 1.438 | 1.430 |
| $B_{\text {iso }, 533}$ | 0.590 | $0.611(0.452)$ | 0.614 | 0.590 | 1.846 | $1.631(1.702)$ | 1.617 | 1.588 |
| $B_{\text {iso }, 622}$ | 0.453 | $0.420(0.249)$ | 0.435 | 0.411 | 0.497 | $0.479(0.601)$ | 0.497 | 0.497 |

model. Nevertheless, the $h k l$ anisotropy trend kept almost constant among the studied cases of Pd particles, and among the Al particles as well, as can be seen in Figures $5.4 \mathrm{f}(\mathrm{Pd})$ and $5.5 \mathrm{f}(\mathrm{Al})$. This further indicates
a regularity yet to be explained. To keep the analysis simpler after the previous approximation, $g_{\max }^{\prime}$ was considered equal to the fixed $g_{\max }$.

With the allowance for $h k l$-dependent Debye-Waller parameters, the model was able to give other fitting parameters values with physical sense, both for Pd and Al particles. The lattice parameter approached the bulk value in each case ( $3.89 \AA$ for Pd and $4.0495 \AA$ for Al ) and the mean Debye-Waller parameter decreased, when increasing particle diameter (see Figures 5.4 e and 5.5 e ). Both effects are related to a lowering of the surface to volume ratio. As discussed in section 4.1, relaxation of the particle driven by atoms sub-coordination leads to a net shrinkage for most metals, lowering the mean lattice parameter. Sub-coordinated atoms also vibrate with larger amplitude [100], and thus the lowering of their fraction decreases the mean Debye-Waller parameter in each study case. For the case of Al particles, on the other hand, this magnitude resulted higher than for Pd particles, which is in correspondence with the different Young modulus of these metals ( 70 GPa for Al and 121 GPa for Pd ). The higher the Young modulus of the material, the smaller the average amplitude of atomic vibrations and therefore the isotropic Debye-Waller parameter [100].

The relative spreading (relative standard deviation, $\sigma_{X, r}=\sigma_{X} / \bar{X}$ ) of the anisotropic Debye-Waller factors for the Pd and Al particles around their mean values, also resulted in correspondence with the Zener ratio, $A_{z}$, of these two metals [110]. The nearer this magnitude is to 1 , the nearer a cubic material is isotropic in its elastic properties, and thus thermal vibrations. Therefore, Al particles should exhibit a proportionally smaller $\sigma_{B_{i s o, h k l}, r}$, such that the inverse of its ratio to the same magnitude of Pd particles is similar to $A_{z}(\mathrm{Pd}) / A_{z}(\mathrm{Al})$. Using the data of the first 4 peaks for the 18 unit cells diameter particles in Table 5.2, it was found that $\sigma_{B_{i s o, h k l}, r}(\mathrm{Pd}) / \sigma_{B_{i s o, h k l}, r}(\mathrm{Al})=1.7$, whereas $A_{z}(\mathrm{Pd}) / A_{z}(\mathrm{Al})=2.0$. Other peaks were not considered in this computation since they report less reliable values of $B_{i s o, h k l}$, as can be seen from the larger standard deviations in Table 5.2.

The profile of the 200 TDS peak in Figure 5.4 shows a clear splitting


Figure 5.6: Reciprocal space maps of the TDS (left), Bragg (middle) and the total (right) intensity, for the Pd nanoparticle of diameter 12 unit cells. (a) plane $x=y$. (b) plane $z=0$. The intensity is in electron units and normalized by the number of atoms of the particle in this case (3559). Frame axes are in inverse Anstrong.
of its maxima, as opposed to the other TDS peaks. To further investigate this feature, TDS intensity maps in reciprocal space were constructed for the Pd particles of 12 and 24 unit cells of diameter, for the planes (1 $\overline{1} 0)$, or $x=y$, and (100), or $z=0$. See Figures 5.6 and 5.7. It was found that such feature is due to the interplay between the particular TDS intensity distribution in reciprocal space at each $h k l$, and the way the (powder) integration $s$-sphere crosses them. As can be seen in Figures 5.6 and 5.7, both 111 and 200 points have a split TDS intensity distribution, but with different orientations respect to the tangent of the integration sphere. For point 111 the "intensity valley" is crossed transversally by the $s$-sphere and therefore the decrease of the intensity at the middle is compensated during the integration. For point 200, on the other hand, the intensity


Figure 5.7: Reciprocal space maps of the TDS (left), Bragg (middle) and the total (right) intensity, for the Pd nanoparticle of diameter 24 unit cells. (a) plane $x=y$. (b) plane $z=0$. The intensity is in electron units and normalized by the number of atoms of the particle in this case (28867). Frame axes are in inverse Anstrong.
valley is crossed longitudinally and therefore no compensation occurs after integration. This results in a bicuspid TDS peak. Such fine features are missed by the simplified analytical model studied here. Nevertheless, the cross sections in Figure 5.6 and 5.7 rather support the idea of vibration mode wavevectors confinement, taken into account by the model through a hollow spherical Brillouin zone at each hkl. These zones are shown to be not spherical in Figures 5.6 and 5.7 and not completely hollow, since the intensity exactly at the $h k l$ positions is not null. Nevertheless, the mentioned Brillouin zone approximation seems still plausible.

In general, more work is necessary to understand the details of the TDS, and the nature of its anisotropic behavior in powder patterns of nanoparticles. As shown above, the use of the Born-von Kármán theory of lattice
dynamics with the sole addition of more suitable VDOS for nanoparticles, leads to a model unable to follow the anisotropic behavior of the TDS at this scale. Allowing for independent Debye-Waller parameters a-posteriori adds enough flexibility to the model to fit the simulated patterns. Such approach, nevertheless, derives from the known elastic properties of bulk crystals which, again, can not be the main or only properties used to study crystals at the nanoscale. It is expected that the validity of the model improves when increasing particle size and the need of anisotropic $B_{\text {iso }}$ become less necessary. With larger particles, the BVK theory will be more suitable and expressions will converge to the well established ones in Warren's treatment of the TDS [3].

## Chapter 6

## Invariant forms of microstrain

Strain has a marked effect on diffraction, which manifests itself in different ways. The most evident is the displacement of Bragg peaks caused by a uniform variation of the interplanar distances through a macroscopic portion of a solid phase component. This effect can be used to measure the macrostrain to a high level of sensitivity, and is the basis of the so-called X-ray residual stress analysis [129, 130]. In addition to macrostrain, inhomogeneous strain is often present in bulk as well as in powder materials, where it is responsible for diffraction peak broadening effects [131, 3]. This microstrain is typical of plastically deformed metals, but is also found in ceramics and in organics, in thin films and coatings [132, 133], and is a key feature of nanocrystals where it results from the different coordination and environment of surface atoms [26, 109, 18].

Strain usually varies along different $h k l$ directions. But since some of them are equivalent because of the point group symmetry of the crystal, also the strain must be the same along them. This led Popa [2] to generalize a result obtained by Stokes \& Wilson for the cubic case in a seminal article on the diffraction of X-rays by distorted crystal aggregates [15]. According to Popa's study, the anisotropic effect of microstrain on the diffraction line broadening can be described by invariant forms of Miller indices. These are quartic polynomials, invariant to the symmetry operations of the Laue class of the crystalline phase.

The use of polynomials forms of the Miller indices is common to different models of microstrain, either specific of some defect, like dislocations
[134], surface [18] or compositional effects [135], or just in empirical descriptions of the line broadening effect [2, 136, 97]. Although the general concept of invariant has been described in the cited literature, some confusion in practical implementations arises from errors or missing information in published expressions. In what follows, we provide a complete list of invariant expressions for all Laue classes, also considering different crystallographic settings (e.g., unique axis in the monoclinic class and hexagonal vs rhombohedral cell).

### 6.1 Microstrain effect on line broadening

Inhomogeneity of atomic displacement in crystalline domains, often named microstrain for briefness, affects the width and shape of the diffraction line profiles. As shown in eqs. 3.51, within the limits of reasonable approximations, the real part of the Fourier Transform (FT) of the diffraction peak profile due to inhomogeneous strain, can be written in terms of the mean square strain $\left\langle\epsilon_{h k l}^{2}(L)\right\rangle=\left\langle\Delta L_{h k l}^{2}(L)\right\rangle / L^{2}$ as

$$
\begin{equation*}
M_{h k l}^{D}(L)=\operatorname{Exp}\left[-2 \pi^{2} s_{h k l}^{2}\left\langle\Delta L_{h k l}^{2}(L)\right\rangle\right]=\operatorname{Exp}\left[-2 \pi^{2} s_{h k l}^{2} L^{2}\left\langle\epsilon_{h k l}^{2}(L)\right\rangle\right] . \tag{6.1}
\end{equation*}
$$

where $L$ is the distance over which the distortion is examined, projected in the $h k l$ direction inside the domain. If the mean strain $\left\langle\epsilon_{h k l}(L)\right\rangle$ is null for any $L$, as in cold-worked metals $[95,137]$, the square strain equals the variance of the strain distribution $p_{L}\left(\epsilon_{h k l}\right)^{1}$. Popular methods of Line Profile Analysis (PLA) employing Fourier analysis are based on eq. 6.1 for the real component of the FT, while it is assumed that the imaginary component, $N_{h k l}^{D}(L)$, is null or negligible [95, 137]. This assumption is often acceptable, as in the theory of Krivoglaz-Wilkens on line broadening caused by dislocations in polycrystalline materials [138, 139, 140, 141], but is not generally valid, as seen in Chapter 4 for the case of surface relaxation of nanocrystals [18].

[^10]Equation 6.1 is strictly correct only if the distribution $p_{L}$ is Gaussian for every distance $L[137,3]$. Even if this hypothesis is difficult to occur exactly in real cases, eq. 6.1 still holds its validity as an approximation independent of the distribution, as far as the values of $\Delta L_{h k l}(L)\left(\right.$ or $\left.\epsilon_{h k l}(L)\right)$ are small (i.e. $p_{L}$ being a narrow distribution with mean near zero). Moreover, differently from the early work of Stokes \& Wilson [15], the distributions, and thus their moments (mean, mean square, variance ecc.) need not to be constant with $L$, which adds flexibility and possibility to describe different strain sources. As shown by Wilkens [140], deviations from the hypotheses underlying eq. 6.1 occur for the case of dislocation strain field, but all the same, in simplified form, the expression can be used for the level of approximations in the general theory.

Models implementing eq. 6.1 to describe the diffraction peak profile have shown that the $h k l$ dependence can be singled out in a "Contrast Factor" term, $\bar{C}_{h k l}$, such that

$$
\begin{equation*}
\left\langle\Delta L_{h k l}^{2}(L)\right\rangle=\bar{C}_{h k l} f(L) \tag{6.2}
\end{equation*}
$$

$\bar{C}_{h k l}$ is also called "anisotropy factor", depending on the context. Stokes \& Wilson [15] and then Popa [2], for example, proposed expressions equivalent to eq. 6.2 assuming a constant (i.e., independent of $L$ ) strain $\left\langle\epsilon_{h k l}^{2}\right\rangle$, and thus having $f(L)=L^{2}$. In simplified form [142], also Wilkens model for dislocation strain broadening uses eq. 6.2 with

$$
\begin{equation*}
f(L)=(1 / \pi)(b / 2)^{2} \rho L^{2} f^{*}\left(L / R_{e}\right) \tag{6.3}
\end{equation*}
$$

where $b$ is the modulus of the Burgers vector for the given slip system, $\rho$ the average dislocation density and $R_{e}$ the effective outer cut-off radius. $f^{*}$ is a known function of $L / R_{e}$, the so-called Wilkens function [140]. In this case, given the elastic constants and the slip system, $\bar{C}_{h k l}$ can be calculated for any crystal symmetry [134], so that eq. 6.2 can be used in eq. 6.1 to determine $\rho$ and $R_{e}$, and even to guess the (edge/screw) character of the dislocations.

But the validity of eq. 6.2 extends to more general cases, where the
source of strain broadening is different, or not uniquely associated with a dominant defect type. As far as the main source of anisotropy is the elastic medium, eq. 6.2 can be adopted with $\bar{C}_{h k l}$ being the $L$-independent mean square strain of Popa [2] (an invariant form of the Miller indices), and $f(L)$ given by a polynomial expansion, like $f(L)=a L+b L^{2}$ in the Popa-AdlerHouska (PAH) model [109, 97]. Coefficients in the invariant and in $f(L)$ can be adjusted to fit the data using the FT of eq. 6.1, a procedure that proved successful in a rather broad variety of experimental cases (e.g., see [143] for recent results).

In all the applications mentioned so far it is fundamental to use the proper invariant form for the corresponding crystal structure, supporting the required choice of axes and crystal system.

### 6.2 Invariant forms for strain anisotropy

Fallowing Popa [2] the mean square strain of the strain distribution along [ $h k l]$ is given by

$$
\begin{equation*}
\left\langle\epsilon_{h k l}^{2}\right\rangle=\frac{\Gamma_{h k l}}{a^{4} s_{h k l}^{4}} \tag{6.4}
\end{equation*}
$$

with

$$
\begin{align*}
\Gamma_{h k l}= & E_{400} h^{4}+E_{040} k^{4}+E_{004} l^{4}+2\left(E_{220} h^{2} k^{2}+E_{022} k^{2} l^{2}+E_{202} h^{2} l^{2}\right) \\
& +4\left(E_{310} h^{3} k+E_{301} h^{3} l+E_{130} h k^{3}+E_{031} k^{3} l+E_{103} h l^{3}+E_{013} k l^{3}\right) \\
& +4\left(E_{211} h^{2} k l+E_{121} h k^{2} l+E_{112} h k l^{2}\right) \tag{6.5}
\end{align*}
$$

The $E$ s in this equation are refinable parameters, whereas $a$ is the first unit cell parameter and $s_{h k l}$ is the modulus of the reciprocal lattice vector corresponding to the $h k l$ reflection. As mentioned before, Popa assumed an $L$-independent mean square strain, so from eq. $6.2 f(L)=L^{2}$, and the contrast factor is equal to the $L$-independent mean square strain:

$$
\begin{equation*}
\bar{C}_{h k l}=\frac{\Gamma_{h k l}}{a^{4} s_{h k l}^{4}} \tag{6.6}
\end{equation*}
$$

The coefficients in eq. 6.5, the so called "invariant term", conveniently remind the powers of $h, k$, and $l$ in the terms they correspond to. The invariant term takes a different form according to the Laue class corresponding to the space group of the crystal under study, and the used setting for the crystal axes. In what follows we show these expressions using the conventional crystal axes and origin for each crystal system, as reported in the International Tables of Crystallography [144], as well as using non-conventional axes. This variety of choices has never been reported in the literature, and some of the expressions given by Popa [2] might generate confusion, for typing errors and missing information regarding the crystallographic setting they refer to. We will use short coefficient names, after some of the coefficients in eq. 6.5 vanish due to the symmetry rules in each case.

### 6.2.1 Triclinic crystal system (S.G. 1,2)

The two space groups have Laue class $\overline{1}$ and the invariant expression for them is the most general one given by eq. 6.5 , since there are no symmetry restrictions:

$$
\begin{align*}
\Gamma_{h k l}= & E_{1} h^{4}+E_{2} k^{4}+E_{3} l^{4}+2\left(E_{4} h^{2} k^{2}+E_{5} k^{2} l^{2}+E_{6} h^{2} l^{2}\right) \\
& +4\left(E_{7} h^{3} k+E_{8} h^{3} l+E_{9} h k^{3}+E_{10} k^{3} l+E_{11} h l^{3}+E_{12} k l^{3}\right)  \tag{6.7}\\
& +4\left(E_{13} h^{2} k l+E_{14} h k^{2} l+E_{15} h k l^{2}\right) .
\end{align*}
$$

### 6.2.2 Monoclinic crystal system (S.G. 3-15)

All space groups have Laue class $2 / m$, with the two fold axis oriented along $b$ or $c$, depending on the used setting. The invariant expression for the unique axis $b$ setting is:

$$
\begin{align*}
\Gamma_{h k l}= & E_{1} h^{4}+E_{2} k^{4}+E_{3} l^{4}+2\left(E_{4} h^{2} l^{2}+E_{5} k^{2} l^{2}+E_{6} h^{2} k^{2}\right) \\
& +4\left(E_{7} h^{3} l+E_{8} h l^{3}+E_{9} h k^{2} l\right), \tag{6.8}
\end{align*}
$$

whereas that for the unique axis $c$ setting is:

$$
\begin{align*}
\Gamma_{h k l}= & E_{1} h^{4}+E_{2} k^{4}+E_{3} l^{4}+2\left(E_{4} h^{2} k^{2}+E_{5} k^{2} l^{2}+E_{6} h^{2} l^{2}\right)  \tag{6.9}\\
& +4\left(E_{7} h^{3} k+E_{8} h k^{3}+E_{9} h k l^{2}\right) .
\end{align*}
$$

Expression 6.9 is equal to expression (7) of [2], i.e. in that study the author actually refers to the unique axis $c$ setting.

### 6.2.3 Orthorhombic crystal system (S.G. 16-74)

All space groups have Laue class $m m m$, in the common standard setting. The invariant form is:

$$
\begin{equation*}
\Gamma_{h k l}=E_{1} h^{4}+E_{2} k^{4}+E_{3} l^{4}+2\left(E_{4} h^{2} k^{2}+E_{5} k^{2} l^{2}+E_{6} h^{2} l^{2}\right) . \tag{6.10}
\end{equation*}
$$

Equation 6.10 is equal to eq. 8 of [2], where the author labels the Laue class as $2 / \mathrm{mmm}$.

### 6.2.4 Tetragonal crystal system (S.G. 75-142)

Space groups $75-88$ have Laue class $4 / m$, and those No. 89-142 have $4 / \mathrm{mmm}$. The standard setting is used for all of them. The invariant form for the space groups having Laue class $4 / m$ is:
$\Gamma_{h k l}=E_{1}\left(h^{4}+k^{4}\right)+E_{2} l^{4}+2 E_{3} h^{2} k^{2}+2 E_{4} l^{2}\left(h^{2}+k^{2}\right)+4 E_{5} h k\left(h^{2}-k^{2}\right)$,
and for those having Laue class $4 / \mathrm{mmm}$ it is:

$$
\begin{equation*}
\Gamma_{h k l}=E_{1}\left(h^{4}+k^{4}\right)+E_{2} l^{4}+2 E_{3} h^{2} k^{2}+2 E_{4} l^{2}\left(h^{2}+k^{2}\right) . \tag{6.12}
\end{equation*}
$$

Expressions 6.11 and 6.12 are equal to expressions (9) and (10) of [2] respectively, labeled under the same Laue class symbols.

### 6.2.5 Trigonal crystal system (S.G. 143-167)

Space groups 143-148 have Laue class $\overline{3}$, and those No. 149-167 have $\overline{3} m$. For all space groups having Laue class $\overline{3}$ the following invariant form is correct when using hexagonal axes $\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}$ in the common standard setting $\left(\gamma=120^{\circ}\right)$ :

$$
\begin{align*}
\Gamma_{h k l}= & E_{1}\left(h^{2}-h k+k^{2}\right)^{2}+2 E_{2} l^{2}\left(h^{2}-h k+k^{2}\right)+E_{3} l^{4}+4 E_{4} h k l(h-k) \\
& +4 E_{5} l\left(h^{3}-3 h k^{2}+k^{3}\right) . \tag{6.13}
\end{align*}
$$

When using the non standard setting with $\gamma=60^{\circ}$ (crystal axes changes as $\{\mathbf{a}+\mathbf{b}, \mathbf{b}, \mathbf{c}\})$ the correct form is instead:

$$
\begin{align*}
\Gamma_{h k l}= & E_{1}\left(h^{2}+h k+k^{2}\right)^{2}+2 E_{2} l^{2}\left(h^{2}+h k+k^{2}\right)+E_{3} l^{4} \\
& +\frac{4}{3} E_{4} l\left(h^{3}+3 h^{2} k-k^{3}\right)+\frac{4}{3} E_{5} l\left(-h^{3}+3 h k^{2}+k^{3}\right) \tag{6.14}
\end{align*}
$$

If on the other hand rhombohedral axes are used (space groups 146 and 148 only), also in the conventional way, the invariant takes the form:

$$
\begin{align*}
& \Gamma_{h k l}=E_{1}\left(h^{4}+k^{4}+l^{4}\right)+2 E_{2}\left(h^{2} k^{2}+k^{2} l^{2}+h^{2} l^{2}\right) \\
& \quad+4 E_{3}\left(h^{3} k+k^{3} l+h l^{3}\right)+4 E_{4}\left(h^{3} l+h k^{3}+k l^{3}\right)+4 E_{5} h k l(h+k+l) \tag{6.15}
\end{align*}
$$

Equation 6.14 matches eq. 11 of [2], whereas eq. 6.15 matches equation 12 of [2], labeled under the Laue class symbol $\overline{3} R$, provided variable names are changed as $E 3 \rightarrow E 4, E 4 \rightarrow E 5$ and $E 5 \rightarrow E 3$. This choice of coefficient names allows for a better agreement with the general invariant expression in eq. 6.5 , where the cubic powers appear before to the terms having $h, k$ and $l$, one of them squared.

For space groups having Laue class $\overline{3} m$ attention should be paid to the orientation of the two-fold axis (s.g. 149-155) or mirror/glide plane (s.g. 156-167). Space groups $150,152,154,155,156,158,160,161,164$, 165,166 and 167 have these symmetry elements in the second position and therefore oriented along $\{100\}$ in the standard hexagonal axes setting
$\left(\gamma=120^{\circ}\right)$. For them the invariant takes the form:
$\Gamma_{h k l}=E_{1}\left(h^{2}-h k+k^{2}\right)^{2}+2 E_{2} l^{2}\left(h^{2}-h k+k^{2}\right)+E_{3} l^{4}+4 E_{4} h k l(h-k)$.

If we use the hexagonal setting with $\gamma=60^{\circ}$ the expression to be used is instead

$$
\begin{equation*}
\Gamma_{h k l}=E_{1}\left(h^{2}+h k+k^{2}\right)^{2}+2 E_{2} l^{2}\left(h^{2}+h k+k^{2}\right)+E_{3} l^{4}+4 E_{4} h k l(h+k) . \tag{6.17}
\end{equation*}
$$

Equation 6.17 is equal to eq. 15 in [2], where it was wrongly reported under the Laue class $\overline{3} 1 m$, i.e., corresponding to space groups $149,151,153,157$, 159,162 and 163 , having the twofold rotation axis or mirror/glide plane in the third position.

Space groups $155,160,161,166$ and 167 support also a rhombohedral lattice. If the standard rhombohedral setting is used for them, eqs 6.16 and 6.17 are replaced by:

$$
\begin{align*}
& \Gamma_{h k l}=E_{1}\left(h^{4}+k^{4}+l^{4}\right)+2 E_{2}\left(h^{2} k^{2}+k^{2} l^{2}+h^{2} l^{2}\right) \\
& \quad+4 E_{3}\left(h k\left(h^{2}+k^{2}\right)+k l\left(k^{2}+l^{2}\right)+h l\left(h^{2}+l^{2}\right)\right)+4 E_{4} h k l(h+k+l) \tag{6.18}
\end{align*}
$$

Exchanging $E_{3}$ and $E_{4}$ in eq. 6.18 (for the same reason as in eq. 6.15) gives correspondence with eq. 14 of [2], labeled under Laue class $\overline{3} m 1 R$.

Space groups 149, 151, 153, 157, 159, 162 and 163 have the two-fold rotation axis or mirror/glide plane in the third position (oriented along $\{1 \overline{1} 0\})$ and only allow for a hexagonal cell. With the setting $\gamma=120^{\circ}$ the form of the invariant for they is:

$$
\begin{align*}
\Gamma_{h k l}= & E_{1}\left(h^{2}-h k+k^{2}\right)^{2}+2 E_{2} l^{2}\left(h^{2}-h k+k^{2}\right)+E_{3} l^{4}  \tag{6.19}\\
& +E_{4} l\left(4 h^{3}-6 h^{2} k-6 h k^{2}+4 k^{3}\right),
\end{align*}
$$

whereas for the setting $\gamma=60^{\circ}$ it is

$$
\begin{align*}
\Gamma_{h k l}= & E_{1}\left(h^{2}+h k+k^{2}\right)^{2}+2 E_{2} l^{2}\left(h^{2}+h k+k^{2}\right)+E_{3} l^{4} \\
& +\frac{4}{3} E_{4} l\left(2 h^{3}+3 h^{2} k-3 h k^{2}-2 k^{3}\right) . \tag{6.20}
\end{align*}
$$

Equation 6.20 is equal to eq. 13 of [2], although in that study it is wrongly reported under the Laue class symbol $\overline{3} m 1$, i.e. corresponding to space groups $150,152,154,155,156,158,160,161,164,165,166$ and 167 , having the two fold rotation axis or mirror/glide plane in the second position. Therefore, the present work suggests that eqs. 13 and 15 of [2] should be swapped, and referred to the non-standard hexagonal setting $\{\mathbf{a}+\mathbf{b}, \mathbf{b}, \mathbf{c}\}$ for the crystal axes $\left(\gamma=60^{\circ}\right)$.

### 6.2.6 Hexagonal crystal system (S.G. 168-194)

Space groups 168-176 have Laue class $6 / m$, whereas those No. 177-194 have Laue class $6 / \mathrm{mmm}$. For all of them the correct invariant expression in the standard hexagonal setting of $\gamma=120^{\circ}$ is:

$$
\begin{equation*}
\Gamma_{h k l}=E_{1}\left(h^{2}-h k+k^{2}\right)^{2}+2 E_{2} l^{2}\left(h^{2}-h k+k^{2}\right)+E_{3} l^{4} \tag{6.21}
\end{equation*}
$$

For the setting with $\gamma=60^{\circ}$ the correct expression is instead:

$$
\begin{equation*}
\Gamma_{h k l}=E_{1}\left(h^{2}+h k+k^{2}\right)^{2}+2 E_{2} l^{2}\left(h^{2}+h k+k^{2}\right)+E_{3} l^{4} \tag{6.22}
\end{equation*}
$$

Equation 6.22, with the non-standard hexagonal axes, is equal to eq. 16 of [2].

### 6.2.7 Cubic crystal system (S.G. 195-230)

Space groups 195-206 have Laue class $m \overline{3}$, whereas those No. 207-230 have Laue class $m \overline{3} m$. For all cubic groups, when using the standard setting, the invariant form reads:

$$
\begin{equation*}
\Gamma_{h k l}=E_{1}\left(h^{4}+k^{4}+l^{4}\right)+2 E_{2}\left(h^{2} k^{2}+h^{2} l^{2}+k^{2} l^{2}\right) \tag{6.23}
\end{equation*}
$$

which is equal to eq. 17 of [2].
Tables 6.1 and 6.2 summarize the coefficients of all invariant forms mentioned above for the different crystal systems and settings. "O" stands for coefficients missing for symmetry, whereas rules are specified when a
coefficient depends on others. Table 6.3 provides a direct conversion to the alternative $E_{h k l}$ notation. Last, a TOPAS macro called getInvariant is shown in Figures 6.1 and 6.2 , which returns $\Gamma_{h k l}$ given the space group and the number of independent coefficients $E_{i}$ [97].

Table 6.1: Coefficients of the invariant form of the Miller indices in eq. 6.5 , for the different Laue classes. Independent terms are indicated (X) together with those null for symmetry (0), and those related to others independent coefficients. (Part 1 of 2.)

| Laue class | setting | Id | E400 | E040 | E004 | E220 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| E202 | E022 | E310 |  |  |  |  |


| $\overline{1}$ | std. | 1 | X | X | X | X | X | X | X |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2 / m$ | u.a. $b$ | 2 | X | X | X | X | X | X | 0 |
|  | u.a. $c$ | 3 | X | X | X | X | X | X | X |
| mmm | std. | 4 | X | X | X | X | X | X | 0 |
| 4/m | std. | 5 | X | E400 | X | X | X | E202 | X |
| 4/mmm | std. | 6 | X | E400 | X | X | X | E202 | 0 |
| $\overline{3}$ | hex. std. hex. $60^{\circ}$ rhomb. | $\begin{array}{\|l\|} \hline 7 \\ 8 \\ 9 \\ \hline \end{array}$ | $\begin{aligned} & \mathrm{X} \\ & \mathrm{X} \\ & \mathrm{X} \end{aligned}$ | $\begin{array}{\|l\|l\|} \hline \mathrm{E} 400 \\ \mathrm{E} 400 \\ \mathrm{E} 400 \\ \hline \end{array}$ | $\begin{gathered} \mathrm{X} \\ \mathrm{X} \\ \mathrm{E} 400 \end{gathered}$ | $\begin{gathered} 3 \mathrm{E} 400 / 2 \\ 3 \mathrm{E} 400 / 2 \\ \mathrm{X} \end{gathered}$ | $\begin{gathered} \mathrm{X} \\ \mathrm{X} \\ \mathrm{E} 220 \end{gathered}$ | $\begin{array}{\|l\|} \hline \text { E202 } \\ \text { E202 } \\ \text { E220 } \\ \hline \end{array}$ | $\begin{gathered} \mathrm{E} 400 / 2 \\ \mathrm{E} 400 / 2 \\ \mathrm{X} \end{gathered}$ |
| $\overline{3} m \begin{gathered}\text { ¢ } \\ \\ \overline{3} 1 m 1\end{gathered}$ | hex. std. hex. std. | $\begin{aligned} & 10 \\ & 11 \end{aligned}$ | $\begin{aligned} & \mathrm{X} \\ & \mathrm{X} \end{aligned}$ | $\begin{aligned} & \mathrm{E} 400 \\ & \mathrm{E} 400 \end{aligned}$ | $\begin{aligned} & \mathrm{X} \\ & \mathrm{X} \end{aligned}$ | $\begin{aligned} & 3 \mathrm{E} 400 / 2 \\ & 3 \mathrm{E} 400 / 2 \end{aligned}$ | $\begin{aligned} & \mathrm{X} \\ & \mathrm{X} \end{aligned}$ | $\begin{aligned} & \text { E200 } \\ & \text { E200 } \end{aligned}$ | $\begin{aligned} & \mathrm{E} 400 / 2 \\ & \mathrm{E} 400 / 2 \end{aligned}$ |
|  | rhomb. hex. std. hex. $60^{\circ}$ | $\begin{array}{\|l\|} 12 \\ 13 \\ 14 \\ \hline \end{array}$ | $\begin{aligned} & \mathrm{X} \\ & \mathrm{X} \\ & \mathrm{X} \end{aligned}$ | $\begin{array}{\|l} \mathrm{E} 400 \\ \mathrm{E} 400 \\ \mathrm{E} 400 \end{array}$ | $\begin{gathered} E 400 \\ X \\ X \end{gathered}$ | $\begin{array}{\|c\|c\|} \hline 0 & \mathrm{X} \\ 3 \mathrm{E} 400 / 2 \\ 3 \mathrm{E} 400 / 2 \end{array}$ | $\begin{gathered} \mathrm{E} 220 \\ \mathrm{X} \\ \mathrm{X} \\ \hline \end{gathered}$ | $\begin{array}{\|l\|} \hline \mathrm{E} 220 \\ \mathrm{E} 220 \\ \mathrm{E} 220 \\ \hline \end{array}$ |  |
| $6 / \mathrm{m}, 6 / \mathrm{mmm}$ | hex. std. 15 | 15 | E400 | X | E400 | 3 E400/2 | X | E200 | -E400/2 |
|  | hex. $60^{\circ} 1$ | 16 | E400 | X | E400 | 3 E400/2 | X | E200 | E400/2 |
| m3, m3m | std. | 17 | X | E400 | E400 | - X | E220 | E220 | 0 |

Table 6.2: Coefficients of the invariant form of the Miller indices in eq. 6.5, for the different Laue classes (Part 2 of 2). The following auxiliary definitions are used: $\mathrm{A}=-\mathrm{E} 211-3 \mathrm{E} 301, \mathrm{~B}=(\mathrm{E} 211-\mathrm{E} 121) / 3, \mathrm{C}=(\mathrm{E} 121-\mathrm{E} 211) / 3$.

| Id | E 301 | E 130 | E 031 | E 103 | E 013 | E 211 | E 121 | E 112 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | X | X | X | X | X | X | X | X |
| 2 | X | 0 | 0 | X | 0 | 0 | X | 0 |
| 3 | 0 | X | 0 | 0 | 0 | 0 | 0 | X |
| 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 0 | -E 310 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7 | X | $-\mathrm{E} 400 / 2$ | E 301 | 0 | 0 | X | A | $-\mathrm{E} 202 / 2$ |
| 8 | B | $\mathrm{E} 400 / 2$ | C | 0 | 0 | X | X | $\mathrm{E} 202 / 2$ |
| 9 | X | E 301 | E 310 | E 310 | E 301 | X | E 211 | E 211 |
| 10 | 0 | $-\mathrm{E} 400 / 2$ | 0 | 0 | 0 | X | -E 211 | $-\mathrm{E} 202 / 2$ |
| 11 | 0 | $\mathrm{E} 400 / 2$ | 0 | 0 | 0 | X | E 211 | $\mathrm{E} 202 / 2$ |
| 12 | E 310 | E 310 | E 310 | E 310 | E 310 | X | E 211 | E 211 |
| 13 | X | $-\mathrm{E} 400 / 2$ | E 301 | 0 | 0 | $-3 \mathrm{E} 301 / 2$ | $-3 \mathrm{E} 301 / 2$ | $-\mathrm{E} 202 / 2$ |
| 14 | $\mathrm{E} 211 / 3$ | $\mathrm{E} 400 / 2$ | $-2 \mathrm{E} 211 / 3$ | 0 | 0 | X | -E 211 | $\mathrm{E} 202 / 2$ |
| 15 | 0 | $-\mathrm{E} 400 / 2$ | 0 | 0 | 0 | 0 | 0 | $-\mathrm{E} 202 / 2$ |
| 16 | 0 | $\mathrm{E} 400 / 2$ | 0 | 0 | 0 | 0 | 0 | $\mathrm{E} 202 / 2$ |
| 17 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 6.3: Conversion from the $E_{i}$ to the $E_{h k l}$ coefficient notation, for all Laue classes and different settings listed in Tables 6.1 and 6.2.

| Id | \| Transformation rules |
| :---: | :---: |
| 1 | $\mathrm{E} 400=\mathrm{E} 1, \mathrm{E} 040=\mathrm{E} 2, \mathrm{E} 004=\mathrm{E} 3, \mathrm{E} 220=\mathrm{E} 4, \mathrm{E} 022=\mathrm{E} 5, \mathrm{E} 202=\mathrm{E} 6$, $\mathrm{E} 310=\mathrm{E} 7, \mathrm{E} 301=\mathrm{E} 8, \mathrm{E} 130=\mathrm{E} 9, \mathrm{E} 031=\mathrm{E} 10, \mathrm{E} 103=\mathrm{E} 11, \mathrm{E} 013=\mathrm{E} 12$, $\mathrm{E} 211=\mathrm{E} 13, \mathrm{E} 121=\mathrm{E} 14, \mathrm{E} 112=\mathrm{E} 15$ |
| 2 | $\mathrm{E} 040=\mathrm{E} 2, \quad \mathrm{E} 004=\mathrm{E} 3, \mathrm{E} 202=\mathrm{E} 4, \quad \mathrm{E} 400=\mathrm{E} 1, \quad \mathrm{E} 022=\mathrm{E} 5, \quad \mathrm{E} 220=\mathrm{E} 6$, $\mathrm{E} 301=\mathrm{E} 7, \mathrm{E} 103=\mathrm{E} 8, \mathrm{E} 121=\mathrm{E} 9$ |
| 3 | $\begin{aligned} & \mathrm{E} 040=\mathrm{E} 2, \quad \mathrm{E} 004=\mathrm{E} 3, \quad \mathrm{E} 220=\mathrm{E} 4, \quad \mathrm{E} 400=\mathrm{E} 1, \mathrm{E} 022=\mathrm{E} 5, \quad \mathrm{E} 202=\mathrm{E} 6, \\ & \mathrm{E} 310=\mathrm{E} 7, \mathrm{E} 130=\mathrm{E} 8, \mathrm{E} 112=\mathrm{E} 9 \end{aligned}$ |
| 4 | $\mathrm{E} 040=\mathrm{E} 2, \mathrm{E} 004=\mathrm{E} 3, \mathrm{E} 220=\mathrm{E} 4, \mathrm{E} 400=\mathrm{E} 1, \mathrm{E} 022=\mathrm{E} 5, \mathrm{E} 202=\mathrm{E} 6$ |
| 5 | E004=E2, E220=E3, E202=E4, E400=E1, E310=E5 |
| 6 | $\mathrm{E} 004=\mathrm{E} 2, \mathrm{E} 220=\mathrm{E} 3, \mathrm{E} 202=\mathrm{E} 4, \mathrm{E} 400=\mathrm{E} 1$ |
| 7 | E202=E2, E004=E3, E211=E4, E400=E1, E301=E5 |
| 8 | E202=E2, E004=E3, E211=E4, E400=E1, E121=E5 |
| 9 | $\mathrm{E} 220=\mathrm{E} 2, \mathrm{E} 310=\mathrm{E} 3, \mathrm{E} 301=\mathrm{E} 4, \mathrm{E} 400=\mathrm{E} 1, \mathrm{E} 211=\mathrm{E} 5$ |
| 10 | E202=E2, E004=E3, E211=E4, E400=E1 |
| 11 | E202=E2, $\mathrm{E} 004=\mathrm{E} 3, \mathrm{E} 211=\mathrm{E} 4, \mathrm{E} 400=\mathrm{E} 1$ |
| 12 | E220=E2, $\mathrm{E} 310=\mathrm{E} 3, \mathrm{E} 211=\mathrm{E} 4, \mathrm{E} 400=\mathrm{E} 1$ |
| 13 | E202=E2, E004=E3, E301=E4, E400=E1 |
| 14 | E202=E2, E004=E3, E211=E4, E400=E1 |
| 15 | E202=E2, E004=E3, E400=E1 |
| 16 | E202=E2, E004=E3, E400=E1 |
|  | E220=E2, E400=E1 |

```
macro getInvariant(sg, E1, E2, E3, E4, E5, E6, E7, E8, E9, E10, E11, E12,
```

E13, E14, E15) \{
\#if $\operatorname{Or}(\mathrm{sg}==1, \mathrm{sg}==2)$; 'Triclinic, -1
$\mathrm{E} 1 * \mathrm{H}^{\wedge} 4+\mathrm{E} 2 * \mathrm{~K} \wedge 4+\mathrm{E} 3 * \mathrm{~L} \wedge 4+2 *(\mathrm{E} 4 * \mathrm{H} * \mathrm{H} * \mathrm{~K} * \mathrm{~K}+\mathrm{E} 5 * \mathrm{~K} * \mathrm{~K} * \mathrm{~L} * \mathrm{~L}+\mathrm{E} 6 * \mathrm{H} * \mathrm{H} * \mathrm{~L} * \mathrm{~L})+$
$4 *\left(\mathrm{E} 7 *\left(\mathrm{H}^{\wedge} 3\right) * \mathrm{~K}+\mathrm{E} 8 *\left(\mathrm{H}^{\wedge} 3\right) * \mathrm{~L}+\mathrm{E} 9 * \mathrm{H} *\left(\mathrm{~K}^{\wedge} 3\right)+\mathrm{E} 10 *\left(\mathrm{~K}^{\wedge} 3\right) * \mathrm{~L}+\mathrm{E} 11 * \mathrm{H} *\left(\mathrm{~L}^{\wedge} 3\right)+\right.$
$\mathrm{E} 12 * \mathrm{~K} *(\mathrm{~L} \wedge 3)+\mathrm{E} 13 * \mathrm{H} * \mathrm{H} * \mathrm{~K} * \mathrm{~L}+\mathrm{E} 14 * \mathrm{H} * \mathrm{~K} * \mathrm{~K} * \mathrm{~L}+\mathrm{E} 15 * \mathrm{H} * \mathrm{~K} * \mathrm{~L} * \mathrm{~L})$
\#elseif And (sg >= 3, sg <= 15) ; 'Monoclinic, $2 / \mathrm{m}$
If (And (Constant (Get (al)) $==90$, Constant (Get (ga)) $==90$ ), 'unique axis b
$\mathrm{E} 1 * \mathrm{H}^{\wedge} 4+\mathrm{E} 2 * \mathrm{~K} \wedge 4+\mathrm{E} 3 * \mathrm{~L} \wedge 4+2 *(\mathrm{E} 4 * \mathrm{H} * \mathrm{H} * \mathrm{~L} * \mathrm{~L}+\mathrm{E} 5 * \mathrm{~K} * \mathrm{~K} * \mathrm{~L} * \mathrm{~L}+\mathrm{E} 6 * \mathrm{H} * \mathrm{H} * \mathrm{~K} * \mathrm{~K})+$
$4 *\left(\mathrm{E} 7 *\left(\mathrm{H}^{\wedge} 3\right) * \mathrm{~L}+\mathrm{E} 8 * \mathrm{H} *(\mathrm{~L} \wedge 3)+\mathrm{E} 9 * \mathrm{H} * \mathrm{~K} * \mathrm{~K} * \mathrm{~L}\right)$,
If (And (Constant $(\operatorname{Get}(\mathrm{al}))==90$, Constant $(\operatorname{Get}(\mathrm{be}))==90)$, 'unique axis c
$\mathrm{E} 1 * \mathrm{H}^{\wedge} 4+\mathrm{E} 2 * \mathrm{~K} \wedge 4+\mathrm{E} 3 * \mathrm{~L} \wedge 4+2 *(\mathrm{E} 4 * \mathrm{H} * \mathrm{H} * \mathrm{~K} * \mathrm{~K}+\mathrm{E} 5 * \mathrm{~K} * \mathrm{~K} * \mathrm{~L} * \mathrm{~L}+$
$\mathrm{E} 6 * \mathrm{H} * \mathrm{H} * \mathrm{~L} * \mathrm{~L})+4 *\left(\mathrm{E} 7 *\left(\mathrm{H}^{\wedge} 3\right) * \mathrm{~K}+\mathrm{E} 8 * \mathrm{H} *\left(\mathrm{~K}^{\wedge} 3\right)+\mathrm{E} 9 * \mathrm{H} * \mathrm{~K} * \mathrm{~L} * \mathrm{~L}\right)$,
"Invalid Monoclinic lattice parameters"
)
)
\#elseif And(sg >= 16, sg $<=74$ ); 'Orthorhombic, mmm
$\mathrm{E} 1 * \mathrm{H} \wedge 4+\mathrm{E} 2 * \mathrm{~K} \wedge 4+\mathrm{E} 3 * \mathrm{~L} \wedge 4+2 *(\mathrm{E} 4 * \mathrm{H} * \mathrm{H} * \mathrm{~K} * \mathrm{~K}+\mathrm{E} 5 * \mathrm{~K} * \mathrm{~K} * \mathrm{~L} * \mathrm{~L}+\mathrm{E} 6 * \mathrm{H} * \mathrm{H} * \mathrm{~L} * \mathrm{~L})$
\#elseif And (sg >= 75, sg <= 88); 'Tetragonal, 4/m
$\mathrm{E} 1 *\left(\mathrm{H}^{\wedge} 4+\mathrm{K} \wedge 4\right)+\mathrm{E} 2 * \mathrm{~L} \wedge 4+2 * \mathrm{E} 3 * \mathrm{H} * \mathrm{H} * \mathrm{~K} * \mathrm{~K}+2 * \mathrm{E} 4 *(\mathrm{H} * \mathrm{H}+\mathrm{K} * \mathrm{~K}) * \mathrm{~L} * \mathrm{~L}+$
$4 * \mathrm{E} 5 * \mathrm{H} * \mathrm{~K} *(\mathrm{H} * \mathrm{H}-\mathrm{K} * \mathrm{~K})$
\#elseif And (sg >= 89, $\mathrm{sg}<=142$ ); 'Tetragonal, $4 / \mathrm{mmm}$
$\mathrm{E} 1 *\left(\mathrm{H}^{\wedge} 4+\mathrm{K} \wedge 4\right)+\mathrm{E} 2 * \mathrm{~L} \wedge 4+2 * \mathrm{E} 3 * \mathrm{H} * \mathrm{H} * \mathrm{~K} * \mathrm{~K}+2 * \mathrm{E} 4 *(\mathrm{H} * \mathrm{H}+\mathrm{K} * \mathrm{~K}) * \mathrm{~L} * \mathrm{~L}$
\#elseif And (sg >= 143, sg <= 148) ; 'Trigonal, -3
\#if $\operatorname{Or}(\mathrm{sg}==146, \mathrm{sg}==148)$; 'Trigonal space groups supporting
'also rhombohedral axes
If $($ Constant $(\operatorname{Get}(\mathrm{ga}))==120$,
$\mathrm{E} 1 *(\mathrm{H} * \mathrm{H}-\mathrm{H} * \mathrm{~K}+\mathrm{K} * \mathrm{~K}) \sim 2+2 * \mathrm{E} 2 *(\mathrm{H} * \mathrm{H}-\mathrm{H} * \mathrm{~K}+\mathrm{K} * \mathrm{~K}) * \mathrm{~L} * \mathrm{~L}+\mathrm{E} 3 * \mathrm{~L} \wedge 4$
$+4 * \mathrm{E} 5 *\left(\mathrm{H}^{\wedge} 3-3 * \mathrm{H} * \mathrm{~K} * \mathrm{~K}+\left(\mathrm{K}^{\wedge} 3\right)\right) * \mathrm{~L}+4 * \mathrm{E} 4 * \mathrm{H} *(\mathrm{H}-\mathrm{K}) * \mathrm{~K} * \mathrm{~L}$,
If (Constant (Get (ga)) == 60,
$\mathrm{E} 1 *(\mathrm{H} * \mathrm{H}+\mathrm{H} * \mathrm{~K}+\mathrm{K} * \mathrm{~K}) \sim 2+2 * \mathrm{E} 2 * \mathrm{~L} * \mathrm{~L} *(\mathrm{H} * \mathrm{H}+\mathrm{H} * \mathrm{~K}+\mathrm{K} * \mathrm{~K})+$
$\mathrm{E} 3 * \mathrm{~L}^{\wedge} 4+(4 / 3) * \mathrm{E} 4 * \mathrm{~L} *\left(\mathrm{H}^{\wedge} 3+3 * \mathrm{H} * \mathrm{H} * \mathrm{~K}-\mathrm{K}^{\wedge} 3\right)+$
$(4 / 3) * \mathrm{E} 5 * \mathrm{~L} *\left(-\mathrm{H}^{\wedge} 3+3 * \mathrm{H} * \mathrm{~K} * \mathrm{~K}+\mathrm{K}^{\wedge} 3\right)$, 60 deg
$\mathrm{E} 1 *\left(\mathrm{H}^{\wedge} 4+\mathrm{K} \wedge 4+\mathrm{L} \wedge 4\right)+2 * \mathrm{E} 2 *(\mathrm{H} * \mathrm{H} * \mathrm{~K} * \mathrm{~K}+\mathrm{H} * \mathrm{H} * \mathrm{~L} * \mathrm{~L}+$
$\mathrm{K} * \mathrm{~K} * \mathrm{~L} * \mathrm{~L})+4 * \mathrm{E} 3 *\left(\left(\mathrm{H}^{\wedge} 3\right) * \mathrm{~K}+\left(\mathrm{K}^{\wedge} 3\right) * \mathrm{~L}+\mathrm{H} *\left(\mathrm{~L}^{\wedge} 3\right)\right)+$
$* \mathrm{E} 4 *\left(\mathrm{H} *\left(\mathrm{~K}^{\wedge} 3\right)+\left(\mathrm{H}^{\wedge} 3\right) * \mathrm{~L}+\mathrm{K} *\left(\mathrm{~L}^{\wedge} 3\right)\right)+4 * \mathrm{E} 5 * \mathrm{H} * \mathrm{~K} * \mathrm{~L} *(\mathrm{H}+\mathrm{K}+\mathrm{L})$
)
)
\#else
If (Constant (Get (ga)) == 120,
$\mathrm{E} 1 *(\mathrm{H} * \mathrm{H}-\mathrm{H} * \mathrm{~K}+\mathrm{K} * \mathrm{~K}) \sim 2+2 * \mathrm{E} 2 *(\mathrm{H} * \mathrm{H}-\mathrm{H} * \mathrm{~K}+\mathrm{K} * \mathrm{~K}) * \mathrm{~L} * \mathrm{~L}+\mathrm{E} 3 * \mathrm{~L} \wedge 4$
$+4 * \mathrm{E} 5 *\left(\mathrm{H}^{\wedge} 3-3 * \mathrm{H} * \mathrm{~K} * \mathrm{~K}+\left(\mathrm{K}^{\wedge} 3\right)\right) * \mathrm{~L}+4 * \mathrm{E} 4 * \mathrm{H} *(\mathrm{H}-\mathrm{K}) * \mathrm{~K} * \mathrm{~L}$,
$\mathrm{E} 1 *(\mathrm{H} * \mathrm{H}+\mathrm{H} * \mathrm{~K}+\mathrm{K} * \mathrm{~K})^{\wedge} 2+2 * \mathrm{E} 2 * \mathrm{~L} * \mathrm{~L} *(\mathrm{H} * \mathrm{H}+\mathrm{H} * \mathrm{~K}+\mathrm{K} * \mathrm{~K})+\mathrm{E} 3 * \mathrm{~L} \wedge 4$
$(4 / 3) * \mathrm{E} 4 * \mathrm{~L} *\left(\mathrm{H}^{\wedge} 3+3 * \mathrm{H} * \mathrm{H} * \mathrm{~K}-\mathrm{K}^{\wedge} 3\right)+(4 / 3) * \mathrm{E} 5 * \mathrm{~L} *\left(-\mathrm{H}^{\wedge} 3+3 * \mathrm{H} * \mathrm{~K} * \mathrm{~K}+\mathrm{K}^{\wedge} 3\right){ }^{\prime} 60$
)
\#endif

Figure 6.1: TOPAS macro getInvariant, providing Popa's invariant according to the space group. (Part 1 of 2.)

```
    #elseif And(sg >= 149, sg <= 167); 'Trigonal, -3m
    #if Or(sg ==150, sg ==152, sg ==154, sg ==155, sg ==156, sg ==158,
    sg ==160,sg ==161,sg==164,sg==165,sg==166,sg==167); 'Trigonal, -3m1
            #if Or(sg==155,sg==160,sg==161,sg==166,sg==167); 'Trigonal
            'space groups supporting also rhombohedral axes
                If (Constant(Get(ga)) == 120,
                    E}1*(\textrm{H}*\textrm{H}-\textrm{H}*\textrm{K}+\textrm{K}*\textrm{K})~2+2*\textrm{E}2*\textrm{L}*\textrm{L}*(\textrm{H}*\textrm{H}-\textrm{H}*\textrm{K}+\textrm{K}*\textrm{K})+\textrm{E}3*\textrm{L}~
                    + 4*E4*H*K*L*(H - K),
                If (Constant(Get(ga)) == 60,
                    E1*(H*H + H*K + K*K)~2 + 2*E2*L*L*(H*H + H*K + K*K) +
                    E3*L^4 + 4*E4*H*K*L*(H + K), , 60deg
                    E1*(H^4 + K^4 + L^4) + 2*E2* (H*H*K*K + H*H*L*L +
                    K*K*L*L) + 4*E3*(H*K*(H*H + K*K) + H*L* (H*H + L*L) +
                    K*L*(K*K + L*L)) + 4*E4*H*K*L*(H + K + L)
                    )
                )
        #else
                If (Constant(Get(ga)) == 120,
                    E1*(H*H - H*K + K*K) ~2 + 2*E2*L*L*(H*H - H*K + K*K) + E3*L^4
                        + 4*E4*H*K*L*(H - K),
                        E1*(H*H + H*K + K*K) ~2 + 2*E2*L*L*(H*H + H*K + K*K) + E3*L^4
                        + 4*E4*H*K*L*(H + K) , 60deg
            )
            #endif
    #else 'Trigonal, -31m
            If (Constant(Get(ga)) == 120,
                E1*(H*H - H*K + K*K) ~2 + 2*E2*L*L*(H*H - H*K + K*K) + E3*L^4
                + E4*L*(4*(H^3) - 6*H*H*K - 6*H*K*K + 4* (K^3)),
                E1*(H*H + H*K + K*K) ~2 + 2*E2*L*L*(H*H + H*K + K*K) + E3*L^4
                +(4/3)*E4*L*(2*(H^3) + 3*H*H*K - 3*H*K*K - 2*(K^3)) , 60deg
            )
        #endif
    #elseif And(sg >= 168, sg <= 194); 'Hexagonal, 6/m and 6/mmm
    If (Constant(Get(ga)) == 120,
            E1*(H*H - H*K + K*K) ^2 + 2*E2*L*L*(H*H - H*K + K*K) + E3*L^4,
            E1*(H*H + H*K + K*K) ^2 + 2*E2*L*L*(H*H+H*K+K*K) + E3*L~4 , 60deg
        )
    #elseif And(sg >= 195, sg <= 230); 'Cubic, m-3 and m-3m
    E1*(H^4 + K^4 + L^4) + 2*E2*(H*H*K*K + H*H*L*L + K*K*L *L)
    #else
    #endif
}
```

Figure 6.2: TOPAS macro getInvariant, providing Popa's invariant according to the space group. (Part 2 of 2.)

## Chapter 7

## Conclusions

Diffraction from real materials will always reflect the disorder present in the crystalline structure, both static and dynamic. In this thesis we have shown how these types of disorder have separated effects on powder patterns, which originate from the differences in their intensity distribution in reciprocal space. The work that has been shown leads us to the following conceptual and practical conclusions.

In the description of static and dynamic disorder we have followed two distinct approaches. For the static disorder we opted for the WPPM approach. We saw how it translates any kind of intensity distribution in reciprocal space into mean values of projected length variations, entering directly in the expressions for the powder peak profile. The projected length variations then become the expressions needed by models trying to build peak profiles related to physical phenomena, like the Surface Relaxation treated here. With regard to the dynamic disorder, on the other hand, we worked out the intensity distribution in reciprocal space due to thermal vibrations, adopting physical models at this stage. The models were first the Born-von Kármán theory of lattice dynamics, then the Debye lattice model, and last an extension to account for the peculiarities of thermal vibrations in nanoparticles. We worked out the expression of the intensity distribution in reciprocal space, as far as it was possible to use it to integrate the powder average expression. Both approaches lead to profiles depending on parameters with physical meaning, but the second one has the disadvantage of requiring new analytical work whenever
a different lattice dynamics model is assumed, for instance. It would be very useful to have a TDS powder profile expression depending on one or more magnitudes embodying the peculiarities of thermal vibrations in a particle, regardless the lattice dynamics model used, in the same way the projected length variations embody the lattice distortions in the WPPM (Bragg) profile expressions.

From the practical point of view we would like to first highlight the generality of the methodology followed in Chapter 4 to deduce WPPM peak profiles expressions, for the Surface Relaxation phenomena. That methodology could be used as well for other phenomena causing a lattice distortion, as far as the latter can be characterized by some continuous and smooth displacement field. The quality of the profiles obtained in this way is expected to depend on the quality of the assumed displacement field. The key is choosing a realistic displacement field, but that allow at the same time obtaining compact, and/or easy to implement, expressions of the mean and square mean projected length variation. Unfortunately, this was not the case in this thesis. We obtained very long and complex expressions for the PLVs, even after choosing a very simple displacement field. Future works following this approach could try using more realistic displacement fields, supporting for physical simplifications in the analytical work without affecting too much the final profile. Some displacements fields candidates can be derived from this work though. First, one could solve the elastostatic problem of an elastically anisotropic body subject to hydrostatic pressure, to obtain a somehow physically biased displacement field of a nanoparticle. Special elastic constants would be justified in this case, as it is known that elastic properties change in the nanoscale. Secondly, and possibly the best option due to the lack of a proper theory, one could try to do a parametrization of the atomic displacements, obtained from atomistic simulations. These simulations could be tuned as far as necessary to match real experimental cases. In the first case the fitting parameters would still have a physical meaning, whereas in the second they would just characterize the displacement field inside the particle. These two approaches are expected to have particular influence on the obtained
values for the effective hydrostatic pressure upon a nanoparticle, in a the diffraction pattern modelling. The reason is that, with the deformation field proposed in this work for the Surface Relaxation phenomena, atoms do not interact when displaced from their bulk positions. Therefore, the particle can reach the distorted state needed to fit well a diffraction pattern with a considerably lower external pressure.

Related to the dynamic properties of nanoparticles addressed in Chapter 5, we have illustrated the limitations of current models of Thermal Diffuse Scattering, when used with nanoparticles. In all the studied cases it was necessary to use additional anysotropic factors (Debye-Waller parameters) to make the model fit the simulated TDS pattern. The need of this modification can be due, firstly, to all the simplifications involved in the assumed Debye lattice model. Assuming it, we have completely neglected the dispersion of vibration modes, as well as any kind of anisotropic behavior of them. This could be determined experimentally instead, as well as the vibrational density of states, by means of inelastic scattering of Xray or neutrons measurements. A better estimate of the distribution of TDS intensity in reciprocal space could be obtained in this way, through the calculation of a more accurate density of phonon wave vectors from the experimental data. In addition, we have neglected anharmonicity in the thermal vibrations. All these are effects clearly present in a real crystal and the extent of their influence in the TDS intensity of nanoparticle needs further studies. We have also actually used the ideal TDS as termed in [123], i.e., we have ignored the fact that the real TDS intensity profile is a convolution with the Bragg-only profile. The importance of this convolution operation increases with nanoparticles, as the Bragg profiles become broader and can no longer be approximated by a Dirac delta, when needed in analytical works. Secondly, one could easily explain the differences in the computed and modeled TDS patterns as simply an inadequacy of the Born-von Kármán theory at nano-scale. This theory is based on periodic boundary conditions, which is the same as ignoring the peculiar behavior of surface atoms due to their relative low number. This is not the case any more for nanoparticles. Therefore, a theory giving the vibration modes of
a bounded crystalline structure is needed. One could again substitute the nanoparticle with a spherical elastically anisotropic body, a case already studied in the literature and giving results in good agreement with simulations and experimental measurements [145, 146, 147, 148]. Using the new vibration laws, the TDS intensity expressions for nanoparticles could be found starting back from the general expression of TDS intensity in reciprocal space.

## Appendix A

## Analytical definitions of the $F_{i}$ and $G_{i}$ functions in the expressions of $\langle\Delta L(L)\rangle$ and $\left\langle\Delta L^{2}(L)\right\rangle$ of the surface relaxation model in Chapter 4

We obtained the functions $F_{i}$ and $G_{i}$ defined piecewise in a $\left(R, L, r_{o}\right)$ space with $0 \leqslant L \leqslant 2 R$. The $G_{i}$ functions are defined in Tables A. 1 and A.2. The $F_{i}$ functions are defined in the Tables A.3, A.4, A.5, A. 6 and A.7. For the case of $F_{10}$ we expressed it as $F_{10}=F_{10 a}+F_{10 b}$ with $F_{10 a}=$ $f_{R, r_{o}}(\varrho)^{2} \cos ^{2} \varphi+f_{R, r_{o}}\left(\varrho^{\prime}\right)^{2} \cos ^{2} \varphi^{\prime}$ and $F_{10 b}=-2 f_{R, r_{o}}(\varrho) f_{R, r_{o}}\left(\varrho^{\prime}\right) \cos \varphi \cos \varphi^{\prime}$. The functions $F_{31}, F_{51}$ and $F_{61}$ make use of the dilogarithm function $\operatorname{Li}_{2}(x)$ [149]. The function $\Re[z]$ in $F_{51}$ means the real part of $z$.

Table A.1: Explicit form of the $G_{1}, G_{2}$ and $G_{3}$ functions of Table 4.1.

| function | $L \neq 0 \& \& L \neq R \& \& L \neq 2 R L=0$ | $L=R$ | $L=2 R$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $G_{1}$ |  |  |  |  |  |
| $G_{2}$ | $G_{21}$ |  | 0 | $93 R / 160$ | $2 R$ |
| $G_{3}$ | $G_{31}$ |  | 0 | $159 R / 400$ | $2 R$ |

Table A.2: Explicit form of the $G_{4}$ function of Table 4.1. | function | $0 \leqslant L<r_{o} r_{o} \leqslant L<2 R-r_{o} 2 R-r_{o} \leqslant L \leqslant 2 R$ |  |
| :---: | :---: | :---: |
| $G_{4}$ | $G_{41}$ | $G_{42}$ |

Table A.3: Explicit form of the $F_{i}$ functions, $i=1,2, \ldots, 6$, of Table 4.1. The following auxiliary definitions are used: $y_{1}(R)=\left(1680 \pi^{2}+\right.$ 8663) $R^{2} / 67200, y_{2}(R)=\pi^{2} R^{2} / 20+\left(480 \pi^{2}-5951\right) R^{2} / 19200, y_{3}(R)=$ $\left(73920 \pi^{2}+302879\right) R^{2} / 4730880$.

| function | $L \neq 0 \& \& L \neq R \& \& L \neq 2 R$ | $L=0$ | $L=R$ | $L=2 R$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $F_{1}$ | $L^{2}$ |  |  |  |  |
| $F_{2}$ | $F_{21}$ |  | 0 | $93 R^{2} / 80$ | $8 R^{2}$ |
| $F_{3}$ | $F_{31}$ | 0 | $y_{1}(R)$ | $4 R^{2}$ |  |
| $F_{4}$ | $F_{41}$ | 0 | $159 R^{2} / 200$ | $8 R^{2}$ |  |
| $F_{5}$ | $F_{51}$ | 0 | $y_{2}(R)$ | $8 R^{2}$ |  |
| $F_{6}$ | $F_{61}$ | 0 | $y_{3}(R)$ | $4 R^{2}$ |  |

Table A.4: Explicit form of the $F_{7}, F_{8}$ and $F_{9}$ functions of Table 4.1 as well as of $F_{10 a}$. The following auxiliary definitions are used: $w_{1}\left(R, r_{o}\right)=$ $\left(10 R^{2} r_{o}-5 R r_{o}^{2}+r_{o}^{3}\right) /\left(15 R^{3}\right)$, booleanExpression $=\left(r_{o} \leqslant L<2 R-r_{o}\right.$ \&\& $L \neq R-r_{o} \& \& L \neq R$ ). (Part 1 of 2.)

| function | $0 \leqslant L<r_{o}$ |  | $r_{o} \leqslant L<2 R-r_{o}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L=0$ | $0<L<r_{o}$ | booleanExpression $\left\|L=R-r_{o}\right\| L=R$ |  |  |  |  |
| $F_{7}$ | $F_{71}$ |  |  | $F_{72}$ |  |  |  |
| $F_{8}$ | 0 | $F_{81}$ | $F_{821}$ | $F_{822}$ | $F_{823}$ |  |  |
| $F_{9}$ | 0 | $F_{91}$ | $F_{921}$ | $F_{922}$ | $F_{923}$ |  |  |
| $F_{10 a}$ | $w_{1}\left(R, r_{o}\right)$ | $F_{10 a 1}$ | $F_{10 a 2}$ |  |  |  |  |

Table A.5: Explicit form of the $F_{7}, F_{8}$ and $F_{9}$ functions of Table 4.1 as well as of $F_{10 a}$. (Part 2 of 2.)

| function | $2 R-r_{o} \leqslant L \leqslant 2 R$ |  |
| :---: | :---: | :---: |
| $2 R-r_{o} \leqslant L<2 R L=2 R$ |  |  |
| $F_{7}$ | $F_{73}$ |  |
| $F_{8}$ | $F_{83}$ | $8 R$ |
| $F_{9}$ | $F_{93}$ | $8 R$ |
| $F_{10 a}$ | $F_{10 a 3}$ | 2 |

Table A.6: Explicit form of the $F_{10 b}$ function. (Part 1 of 2.)

| function | $0 \leqslant L<r_{o}$ | $r_{o} \leqslant L<2\left(R-r_{o}\right)$ |
| :---: | :---: | :---: |
| $F_{10 b}$ | $F_{10 b 1}$ | $F_{10 b 2}$ |

Table A.7: Explicit form of the $F_{10 b}$ function. (Part 2 of 2.)

| function | $2\left(R-r_{o}\right) \leqslant L<2 R-$ ro | $2 R-r_{o} \leqslant L \leqslant 2 R$ |
| :---: | :---: | :---: |
| $F_{10 b}$ | $F_{10 b 3}$ | $F_{10 b 4}$ |

The $F$ s and $G$ s function of the previous tables are defined as follow:

$$
\begin{align*}
G_{21} & =\frac{3\left(L^{2}-R^{2}\right)^{4} \log \left(\left|1-\frac{L}{R}\right|\right)}{4 L^{4}(L-2 R)^{2}(L+4 R)}+  \tag{A.1}\\
& +\frac{7 L^{7}+24 L^{6} R-268 L^{5} R^{2}+424 L^{4} R^{3}-42 L^{3} R^{4}-88 L^{2} R^{5}+12 L R^{6}+24 R^{7}}{32 L^{3}(L-2 R)^{2}(L+4 R)}
\end{align*}
$$

$$
\begin{align*}
G_{31} & =\frac{3\left(L^{2}-R^{2}\right)^{5} \log \left(\left|1-\frac{L}{R}\right|\right)}{4 L^{6}(L-2 R)^{2}(L+4 R)}+  \tag{A.2}\\
& +\frac{1}{160 L^{5} R^{2}(L-2 R)(L+4 R)}\left(10 L^{10}+20 L^{9} R-33 L^{8} R^{2}+54 L^{7} R^{3}-787 L^{6} R^{4}+\right. \\
& \left.+426 L^{5} R^{5}+382 L^{4} R^{6}-260 L^{3} R^{7}-250 L^{2} R^{8}+60 L R^{9}+60 R^{10}\right) \\
G_{41} & =\frac{L\left(5 L^{3}+16 L^{2}\left(R-r_{o}\right)-30 L R\left(R+r_{o}\right)+80 R^{2} r_{o}\right)}{5 r_{o}(L-2 R)^{2}(L+4 R)} \tag{A.3}
\end{align*}
$$

$$
\begin{equation*}
G_{42}=-\frac{r_{o}\left(15 L^{4}-5 L^{2}\left(12 R^{2}-4 R r_{o}+r_{o}^{2}\right)+r_{o}^{2}\left(10 R^{2}-6 R r_{o}+r_{o}^{2}\right)\right)}{5 L^{2}(L-2 R)^{2}(L+4 R)} \tag{A.4}
\end{equation*}
$$

$$
\begin{equation*}
G_{43}=\frac{5 L^{4}+4 L^{3}\left(R+4 r_{o}\right)+34 L^{2} R\left(r_{o}-R\right)+8 L R^{2}\left(R-r_{o}\right)+8 R^{3}\left(R-r_{o}\right)}{5 L^{2} r_{o}(L+4 R)} . \tag{A.5}
\end{equation*}
$$

$$
\begin{equation*}
F_{21}=\frac{3\left(L^{2}-R^{2}\right)^{4} \log \left(\left|1-\frac{L}{R}\right|\right)}{2 L^{3}(L-2 R)^{2}(L+4 R)}+ \tag{A.6}
\end{equation*}
$$

$$
+\frac{7 L^{6}+38 L^{5} R-192 L^{4} R^{2}+40 L^{3} R^{3}+38 L^{2} R^{4}-12 L R^{5}-12 R^{6}}{16 L^{2}(L-2 R)(L+4 R)}
$$

$$
F_{31}=-\frac{3 L^{5}\left(\log \left(\frac{R}{L}\right) \log (|R-L|)+\mathrm{Li}_{2}\left(1-\frac{R}{L}\right)\right)}{2(L-2 R)^{2}(L+4 R)}+
$$

$$
+\frac{\left(R^{2}-L^{2}\right)\left(5 L^{10}+41 L^{8} R^{2}-67 L^{6} R^{4}+53 L^{4} R^{6}-28 L^{2} R^{8}+8 R^{10}\right) \log \left(\left|1-\frac{L}{R}\right|\right)}{16 L^{7}(L-2 R)^{2}(L+4 R)}+
$$

$$
-\frac{3 L^{5}\left(\log ^{2}(L)-\log ^{2}(R)\right)}{4(L-2 R)^{2}(L+4 R)}+\frac{1}{13440 L^{6} R^{2}(L-2 R)^{2}(L+4 R)}\left(360 L^{13}+\right.
$$

$$
+21\left(829+80 \pi^{2}\right) L^{11} R^{2}-24360 L^{10} R^{3}-100632 L^{9} R^{4}+181160 L^{8} R^{5}-
$$

$$
-37590 L^{7}+R^{6}-83208 L^{6} R^{7}+27580 L^{5} R^{8}+59304 L^{4} R^{9}-13440 L^{3} R^{10}-
$$

$$
\left.-28000 L^{2} R^{11}+3360 L R^{12}+6720 R^{13}\right)
$$

$$
\begin{align*}
F_{41} & =\frac{3\left(L^{2}-R^{2}\right)^{5} \log \left(\left|1-\frac{L}{R}\right|\right)}{2 L^{5}(L-2 R)^{2}(L+4 R)}+  \tag{A.8}\\
& +\frac{1}{80 L^{4} R^{2}(L-2 R)(L+4 R)}\left(10 L^{10}+20 L^{9} R-33 L^{8} R^{2}+54 L^{7} R^{3}-787 L^{6} R^{4}+\right. \\
& \left.+426 L^{5} R^{5}+382 L^{4} R^{6}-260 L^{3} R^{7}-250 L^{2} R^{8}+60 L R^{9}+60 R^{10}\right)
\end{align*}
$$

$$
F_{51}=\frac{1}{16 L^{9} R^{2}(L-2 R)^{2}(L+4 R)}\left(( L ^ { 2 } - R ^ { 2 } ) \left(3 L^{14}-2 L^{12} R^{2}-92 L^{10} R^{4}+196 L^{8} R^{6}-\right.\right.
$$

$$
\begin{align*}
& \left.\left.-224 L^{6} R^{8}+169 L^{4} R^{10}-77 L^{2} R^{12}+15 R^{14}\right) \log \left(\left|1-\frac{L}{R}\right|\right)\right)+  \tag{A.9}\\
& +\frac{3 L^{5}\left(\Re\left[\operatorname{Li}_{2}\left(\frac{R}{L}\right)\right]+\frac{1}{2}\left(\log \left(\frac{R}{L}\right)\right)^{2}\right)}{2(L-2 R)^{2}(L+4 R)}+\frac{1}{26880 L^{8} R^{4}(L-2 R)^{2}(L+4 R)}\left(140 L^{17}-\right. \\
& -3039 L^{15} R^{2}+5040 L^{14} R^{3}+6\left(6103-560 \pi^{2}\right) L^{13} R^{4}-47040 L^{12} R^{5}-303576 L^{11} R^{6}+ \\
& +702688 L^{10} R^{7}-239820 L^{9} R^{8}-548896 L^{8} R^{9}+249410 L^{7} R^{10}+549792 L^{6} R^{11}- \\
& -172200 L^{5} R^{12}-366800 L^{4} R^{13}+70980 L^{3} R^{14}+146160 L^{2} R^{15}-12600 L R^{16}- \\
& \left.-25200 R^{17}\right)
\end{align*}
$$

$$
\begin{align*}
F_{61} & =\frac{15 L^{5}\left(2 \log \left(\frac{L}{R}\right) \log (|R-L|)-2 \operatorname{Li}_{2}\left(1-\frac{R}{L}\right)-\log ^{2}(L)+\log ^{2}(R)\right)}{32(L-2 R)^{2}(L+4 R)}+  \tag{A.10}\\
& +\frac{5\left(R^{2}-L^{2}\right) \log \left(\left|1-\frac{L}{R}\right|\right)}{256 L^{11}(L-2 R)^{2}(L+4 R)}\left(7 L^{14}+151 L^{12} R^{2}-401 L^{10} R^{4}+607 L^{8} R^{6}-617 L^{6} R^{8}+\right. \\
& \left.+391 L^{4} R^{10}-129 L^{2} R^{12}+15 R^{14}\right)+\frac{1}{946176 L^{10} R^{6}(L-2 R)^{2}(L+4 R)}\left(336 L^{21}+\right. \\
& +12936 L^{19} R^{2}-71632 L^{17} R^{4}+33\left(21181+2240 \pi^{2}\right) L^{15} R^{6}-1016400 L^{14} R^{7}- \\
& -4384776 L^{13} R^{8}+12336016 L^{12} R^{9}-5805492 L^{11} R^{10}-13711248 L^{10} R^{11}+ \\
& +7949480 L^{9} R^{12}+17982800 L^{8} R^{13}-7320390 L^{7} R^{14}-15917264 L^{6} R^{15}+ \\
& +4185720 L^{5} R^{16}+8778000 L^{4} R^{17}-1261260 L^{3} R^{18}-2568720 L^{2} R^{19}+ \\
& \left.+138600 L R^{20}+277200 R^{21}\right)
\end{align*}
$$

$$
\begin{equation*}
F_{71}=\frac{2 L^{2}\left(5 L^{3}+16 L^{2}\left(R-r_{o}\right)-30 L R\left(R+r_{o}\right)+80 R^{2} r_{o}\right)}{5 r_{o}(L-2 R)^{2}(L+4 R)} \tag{A.11}
\end{equation*}
$$

$$
\begin{equation*}
F_{72}=-\frac{2 r_{o}\left(15 L^{4}-5 L^{2}\left(12 R^{2}-4 R r_{o}+r_{o}^{2}\right)+r_{o}^{2}\left(10 R^{2}-6 R r_{o}+r_{o}^{2}\right)\right)}{5 L(L-2 R)^{2}(L+4 R)} \tag{A.12}
\end{equation*}
$$

$$
\begin{equation*}
F_{73}=\frac{2\left(5 L^{4}+4 L^{3}\left(R+4 r_{o}\right)+\left(8 R^{3}-34 L^{2} R+8 L R^{2}\right)\left(R-r_{o}\right)\right)}{5 L r_{o}(L+4 R)} \tag{A.13}
\end{equation*}
$$

$$
\begin{aligned}
F_{81} & =-\frac{L^{4}\left(189 L \log \left(\frac{R-L-r_{o}}{R+L-r_{o}}\right)-640\left(R-r_{o}\right) \log \left(\left(R-r_{o}\right)^{2}-L^{2}\right)\right)}{210 r_{o}(L-2 R)^{2}(L+4 R)}- \\
& -\frac{\left(R-r_{o}\right)^{2}\left(-630 L^{8}+210 L^{6}\left(R-r_{o}\right)^{2}-45 L^{2}\left(R-r_{o}\right)^{6}+14\left(R-r_{o}\right)^{8}\right) \tanh ^{-1}\left(\frac{L}{R-r_{o}}\right)}{105 L^{5} r_{o}(L-2 R)^{2}(L+4 R)}+ \\
& +\frac{1}{42 L^{5} r_{o}(L-2 R)^{2}(L+4 R)}\left(128 L^{9}\left(r_{o}-R\right) \log (R(R-L))+\left(63 L^{10}-\right.\right. \\
& -252 L^{8} R r_{o}+42 L^{6} R^{3}\left(5 R+4 r_{o}\right)-252 L^{4} R^{6}+9 L^{2} R^{7}\left(15 R-8 r_{o}\right)+ \\
& \left.\left.+28 R^{9}\left(r_{o}-R\right)\right) \log \left(1-\frac{L}{R}\right)\right)- \\
& -\frac{1}{529200 L^{4} R r_{o}(L-2 R)^{2}(L+4 R)}\left(6615 L^{9}\left(13 R-48 r_{o}\right)-40 L^{8} R\left(18047 R+1798 r_{o}\right)+\right. \\
& +6300 L^{7} R^{2}\left(886 R+521 r_{o}\right)-2520 L^{6} R\left(1151 R^{3}+5906 R^{2} r_{o}-2238 R r_{o}^{2}+746 r_{o}^{3}\right)+ \\
& +1050 L^{5} R^{4}\left(1163 R+160 r_{o}\right)+504 L^{4} R\left(5437 R^{5}-150 R^{4} r_{o}+1220 R^{3} r_{o}^{2}-1220 R^{2} r_{o}^{3}+\right. \\
& \left.+610 R r_{o}^{4}-122 r_{o}^{5}\right)-6300 L^{3} R^{6}\left(121 R-58 r_{o}\right)-840 L^{2} R\left(1643 R^{7}+754 R^{6} r_{o}-\right. \\
& \left.-5082 R^{5} r_{o}^{2}+8470 R^{4} r_{o}^{3}-8470 R^{3} r_{o}^{4}+5082 R^{2} r_{o}^{5}-1694 R r_{o}^{6}+242 r_{o}^{7}\right)+ \\
& +176400 L R^{8}\left(R-r_{o}\right)+70560 R\left(4 R^{9}+4 R^{8} r_{o}-36 R^{7} r_{o}^{2}+84 R^{6} r_{o}^{3}-126 R^{5} r_{o}^{4}+\right. \\
& \left.\left.+126 R^{4} r_{o}^{5}-84 R^{3} r_{o}^{6}+36 R^{2} r_{o}^{7}-9 R r_{o}^{8}+r_{o}^{9}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
F_{821} & =\frac{\left(126 L^{6}+693 R L^{5}+935 R^{2} L^{4}+265 R^{3} L^{3}-465 R^{4} L^{2}-434 R^{5} L-112 R^{6}\right)(L-R)^{4}}{210 L^{5}(L-2 R)^{2} R(L+4 R)}- \\
& -\frac{r_{o}}{529200 L^{5}(L-2 R)^{2}(L+4 R)}\left(279090 L^{8}+939960\left(3 R-r_{o}\right) L^{7}-\right. \\
& -210\left(48498 R^{2}-17212 r_{o} R+4303 r_{o}^{2}\right) L^{6}+30744\left(10 R^{3}-10 r_{o} R^{2}+5 r_{o}^{2} R-r_{o}^{3}\right) L^{5}+ \\
& +2520\left(915 R^{4}+40 r_{o} R^{3}+600 r_{o}^{2} R^{2}-366 r_{o}^{3} R+61 r_{o}^{4}\right) L^{4}+ \\
& +101640\left(21 R^{5}-35 r_{o} R^{4}+35 r_{o}^{2} R^{3}-21 r_{o}^{3} R^{2}+7 r_{o}^{4} R-r_{o}^{5}\right) L^{3}- \\
& -45\left(47516 R^{6}-71512 r_{o} R^{5}+148190 r_{o}^{2} R^{4}-139720 r_{o}^{3} R^{3}+74564 r_{o}^{4} R^{2}-21976 r_{o}^{5} R+\right. \\
& \left.+2747 r_{o}^{6}\right) L^{2}- \\
& -35280\left(36 R^{7}-84 r_{o} R^{6}+126 r_{o}^{2} R^{5}-126 r_{o}^{3} R^{4}+84 r_{o}^{4} R^{3}-36 r_{o}^{5} R^{2}+9 r_{o}^{6} R-r_{o}^{7}\right) L+ \\
& +14\left(35280 R^{8}-94080 r_{o} R^{7}+259140 r_{o}^{2} R^{6}-405468 r_{o}^{3} R^{5}+451290 r_{o}^{4} R^{4}-328080 r_{o}^{5} R^{3}+\right. \\
& \left.\left.+143280 r_{o}^{6} R^{2}-34090 r_{o}^{7} R+3409 r_{o}^{8}\right)\right)+ \\
& +\frac{1}{529200 L^{5}(L-2 R)^{2}(L+4 R) r_{o}}\left(-317520 \log \left(R-r_{o}\right)\left(R^{2}-L^{2}\right)^{5}-\right. \\
& -2520 \log (R)\left(126 L^{10}-630\left(R^{2}+r_{o}^{2}\right) L^{8}+210\left(6 R^{4}+6 r_{o}^{2} R^{2}-4 r_{o}^{3} R+r_{o}^{4}\right) L^{6}-1260 R^{6} L^{4}+\right. \\
& +45\left(14 R^{8}-28 r_{o}^{2} R^{6}+56 r_{o}^{3} R^{5}-70 r_{o}^{4} R^{4}+56 r_{o}^{5} R^{3}-28 r_{o}^{6} R^{2}+8 r_{o}^{7} R-r_{o}^{8}\right) L^{2}- \\
& -14\left(9 R^{10}-45 r_{o}^{2} R^{8}+120 r_{o}^{3} R^{7}-210 r_{o}^{4} R^{6}+252 r_{o}^{5} R^{5}-210 r_{o}^{6} R^{4}+120 r_{o}^{7} R^{3}-45 r_{o}^{8} R^{2}+\right. \\
& \left.\left.+10 r_{o}^{9} R-r_{o}^{10}\right)\right)+ \\
& +2520 \log (|R-L|)\left(189 L^{10}-640\left(R-r_{o}\right) L^{9}+630 R\left(R-2 r_{o}\right) L^{8}-210 R^{3}\left(R-4 r_{o}\right) L^{6}+\right. \\
& \left.+45 R^{7}\left(R-8 r_{o}\right) L^{2}-14 R^{9}\left(R-10 r_{o}\right)\right)- \\
& -2520 \log \left(\left|L-R+r_{o}\right|\right)\left(189 L^{5}+305\left(R-r_{o}\right) L^{4}+265\left(R-r_{o}\right)^{2} L^{3}+165\left(R-r_{o}\right)^{3} L^{2}+\right. \\
& \left.\left.+70\left(R-r_{o}\right)^{4} L+14\left(R-r_{o}\right)^{5}\right)\left(L-R+r_{o}\right)^{5}\right)
\end{aligned}
$$

$$
\begin{aligned}
F_{822} & =\frac{r_{o}}{529200 R\left(R-r_{o}\right)^{5}\left(5 R-r_{o}\right)\left(R+r_{o}\right)^{2}}\left(5252310 R^{9}-31293360 R^{8} r_{o}+\right. \\
& +80429580 R^{7} r_{o}^{2}-104633424 R^{6} r_{o}^{3}+50079960 R^{5} r_{o}^{4}+25896960 R^{4} r_{o}^{5}- \\
& -42815655 R^{3} r_{o}^{6}+20196170 R^{2} r_{o}^{7}-4141835 R r_{o}^{8}+317520 r_{o}^{9}+ \\
& +2520 R r_{o}^{3}\left(5 r_{o} \log (R)\left(r_{o}-R\right)\left(-336 R^{3}+576 R^{2} r_{o}-333 R r_{o}^{2}+65 r_{o}^{3}\right)+\right. \\
& +\log \left(r_{o}\right)\left(4032 R^{5}-11760 R^{4} r_{o}+14640 R^{3} r_{o}^{2}-9585 R^{2} r_{o}^{3}+3250 R r_{o}^{4}-451 r_{o}^{5}\right)- \\
& \left.\left.-126 \log \left(R-r_{o}\right)\left(2 R-r_{o}\right)^{5}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
F_{823} & =\frac{r_{o}}{2646000 R^{8}}\left(5252310 R^{8}-3774960 R^{7} r_{o}+3166380 R^{6} r_{o}^{2}-1968624 R^{5} r_{o}^{3}-\right.  \tag{A.17}\\
& -864360 R^{4} r_{o}^{4}+2435760 R^{3} r_{o}^{5}-1564785 R^{2} r_{o}^{6}+441980 R r_{o}^{7}-47726 r_{o}^{8} \\
& \left.+2520 \log \left(\frac{R}{r_{o}}\right) r_{o}^{3}\left(1008 R^{5}-1680 R^{4} r_{o}+1320 R^{3} r_{o}^{2}-585 R^{2} r_{o}^{3}+140 R r_{o}^{4}-14 r_{o}^{5}\right)\right)
\end{align*}
$$

$$
\begin{aligned}
F_{83} & =\frac{\log \left(\frac{L}{R}-1\right)}{42 L^{5} r_{o}(L-2 R)^{2}(L+4 R)}\left(63 L^{10}+4\left(32 L^{9}+7 R^{9}\right)\left(r_{o}-R\right)-252 L^{8} R r_{o}+\right. \\
& \left.+42 L^{6} R^{3}\left(5 R+4 r_{o}\right)-252 L^{4} R^{6}+9 L^{2} R^{7}\left(15 R-8 r_{o}\right)\right)+ \\
& +\frac{2 R-L}{105840 L^{5} R r_{o}(L-2 R)^{2}(L+4 R)}\left(1323 L^{9}\left(13 R-48 r_{o}\right)+2 L^{8} R\left(25883 R-151568 r_{o}\right)\right. \\
& +4 L^{7} R^{2}\left(304973 R+12547 r_{o}\right)+8 L^{6} R^{3}\left(362071 r_{o}-395146 R\right)+ \\
& +2 L^{5} R^{4}\left(347827 R-473512 r_{o}\right)+20 L^{4} R^{5}\left(96353 R-92384 r_{o}\right)+ \\
& +4 L^{3} R^{6}\left(110494 r_{o}-90649 R\right)-1041872 L^{2} R^{7}\left(R-r_{o}\right)+ \\
& \left.+108080 L R^{8}\left(R-r_{o}\right)+286720 R^{9}\left(R-r_{o}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
F_{91} & =\frac{640 L^{4}\left(R-r_{o}\right)}{231 r_{o}(L-2 R)^{2}(L+4 R)} \log \left(\frac{\left(R-r_{o}\right)^{2}-L^{2}}{R^{2}}\right)- \\
& -\frac{1}{924 L^{7} r_{o}(L-2 R)^{2}(L+4 R)} \log \left(\frac{R-L-r_{o}}{R+L-r_{o}}\right)\left(693 L^{12}+2772 L^{10}\left(R-r_{o}\right)^{2}-\right. \\
& \left.-1155 L^{8}\left(R-r_{o}\right)^{4}+495 L^{4}\left(R-r_{o}\right)^{8}-308 L^{2}\left(R-r_{o}\right)^{10}+63\left(R-r_{o}\right)^{12}\right)+ \\
& +\frac{1}{462 L^{7} r_{o}(L-2 R)^{2}(L+4 R)} \log \left(1-\frac{L}{R}\right)\left(693 L^{12}-1280 L^{11}\left(R-r_{o}\right)-\right. \\
& -693 L^{10} R\left(R+4 r_{o}\right)+2310 L^{8} R^{3}\left(2 R+r_{o}\right)-6930 L^{6} R^{6}+495 L^{4} R^{7}\left(11 R-4 r_{o}\right)- \\
& \left.-77 L^{2} R^{9}\left(29 R-20 r_{o}\right)+378 R^{11}\left(R-r_{o}\right)\right)+ \\
& +\frac{1}{166486320 L^{6} R^{3} r_{o}(L-2 R)^{2}(L+4 R)}\left(2972970 L^{13}\left(5 R+2 r_{o}\right)+\right. \\
& +194040 R\left(R-r_{o}\right)\left(256 L^{12}+351 L R^{11}+117 R^{2}\left(5 R^{10}+10 R^{9} r_{o}-45 R^{8} r_{o}^{2}+\right.\right. \\
& \left.\left.+120 R^{7} r_{o}^{3}-210 R^{6} r_{o}^{4}+252 R^{5} r_{o}^{5}-210 R^{4} r_{o}^{6}+120 R^{3} r_{o}^{7}-45 R^{2} r_{o}^{8}+10 R r_{o}^{9}-r_{o}^{10}\right)\right)- \\
& -2081079 L^{11} R^{2}\left(53 R+20 r_{o}\right)-520 L^{10} R^{3}\left(84160 R-564409 r_{o}\right)-9009 L^{9} R^{4}\left(149837 R+56908 r_{o}\right) \\
& +360360 L^{8} R^{3}\left(4215 R^{3}+10781 R^{2} r_{o}-5169 R r_{o}^{2}+1723 r_{o}^{3}\right)-30030 L^{7} R^{6}\left(29144 R+3427 r_{o}\right) \\
& -144144 L^{6} R^{3}\left(14050 R^{5}-390 R^{4} r_{o}+2810\left(R^{3} r_{o}^{2}-R^{2} r_{o}^{3}\right)+1405 R r_{o}^{4}-281 r_{o}^{5}\right)+ \\
& +90090 L^{5} R^{8}\left(8909 R-2672 r_{o}\right)+48048 L^{4} R^{3}\left(32785 R^{7}+9692 R^{6} r_{o}-\right. \\
& \left.-63777 R^{5} r_{o}^{2}+106295 R^{4} r_{o}^{3}-106295 R^{3} r_{o}^{4}+63777 R^{2} r_{o}^{5}-21259 R r_{o}^{6}+3037 r_{o}^{7}\right) \\
& -1261260 L^{3} R^{10}\left(292 R-193 r_{o}\right)-2522520 L^{2} R^{3}\left(260 R^{9}+167 R^{8} r_{o}-1476 R^{7} r_{o}^{2}+\right. \\
& \left.\left.+3444 R^{6} r_{o}^{3}-5166 R^{5} r_{o}^{4}+5166 R^{4} r_{o}^{5}-3444 R^{3} r_{o}^{6}+1476 R^{2} r_{o}^{7}-369 R r_{o}^{8}+41 r_{o}^{9}\right)\right)
\end{aligned}
$$

$\frac{1}{332972640 L^{7}(L-2 R)^{2} R^{3}(L+4 R)\left(R-r_{o}\right)^{2}}\left(-5945940\left(3 R-2 r_{o}\right) r_{o} L^{14}+\right.$
$+41621580 R\left(6 R^{3}-12 r_{o} R^{2}+10 r_{o}^{2} R-3 r_{o}^{3}\right) L^{12}+249729480 R^{3}\left(R-r_{o}\right)^{2} L^{11}-$
$-36036 R\left(60250 R^{5}-131778 r_{o} R^{4}+105906 r_{o}^{2} R^{3}-42463 r_{o}^{3} R^{2}+13860 r_{o}^{4} R-2310 r_{o}^{5}\right) L^{10}+$ $+360360 R^{3}\left(R-r_{o}\right)^{2}\left(905 R^{2}-5169 r_{o} R+1723 r_{o}^{2}\right) L^{9}+$ $+15015 R\left(271200 R^{7}-171426 r_{o} R^{6}-496304 r_{o}^{2} R^{5}+483915 r_{o}^{3} R^{4}-49422 r_{o}^{4} R^{3}-43507 r_{o}^{5} R^{2}+\right.$ $\left.+22176 r_{o}^{6} R-2772 r_{o}^{7}\right) L^{8}-144144 R^{3}\left(R-r_{o}\right)^{2}\left(625 R^{4}+2810 r_{o} R^{3}-2810 r_{o}^{2} R^{2}+\right.$ $\left.+1405 r_{o}^{3} R-281 r_{o}^{4}\right) L^{7}-180180 R^{3}\left(28220 R^{7}-37150 r_{o} R^{6}-8360 r_{o}^{2} R^{5}+27650 r_{o}^{3} R^{4}-\right.$ $\left.-19348 r_{o}^{4} R^{3}+14294 r_{o}^{5} R^{2}-4744 r_{o}^{6} R+593 r_{o}^{7}\right) L^{6}-48048 R^{3}\left(R-r_{o}\right)^{2}\left(1875 R^{6}+63777 r_{o} R^{5}-\right.$
$\left.-106295 r_{o}^{2} R^{4}+106295 r_{o}^{3} R^{3}-63777 r_{o}^{4} R^{2}+21259 r_{o}^{5} R-3037 r_{o}^{6}\right) L^{5}+$
$+12870 R\left(284060 R^{11}-210252 r_{o} R^{10}-888692 r_{o}^{2} R^{9}+2231250 r_{o}^{3} R^{8}-3220812 r_{o}^{4} R^{7}+\right.$ $+3279066 r_{o}^{5} R^{6}-2254440 r_{o}^{6} R^{5}+1078263 r_{o}^{7} R^{4}-360350 r_{o}^{8} R^{3}+83467 r_{o}^{9} R^{2}-12936 r_{o}^{10} R+$ $\left.+1078 r_{o}^{11}\right) L^{4}+2522520 R^{3}\left(R-r_{o}\right)^{2}\left(35 R^{8}+1476 r_{o} R^{7}-3444 r_{o}^{2} R^{6}+5166 r_{o}^{3} R^{5}-5166 r_{o}^{4} R^{4}+\right.$ $\left.+3444 r_{o}^{5} R^{3}-1476 r_{o}^{6} R^{2}+369 r_{o}^{7} R-41 r_{o}^{8}\right) L^{3}-$
$-10010 R\left(140868 R^{13}-50526 r_{o} R^{12}-854952 r_{o}^{2} R^{11}+2688840 r_{o}^{3} R^{10}-5374908 r_{o}^{4} R^{9}+\right.$ $+7742658 r_{o}^{5} R^{8}-8096616 r_{o}^{6} R^{7}+6207399 r_{o}^{7} R^{6}-3455342 r_{o}^{8} R^{5}+1380291 r_{o}^{9} R^{4}-$

$$
\left.-392280 r_{o}^{10} R^{3}+78554 r_{o}^{11} R^{2}-10584 r_{o}^{12} R+756 r_{o}^{13}\right) L^{2}-22702680 R^{3}\left(R-r_{o}\right)^{2}\left(R^{10}+\right.
$$

$$
+55 r_{o} R^{9}-165 r_{o}^{2} R^{8}+330 r_{o}^{3} R^{7}-462 r_{o}^{4} R^{6}+462 r_{o}^{5} R^{5}-330 r_{o}^{6} R^{4}+165 r_{o}^{7} R^{3}-55 r_{o}^{8} R^{2}+
$$

$$
\left.+11 r_{o}^{9} R-r_{o}^{10}\right) L+63 R\left(3603600 R^{15}-1081080 r_{o} R^{14}-29069040 r_{o}^{2} R^{13}+116696580 r_{o}^{3} R^{12}-\right.
$$

$$
-304744440 r_{o}^{4} R^{11}+577621044 r_{o}^{5} R^{10}-814619520 r_{o}^{6} R^{9}+867443148 r_{o}^{7} R^{8}-698504092 r_{o}^{8} R^{7}+
$$

$$
+424233810 r_{o}^{9} R^{6}-193197732 r_{o}^{10} R^{5}+65388505 r_{o}^{11} R^{4}-16253034 r_{o}^{12} R^{3}+2903331 r_{o}^{13} R^{2}-
$$

$$
\left.\left.-348480 r_{o}^{14} R+21780 r_{o}^{15}\right)\right)-
$$

$-\frac{\log \left(\left|\frac{L-R}{L-R+r_{o}}\right|\right)}{462 L^{7}(L-2 R)^{2}(L+4 R) r_{o}}\left(1280\left(R-r_{o}\right) L^{11}-693 R\left(5 R-4 r_{o}\right) L^{10}+\right.$ $+1155 R^{3}\left(5 R-2 r_{o}\right) L^{8}-6930 R^{6} L^{6}+990 R^{7}\left(5 R+2 r_{o}\right) L^{4}-385 R^{9}\left(5 R+4 r_{o}\right) L^{2}+$ $\left.+63 R^{11}\left(5 R+6 r_{o}\right)\right)-$
$-\frac{r_{o}}{924 L^{7}(L-2 R)^{2}(L+4 R)} \log \left(\left|\frac{L-R+r_{o}}{R}\right|\right)\left(63 r_{o}^{10}-756 R r_{o}^{9}+\right.$
$+154\left(27 R^{2}-2 L^{2}\right) r_{o}^{8}+1540 R\left(2 L^{2}-9 R^{2}\right) r_{o}^{7}+495\left(L^{4}-28 R^{2} L^{2}+63 R^{4}\right) r_{o}^{6}-$
$-264 R\left(15 L^{4}-140 R^{2} L^{2}+189 R^{4}\right) r_{o}^{5}+924 R^{2}\left(15 L^{4}-70 R^{2} L^{2}+63 R^{4}\right) r_{o}^{4}-$
$-5544 R^{3}\left(5 L^{4}-14 R^{2} L^{2}+9 R^{4}\right) r_{o}^{3}-1155\left(L^{8}-30 R^{4} L^{4}+56 R^{6} L^{2}-27 R^{8}\right) r_{o}^{2}+$
$\left.+4620 R\left(L^{2}-R^{2}\right)^{3}\left(L^{2}+3 R^{2}\right) r_{o}+1386\left(L^{2}-R^{2}\right)^{4}\left(2 L^{2}+3 R^{2}\right)\right)+$
$+\frac{3 \log \left(\left|\frac{(L-R)\left(R-r_{o}\right)}{R\left(L-R+r_{o}\right)}\right|\right)\left(L^{2}-R^{2}\right)^{6}}{4 L^{7}(L-2 R)^{2}(L+4 R) r_{o}}$

$$
\begin{aligned}
F_{922} & =\frac{r_{o}^{5}}{924\left(R-r_{o}\right)^{7}\left(5 R-r_{o}\right)\left(R+r_{o}\right)^{2}}\left(-2 \log (R)\left(R-r_{o}\right)\left(3696 R^{5}-2640 R^{4} r_{o}-\right.\right. \\
& \left.-5610 R^{3} r_{o}^{2}+8030 R^{2} r_{o}^{3}-3685 R r_{o}^{4}+587 r_{o}^{5}\right)+ \\
& +\log \left(r_{o}\right)\left(-36960 R^{6}+120384 R^{5} r_{o}-172260 R^{4} r_{o}^{2}+138160 R^{3} r_{o}^{3}-65010 R^{2} r_{o}^{4}+\right. \\
& \left.\left.+16860 R r_{o}^{5}-1867 r_{o}^{6}\right)+693\left(r_{o}-2 R\right)^{6} \log \left(R-r_{o}\right)\right)+ \\
& +\frac{r_{o}}{332972640 R^{3}\left(R-r_{o}\right)^{9}\left(5 R-r_{o}\right)\left(R+r_{o}\right)^{2}}\left(2302862562 R^{15}-22992553584 R^{14} r_{o}+\right. \\
& +104337670437 R^{13} r_{o}^{2}-288721963530 R^{12} r_{o}^{3}+534351024207 R^{11} r_{o}^{4}-654395999400 R^{10} r_{o}^{5}+ \\
& +469186792074 R^{9} r_{o}^{6}-80707502876 R^{8} r_{o}^{7}-201739357820 R^{7} r_{o}^{8}+237128673964 R^{6} r_{o}^{9}- \\
& -140614480552 R^{5} r_{o}^{10}+53642464652 R^{4} r_{o}^{11}-13981370134 R^{3} r_{o}^{12}+2457682920 R^{2} r_{o}^{13}- \\
& \left.-259888860 R r_{o}^{14}+11891880 r_{o}^{15}\right)
\end{aligned}
$$

$$
\begin{aligned}
F_{923} & =\frac{r_{o}}{166486300 R^{12}}\left(2302862562 R^{12}-2071169100 R^{11} r_{o}+1385899515 R^{10} r_{o}^{2}+\right. \\
& +1534052520 R^{9} r_{o}^{3}-4092788700 R^{8} r_{o}^{4}+2301361920 R^{7} r_{o}^{5}+1470346020 R^{6} r_{o}^{6}- \\
& -2726103380 R^{5} r_{o}^{7}+1706374670 R^{4} r_{o}^{8}-604982196 R^{3} r_{o}^{9}+135550233 R^{2} r_{o}^{10}- \\
& -19209960 R r_{o}^{11}+1372140 r_{o}^{12}+360360 R^{2} r_{o}^{4} \log \left(\frac{R}{r_{o}}\right)\left(7392 R^{6}-16896 R^{5} r_{o}+\right. \\
& \left.\left.+17820 R^{4} r_{o}^{2}-10780 R^{3} r_{o}^{3}+3850 R^{2} r_{o}^{4}-756 R r_{o}^{5}+63 r_{o}^{6}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
F_{93} & =\frac{\log \left(\frac{L}{R}-1\right)}{462 L^{7} r_{o}(L-2 R)^{2}(L+4 R)}\left(693 L^{12}-1280 L^{11}\left(R-r_{o}\right)-693 L^{10} R\left(R+4 r_{o}\right)+\right. \\
& +2310 L^{8} R^{3}\left(2 R+r_{o}\right)-6930 L^{6} R^{6}+495 L^{4} R^{7}\left(11 R-4 r_{o}\right)+77 L^{2} R^{9}\left(20 r_{o}-29 R\right)+ \\
& \left.+378 R^{11}\left(R-r_{o}\right)\right)+ \\
& +\frac{1}{166486320 L^{7} R^{3} r_{o}(L-2 R)(L+4 R)}\left(2972970 L^{13}\left(5 R+2 r_{o}\right)-\right. \\
& -13860 L^{12} R\left(1439 R-4442 r_{o}\right)+693 L^{11} R^{2}\left(117620 r_{o}-216719 R\right)+ \\
& +2 L^{10} R^{3}\left(59629060 r_{o}-3439927 R\right)-L^{9} R^{4}\left(1363641241 R+274167932 r_{o}\right)+ \\
& +2 L^{8} R^{5}\left(2496895439 R-2053625612 r_{o}\right)+2 L^{7} R^{6}\left(1168854611 r_{o}-771368522 R\right)+ \\
& +4 L^{6} R^{7}\left(1132278071 r_{o}-1267548206 R\right)+2 L^{5} R^{8}\left(658675321 R-918810196 r_{o}\right)+ \\
& +20 L^{4} R^{9}\left(217793837 R-211550600 r_{o}\right)+140 L^{3} R^{10}\left(5495681 r_{o}-4603790 R\right)- \\
& \left.-2048339720 L^{2} R^{11}\left(R-r_{o}\right)+112525560 L R^{12}\left(R-r_{o}\right)+361267200 R^{13}\left(R-r_{o}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
F_{10 a 1} & =\frac{2\left(L^{2}-R^{2}\right)^{3}\left(R-r_{o}\right)^{2} \log \left(1-\frac{L}{R}\right)}{L^{3} r_{o}^{2}(L-2 R)^{2}(L+4 R)}+ \\
& +\frac{1}{420 L^{2} r_{o}^{2}(L-2 R)^{2}(L+4 R)}\left(231 L^{7}+1248 L^{6}\left(R-r_{o}\right)-210 L^{5}\left(3 R+r_{o}\right)^{2}+\right. \\
& +168 L^{4} R\left(-11 R^{2}+46 R r_{o}+5 r_{o}^{2}\right)+210 L^{3} R^{2}\left(5 R^{2}-10 R r_{o}-19 r_{o}^{2}\right)+ \\
& +448 L^{2}\left(5 R^{5}-10 R^{4} r_{o}+5 R^{3} r_{o}^{2}+10 R^{2} r_{o}^{3}-5 R r_{o}^{4}+r_{o}^{5}\right)- \\
& \left.-420 L R^{4}\left(R-r_{o}\right)^{2}-840 R^{5}\left(R-r_{o}\right)^{2}\right) \\
F_{10 a 2} & =\frac{2\left(L^{2}-R^{2}\right)^{3}\left(R-r_{o}\right)^{2} \log \left(1-\frac{r_{o}}{R}\right)}{L^{3} r_{o}^{2}(L-2 R)^{2}(L+4 R)}+ \\
& +\frac{1}{420 L^{3} r_{o}(L-2 R)^{2}(L+4 R)}\left(14 r_{o}^{5}\left(3 L^{2}+7 R^{2}\right)+840 R\left(L^{2}-R^{2}\right)^{3}-\right. \\
& -28 r_{o}^{4}\left(-8 L^{3}+9 L^{2} R+R^{3}\right)-70 r_{o}^{3}\left(-3 L^{4}+16 L^{3} R-3 L^{2} R^{2}+R^{4}\right)- \\
& -280 R r_{o}^{2}\left(3 L^{4}-8 L^{3} R-3 L^{2} R^{2}+R^{4}\right)+1260 r_{o}(R-L)^{3}(R+L)^{3}- \\
& \left.-40 R r_{o}^{6}+5 r_{o}^{7}\right) \\
F_{10 a 3} & =\frac{2\left(L^{2}-R^{2}\right)^{3}\left(R-r_{o}\right)^{2} \log \left(\frac{L}{R}-1\right)}{L^{3} r_{o}^{2}(L-2 R)^{2}(L+4 R)}+ \\
& +\frac{1}{140 L^{3} r_{o}^{2}(L-2 R)(L+4 R)}\left(77 L^{7}+L^{6}\left(416 r_{o}-262 R\right)-\right. \\
& -2 L^{5}\left(577 R^{2}-206 R r_{o}+35 r_{o}^{2}\right)+4 L^{4} R\left(837 R^{2}-718 R r_{o}+35 r_{o}^{2}\right)- \\
& -2 L^{3} R^{2}\left(957 R^{2}-1258 R r_{o}+525 r_{o}^{2}\right)-4 L^{2} R^{3}\left(R-r_{o}\right)\left(173 R+35 r_{o}\right)+ \\
& \left.+4 L R^{4}\left(67 R-35 r_{o}\right)\left(R-r_{o}\right)+256 R^{6}\left(R-r_{o}\right)\right)
\end{aligned}
$$

$F_{10 b 1}=$

$$
\begin{align*}
& \frac{27 L^{5}-40 L^{3}\left(2 R^{2}-4 R r_{o}+5 r_{o}^{2}\right)+288 L^{2} r_{o}^{2}\left(r_{o}-R\right)+360 L R^{2} r_{o}^{2}-32 r_{o}^{3}\left(10 R^{2}-5 R r_{o}+r_{o}^{2}\right)}{30 r_{o}^{2}(L-2 R)^{2}(L+4 R)}  \tag{A.27}\\
& F_{10 b 2}=\frac{90 L^{4} r_{o}^{2}+r_{o}^{4}\left(-40 R^{2}+32 R r_{o}-7 r_{o}^{2}\right)}{30 L^{3}(L-2 R)^{2}(L+4 R)} \tag{A.28}
\end{align*}
$$

$F_{10 b 3}=\frac{1}{420 L^{3} r_{o}^{2}(L-2 R)^{2}(L+4 R)}\left(-189 L^{8}+1440 L^{7}\left(R-r_{o}\right)-3920 L^{6}\left(R-r_{o}\right)^{2}+\right.$
$+4032 L^{5}\left(R-r_{o}\right)^{3}+1260 L^{4} r_{o}^{4}-1792 L^{3}\left(R-r_{o}\right)^{5}+2\left(128 R^{8}-1024 R^{7} r_{o}+3584 R^{6} r_{o}^{2}-\right.$
$\left.\left.-7168 R^{5} r_{o}^{3}+8960 R^{4} r_{o}^{4}-7168 R^{3} r_{o}^{5}+3304 R^{2} r_{o}^{6}-800 R r_{o}^{7}+79 r_{o}^{8}\right)\right)$

$$
\begin{aligned}
& F_{10 b 4}=\frac{\left(-48 L^{2} R^{2}-64 L R^{3}-64 R^{4}\right)\left(R-7 r_{o}\right)\left(R-r_{o}\right)}{420 L^{3} r_{o}^{2}(L+4 R)}+ \\
& +\frac{189 L^{6}+36 L^{5}\left(40 r_{o}-19 R\right)+4 L^{4}\left(107 R^{2}-520 R r_{o}+560 r_{o}^{2}\right)+32 L^{3} R\left(13 R^{2}-62 R r_{o}+28 r_{o}^{2}\right)}{420 L^{3} r_{o}^{2}(L+4 R)}
\end{aligned}
$$
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[^0]:    ${ }^{1}$ Let the incident X-ray beam, or electromagnetic wave, have intensity $I_{o}=$ $c /(8 \pi)\left\langle E_{o}^{2}\right\rangle$, where $E_{o}$ is the amplitude (not magnitude or norm) of the electric field $\mathbf{E}_{o}(t)$. Then $I_{e}=I_{o} \kappa\left(k_{1}+k_{2} \cos ^{2} 2 \theta\right) / R^{2}$, where $2 \theta$ is the scattering angle, $R$ is the crystallite-detector distance and $\kappa=e^{4} /\left(m^{2} c^{4}\right)=7.94^{-30} \mathrm{~m}^{2}$. The term $k_{1}+k_{2} \cos ^{2} 2 \theta$ is known as polarization factor in powder diffractometry. If a Cartesian coordinate system $C=\{\hat{\mathbf{i}}, \hat{\mathbf{j}}, \hat{\mathbf{k}}\}$ is chosen with the XY plane containing the incident beam, the crystallite and the detector, then $k_{1}=\left\langle\left(E_{o} \hat{\mathbf{E}}_{o} \cdot \hat{\mathbf{k}}\right)^{2}\right\rangle /\left\langle E_{o}^{2}\right\rangle$ and $k_{2}=\left\langle\left(E_{o} \hat{\mathbf{E}}_{o} \cdot \hat{\mathbf{j}}\right)^{2}\right\rangle /\left\langle E_{o}^{2}\right\rangle$. For an unpolarized incident beam (lab diffractometer) $k_{1}=k_{2}=1 / 2$, whereas for a synchrotron source (polarized incident beam) $k_{1}=1$ and $k_{2}=0$ are desired.

[^1]:    ${ }^{1} \Omega_{-L \hat{s}}$ is the "ghost" domain as termed in [13].

[^2]:    ${ }^{2}$ As it is the case for planar defects and dislocations, where we talk in terms of missing planes or half plane in a stacking, respectively, with respect to a reference perfect crystal.

[^3]:    ${ }^{3}$ For a rigorous treatment in the case of faulting see [4].

[^4]:    ${ }^{4}$ Note that a symmetric peak profile in reciprocal space will always be asymmetric in $2 \theta$ or direct space, because of the non linearity of the transformation $s=2 \sin \theta / \lambda$.

[^5]:    ${ }^{1}$ By definition the columns of $T^{-1}$ are the components of the basis vectors of $D^{\prime}$ in the basis $D$, i.e. $T^{-1}=\left[\left[\mathbf{a}^{\prime}\right]_{D}\left|\left[\mathbf{b}^{\prime}\right]_{D}\right|\left[\mathbf{c}^{\prime}\right]_{D}\right]$. For a cubic $D=\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}$, any set of orthogonal vectors $\mathbf{a}^{\prime}, \mathbf{b}^{\prime}$ and $\mathbf{c}^{\prime}$ belonging to the lattice spanned by $D$, will define a basis $D^{\prime}$ for the same crystalline structure, and will have integer components in $D$.

[^6]:    ${ }^{2}$ If $G$ is the metric tensor of $D^{\prime}=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$, then its entries are $\left\{G_{i j}^{\prime}\right\}=\mathbf{v}_{i} \cdot \mathbf{v}_{j}$. If $D^{\prime}$ is an orthorhombic (orthogonal) basis then $\mathbf{v}_{i} \cdot \mathbf{v}_{j}=0$ for $i \neq j$.

[^7]:    ${ }^{1} \mathrm{~A}$ cubic equation on $x, N=a x^{3}+b x^{2}+c x$, can be solved approximately as $x=(N / a)^{1 / 3}\left[1-3^{-1} a^{-2 / 3} b N^{-1 / 3}+O\left(N^{-2 / 3}\right)\right]$, if $N \gg b$ and $N \gg c$.

[^8]:    ${ }^{2}$ In general, the relation between the VDOS, $g(w)$, and the dispersion relations of modes $\mathbf{q} j$ is given by the expression

    $$
    g(w)=\sum_{i=1}^{3} \iint_{w_{j}=w} \frac{\Gamma(\mathbf{q})}{\left|\nabla w_{j}(\mathbf{q})\right|} \mathrm{d} S_{w_{j}},
    $$

    where the integration is made over the surface in reciprocal space where mode $j$ has constant frequency $w=2 \pi \nu .\left|\nabla w_{j}(\mathbf{q})\right|$ means the norm of the gradient of the scalar evaluated vector function (dispersion relation) $w_{j}(\mathbf{q})$. See [121], section 3.5.1, for details. Therefore, measuring the VDOS as well as the dispersion relations through suitable techniques, like Inelastic X-ray or Neutron Scattering (IXS, INS)[122], it is possible, in principle, to calculate the density of $\mathbf{q}=2 \pi \mathbf{g}$ vectors, $\Gamma(\mathbf{q})$. This density would be precise for a single crystal study, or an average, for a polycristalline sample, in which also the determined dispersion relation would be an average.

[^9]:    ${ }^{3}$ See for instance Warren's treatment of the second order TDS at [3], p. 165-167. Warren's final expression for the second order TDS in reciprocal space (eq. 11.42) takes into account the decrease in the probability of a two-phonons scattering process by means of a function, $\Phi_{h k l}$, depending on the volume of the intersection region between two spheres of radius $g_{\text {max }}$.

[^10]:    ${ }^{1}$ For any random variable $X$ with a defined probability density function, it holds that $\operatorname{var}(X)=\left\langle X^{2}\right\rangle-\langle X\rangle^{2}$.

