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Abstract: - Job scheduling is one of the main factors affecting grid computing performance. Job scheduling 
problem classified as an NP-hard problem. Such a problem can be solved only by using approximate algorithms 
such as heuristic and meta-heuristic algorithms. Ant colony system algorithm is a meta-heuristic algorithm 
which has the ability to solve differenttypes of NP-hard problems.However, ant colony system algorithm has a 
deficiency in its heuristic function which affects the algorithm behavior in terms of finding the shortest 
connection between edges. Thispaper focuses on enhancing the heuristicfunction where information about 
recent ants’ discoveries will be taken into account. Experiments were conducted using a simulator with 
dynamic environment features to mimicthe grid environment.Results show that the proposed enhanced 
algorithm produce better output in term of utilization and makespan. 
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1 Introduction 
The concept of grid computing goes back to 1969 
when Leonard Kleinrock wrote “We will probably 
see the spread of computer utilities, which, like 
present electric and telephone utilities, will service 
individual homes and offices across the country” 
[1]. From that time, many researchers presented 
many works and contributed in grid computing 
fields.Grid computing evolves from existing 
technology such as distributed computing, web 
service, and Internet [2]. Grid computing can be 
defined as “Geographically distributed computers, 
linked through the internet in a grid-like manner and 
are used to create virtual supercomputers of vast 
amount of computing capacity which are able to 
solve complex problem from e-Science in less time 
than known before” [3]. [4] Presented an extensive 
definition for grid as “A hardware and software 
infrastructurethatprovides transparent, dependable, 
pervasive and consistent access to large-scale 
distributed resources owned and shared by multiple 
administrative organizations in order to deliver 
support for a wide range of applications with the 
desired qualities of service. These applications 
canperformeither high throughput computing, on-
demand computing, data intensive computing, or 
collaborative computing”. 

Grid computer could be distributed 
geographically through different organization using 
different platform[5]. Two services are offered by 
grid, computing-intensive services and data-
intensive services [6]. In computing services, grid 
process tasks which are not possible or very difficult 
to process them in traditional computer resource, 
while data storage services provide a storage which 
is available through many mirrors and servers. Grid 
computing provides powerful computation resources 
for complex tasks such as scientific research, stock 
markets, and business requirements for 
organizations. However, grid computing is still in 
the development stage, and there are many 
challenges are to be addressed in the future. [3] 
 From previous definitions, it can be concluded 
that grid computing is a collection of geographically 
distributed and heterogeneous resources. The 
resources are connected like a grid using internet 
technology to form a virtual supercomputer that has 
the capacity to solve very complex problems.  Grid 
can be used by different fields such as science, 
commerce and education.  
 In grid computing, job scheduling algorithm is a 
main issue for grid computing performance [7], [8], 
[9] Scheduling can be done in simple way by 
assigning the incoming task to available resource. 
Better computing performance can be obtained in 
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grid if more advanced and sophisticated scheduler 
algorithm is applied. Scheduler should take into 
account many aspects such as dynamic tasks 
environment, joining and dropping of resources 
from grid and evaluating current load of resources. 
Scheduler can be in hierarchical or distributed 
organization to deal with large scale grid. 
 Scheduling problem is defined as a NP-Hard 
problem [10]. In grid environment, the scheduler is 
responsible to find suitable resource to process 
specific task. Job scheduling problem can be 
presented as a directed graph (digraph) with nodes 
and directed edges. Resources and jobs are 
represented as nodes and directed edges represent 
processing cost and pheromone. Fig 1 depicts the 
graph representation. 

Figure 
1: Directed Graph representation of jobs and 

resources. 

 The NP-Hard problem needs heuristic and meta-
heuristic methods such as Ant Colony Optimization 
(ACO), Simulated Annealing (SA), Tabu Search 
(TS), Scatter Search (SS), and Genetic Algorithm 
(GA) to solve. ACO algorithms which are inspired 
by biological ants presented many solutions for 
different types of NP-Hard problems [11]. Ant 
Colony System (ACS) algorithm which is a member 
of ACO algorithms is one of the best algorithms for 
solving NP-Hard problem [12]. 
 In grid computing systems, many criteria 
depend on scheduling algorithm efficiency such as 
grid performance, utilization, Quality of Service 
(QoS), and load balancing [13], [14].[3] Stated that 
“Rather than a problem, scheduling in grid systems 
is a family of problems. This is due to the many 
parameters that intervene scheduling as well as due 
to the different needs of grid-enabled applications”. 
In scheduling process, there are many factors and 
parameters that should be taken into account such as 
job size, resource capacity, network speed, current 
load, and expected time to complete. In addition, the 
dynamic and heterogeneous nature of grid 
environment makes the scheduling process more 
critical such as joining and dropping resources to the 
gird [15]. If the scheduling algorithm is not 
efficient, grid system user will experience a delay in 

response time, especially when the number of tasks 
is increased [16]. Therefore, scheduling algorithm is 
an important part in grid computing systems and it 
needs to be improved to cater the dynamic 
requirements. Hence, a sufficient algorithm for 
dynamic grid scheduling problem is crucial to 
enhance the grid computing systems performance 
[16], [17]. 
 
 
2 Ant Colony System 
Biological ants have the ability to discover the 
shortest route from the nest to the source of food 
[18]. The ants have the ability to communicate with 
the environment even though they do not have an 
advanced vision system [19]. Ants use a chemical 
substance called “pheromone” to communicate with 
the environment and between each other [20]. 
Pheromone substance has evaporation property 
which is a powerful mechanism to update the route 
information. Ant deposits pheromone along the 
pathwhile it moves looking for food. The following 
ant is more likely to select the route with richer 
pheromone. This mechanism will make the ant 
choose the shortest path. In artificial ants, [21] 
presented an algorithm called ant colony system that 
mimic the behavior of ant colony to solve 
optimization problems such as Traveling Salesman 
Problem (TSP) and network routing. In ACS 
algorithm, ants apply exploitation and exploration 
mechanisms when they select the next city to move 
to. In addition, ACS applies local pheromone update 
and global pheromone update to direct the search for 
next iteration. The global update is calculated based 
on the quality of the best tour so far while local 
update applies evaporation concept. In ACS 
algorithm, the updating functions focus on 
pheromone and neglect the heuristic value. 
There are various enhanced ACS algorithms used 
for job scheduling problem [13], [22], [23]. 
 The classical ACS is not efficient in large-scale 
computation problem due to the stagnation nature of 
pheromone in ACS [7]. ACS suffers from a 
deficiency in the heuristic update 
function.Pheromones updatefunction only focuses 
on local and global pheromone. ACS algorithm 
utilizes the value between the nodes to use it as a 
heuristic value to calculate the probability of 
choosing the next node. One part of the algorithm 
called heuristic function is not updated at any time 
throughout the process. Such behavior is a 
contradiction to the concept of heuristic. According 
to [24] the word “heuristic” comes from Greek and 
means “to know”, “to find”, “to discover” or “to 
guide an investigation”. Therefore,update function 
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to the heuristic value is needed to reflect the new 
information discovered by the ants. 
 
 
3 Enhanced ant colony system 
Enhancement of ACS algorithm has been proposed 
by many researches to solve the optimization 
problem [25]. In their works, they proposed many 
ideas to increase the algorithm performance. 
However, all the studies have focused on local and 
global pheromone update functions. In general, 
problems are modeled as graph that consists of 
nodes and edges. ACS algorithm utilizes the values 
between the edges to use it as a heuristic value for 
the calculation of probability to choose the next 
node but the heuristic value is not updated at any 
time during execution. 
 The proposed new heuristic function will update 
the heuristic value every time the ants find a better 
solution in the iteration. This is done to reflect the 
new solution status. After an ant has constructed its 
solution, a global update process will be applied to 
update the best-so-far solution. This event will 
change the environment for the next iteration. A 
function will be triggered at this moment to reflect 
this change and thus a new heuristic value will be 
obtained. The new information will be applied to the 
best-so-far edge. The pseudo-code for the proposed 
Enhanced Heuristic Function in Ant Colony System 
(EHF_ACS) is shown in Fig2. 

Step0: for each path in the best tour do step 1 to 2 
         Step1: if path i (i = 1, 2, n)is not updated before 
                                 do step 2 
                  Step2: ηi = ηi + (δ/ best-so-far tour)  
                  // δ is parameter from (0-10) 
End 

Figure 2: Pseudo-code for the proposed enhanced 
heuristic function 

 By applying this function, the heuristic values 
will change according to the quality of the best-so-
far solution. Best solution will increase the heuristic 
value and vice versa. The parameter δ will 
determine how much the influence of the updating 
value should be applied to the heuristic value. If δ = 
0 then no update will occur which reflects the 
heuristic value in the traditional ACS. The heuristic 
value on each edge will be updated only one time 
during the whole process if it is belongs to the best-
so-far edge. This condition will eliminate the issue 
of stagnation that may occur if the heuristic value is 
updated more than one time.The generic EHF_ACS 
algorithm is as depicted in Fig3.   The difference 
between this algorithm and the classical ACS is the 

application of the enhanced heuristic function after 
global pheromone update activity is performed. 

Procedure EHF_ACS 
       Initialize parameters 
       While (termination condition not met) do 

 Construct Ants Solutions 
 Apply Local Pheromone Update 

       End - While 
      If (New AntSolution better than Global Best 

Solution)Global Best Solution = New Ant 
Solution 

      Apply Global Pheromone Update 
      Apply New Heuristic Function 
End - Procedure 

Figure 3: The EHF_ACS algorithm 

 In order to apply EHF_ACS to job scheduling 
problem, there are several initializations will have to 
be performed on the following parameters: i. List of 
jobs and resources. ii. Array for the pheromone. iii. 
The variables alpha (α), beta (β), delta (δ), p, q, 
number of ants and number of iteration. 

Ants will be randomly distributed to resources 
after the initialization process.  All ants will move 
concurrently and each ant will start building a 
solution which is a function of processing all jobs 
using all resources. Each time an ant moves from 
resource (node) to job, the pheromone on that 
connection (edge) will be evaporated according to 
local update function. The benefit of local update 
function is to reduce the probability of selecting the 
same resource (node) by the following ant. Local 
update also helps to reduce stagnation problem and 
increase exploration mechanism. After all ants have 
constructed their solutions, the best solution will be 
selected based on makespan and utilization criteria. 
The best solution will be saved as global best 
solution if it is better than the current global best 
solution. A global update function will be applied at 
this step using the global best solution. The benefit 
from global update function is to increase the 
probability of selecting this particular resource for 
the next iteration. The enhanced heuristic function 
will start immediately after the global update in 
order to update the heuristic values. Fig4shows the 
EHF_ACS algorithm for grid job scheduling. 
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Procedure EHF_ACS 
Step 0: Set Parameters, Jobs array& Resource array; 
Step 1: Calculate Expected Completion Time (ECT); 
Step 2: Set Load array;     
Step 3: Set Heuristic array;  /// 1 / ECT 
Step 4: Set Pheromone Array; /// τ0 
Step 5: Initialize ants array; 
Step 6: While (termination condition not met)  
do steps 7-15 

Step 7: For each ant (ant[i], i = 0, …, m) do step 8 
Step 8: Create Thread;  /// one thread for each ant  

End - For                       
Step 9: For each Thread (Threadi,i = 0,…, m) do 
Steps 10-11; 

Step 10: Construct ant[i] Solution;  
Step 11: Apply Local Pheromone Update; 

End - For 
Step12:If(Best Anti Solution is better than Global 
                          Best Solution)Do Step 13 
Step 13:Global Best Solution = Best Anti 
                                   Solution; 
Step 14: Apply Global Update Pheromone; 
Step 15:Apply New Heuristic Function;  
End - While  
End - Procedure 
Figure 4: EHF_ACS algorithm for job scheduling. 

The quality of each ant solution is measured 
using the makespan and resource utilization criteria. 
In this case, shorter makespan and higher utilization 
means better solution quality. After completing all 
iterations, the assignment process (i.e. distribution 
of jobs to resources based on the final solution from 
EHF_ACS) starts and load information is updated 
for each resource. The whole process will be 
repeated at specific interval to schedule new 
incoming jobs. 
 
 
4 Grid Computing Simulator 
A simulator has been developed using C# language 
for the purpose of evaluating the proposed algorithm 
in scheduling jobs in the grid environment. The 
simulator consists of three parts which are: 1-Job 
Generator Engine: This engine has the responsibility 
to generate jobs with specific configuration 
according to user requirements. 2- Resource 
Generator Engine: This engine is responsible to 
create different type of resources according to user 
requirements. 3- Enhanced Ant Colony System 
Engine with new heuristic function: This is the main 

part of the simulator. After creating jobs and 
resources, the user can enter all the algorithm 
parameters to the engine through graphical user 
interface and starts the simulation process.  
 
 
5 Experiments and results 
Experiments were performed to test the performance 
of the proposed algorithm using the developed 
simulator. Jobs were created with size varies from 
500 – 1000 Million Instruction (MI) and number of 
jobs is set between 10 and 100. Seven resources 
were created for these experiments with capacity 
varying from 50 – 250 Million Instruction per 
Second (MIPS) with load from 0 – 9.In total, the 
number of experiments conducted is 100 for ACS 
and 100 for EHF_ACS. 10 instances were created 
based on incremental number of jobs from 10-100 
with interval of 10 jobs. Each 10 experiments were 
conducted using the same instances to get the 
average and standard deviation of each 10 
experiments’ results.  Other parameters settings for 
ACS and EHF_ACS algorithms are presented in 
Table 1. 

Table 1: The algorithm’s parameters 
No. of Ants 7 α 1 
Initial Pheromone (t0) 0.0001 β 2 
No. of Iteration 1000 p 0.5 
δ  0.5 q 0.9 

 
The performance metrics used to evaluate the 

proposed algorithm were makespan and utilization. 
Shorter makespan indicates faster performance in 
term of processing time while utilization criteria 
indicate the quality of jobs scheduling and load 
balancing policy. Contradiction between makespan 
and utilization may occur if there is limited 
resource. Therefore, load balancing provide fair 
distribution rather than equal distribution in order to 
get good performance. Table 2 presents the 
comparison between ACS and EHF_ACS in terms 
on makespan and utilization. The results are again 
presented in Fig 5 and Fig 6 which display the 
makespan, utilization, average utilization (AvgUT) 
and standard deviation (sd) of 7 resources with 
various tasks for ACS and EHF_ACS. 
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Table 2: ACS and EHF_ACS performances 
 ACS EHF_ACS 

Task Makespan Utilization Avg UT sd Makespan Utilization Avg UT sd 

10 12.52 64.56 62.48 1.04 15.929 77.715 74.82 3.82 

20 22.638 74.716 71.59 3.3 20.541 90.14 85.74 5.63 

30 33.364 92.396 83.94 5.24 29.395 88.246 82.94 3.86 

40 35.566 88.658 81.57 5.46 43.547 85.604 81.41 2.81 

50 51.913 88.984 77.1 5.7 42.575 92.96 87.85 3.14 

60 65.359 88.896 82.81 5.1 50.327 94.369 87.5 4.62 

70 64.82 77.747 74.02 7.26 59.836 89.643 84.14 3.61 

80 71.647 96.154 79.75 8.79 65.747 96.14 87.39 5.32 

90 101.043 80.417 73.95 3.8 73.134 94.106 87.56 4.48 

100 110.039 82.26 74.68 3.75 80.284 95.472 86.62 4.99 

 

Figure 5: Utilization of 7 resources 

Figure 6: Makespan of 7 resources 

The stability of resource utilization with various 
numbers of jobs is also tested.  The unstable 
utilization pattern using classical ACS is depicted in 
Fig 7 whereas EHF_ACS algorithm produces a 
more stable utilization pattern as shown in Fig 8. 

Figure 7: Utilization and makespan using ACS 

Figure 8: Utilization and makespan using EHF_ACS 
 
 
6 Summary 
The enhanced ACS algorithm that incorporates the 
new heuristic function was able to capture the new 
information that is used to update the heuristic 
value. The obtained information provides more 
experience to ants for their next iteration. No 
stagnation will occur when the updating activity is 
fixed to only one time for each edge in the whole 
process. Results show that EHF_ASC outperformed 
the traditional ACS in scheduling of jobs in the grid 
computational environment. EHF_ACS algorithm 
also shows high resource utilization rate for various 
number of jobs. 
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