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Abstract: A huge amount of rough data is available in companies on past maintenance activities as a 

result of the implementation of CMMS (Computerized Maintenance Management System). In that 

context, we focus on an experience feedback system dedicated to maintenance, allowing the capitalization 

of past interventions by means of a formal knowledge representation language, and the extraction from 

these interventions of new knowledge for future reuse.   
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1. INTRODUCTION 

According to the European Standards (EN 13306:2001), 

maintenance is defined as "the combination of all technical, 

administrative and managerial actions performed during the 

life cycle of an item, intended to retain it in, or restore it to, a 

state in which it can perform the required function". 

Many maintenance strategies have been developed in the last 

decades and applied to a large array of industries, such as 

Reliability Centered Maintenance (RCM) (Moubray, 1991) 

or Total Productive Maintenance (TPM) (Nakajima, 1988). 

Nevertheless, the idea of individualized maintenance 

strategies, dedicated to a given company, has recently 

emerged with the emphasis on "knowledge-based enterprise". 

The main objective of such methods is to use the immaterial 

resources of each organization in order to increase the 

economic benefit resulting from the construction of a 

maintenance strategy adapted to the requirements and 

resources of each organization (Hogan et al., 2011). 

Even if knowledge is the base of human activity, only a part 

of it ("explicit knowledge") is easily accessible and reusable. 

Making explicit the "implicit" (or tacit) knowledge is the 

objective of Knowledge Engineering (Stewart, 1997), which 

has been object of an increased attention, especially from 

large companies, but has also shown the difficulty to identify, 

structure, store, and reuse knowledge (Minor, 2005). A 

consequence is for instance the recent interest of companies 

for the "Web 2.0" functionalities, especially blogs, wikis, and 

social networks, supposed to allow an easier collection of 

knowledge, if properly combined with semantic web 

technologies (Carbone et al., 2012). 

Knowledge may be directly formalized by human experts, 

but it is often a long and complex task (Minor, 2005). On the 

other hand, it may also be extracted from information related 

to past experiences stored in the information system of the 

company: learning from these experiences has therefore 

become a very active field (Liao et al., 2008). In the domain 

of maintenance, the generalization of CMMS (Computerized 

Maintenance Management System), especially in large 

companies, makes available a lot of information provided by 

technicians after a maintenance intervention, often only used 

for traceability purpose. This information can be processed in 

order to allow extraction of useful knowledge for 

maintenance activities, then its reuse. In that purpose, it is 

necessary to determine how to formalize the information on 

past interventions, and how to extract meaningful knowledge 

based on their analysis, for the final benefit of "knowledge-

based" maintenance strategies. 

The rest of the paper is organized as follows: section 2 

investigates the state of the art on industrial maintenance and 

on the experience feedback process. Section 3 describes a 

model of experience feedback in maintenance emphasizing 

the data processing phase, while section 4 presents an 

illustrative example. 

 

2. STATE OF THE ART 

2.1 Industrial maintenance 

Nowadays, the performance of the companies depends to a 

large extent on their performance in maintenance. The 

increasing complexity of the industrial equipments makes it 

difficult for the users to operate and maintain them. Thus, the 

maintenance tasks are becoming more and more complex and 

diverse, involving not only activities on mechanical 

components, but also on electronic, hydraulic, 

electromechanical systems, and software (Alsyouf, 2009). As 

already emphasised, two main types of actions may be 

distinguished in maintenance: actions for retaining and 

actions for restoring a service. Thus, a classical taxonomy of 

maintenance distinguishes preventive maintenance from 

corrective maintenance (EN 13306:2001). 

Managers, supervisors, and operators consider that a lack of 

knowledge on the plant, equipment and process is the main 

limitation for implementing effective maintenance 



 

 

   

 

procedures (Crespo Marquez and Gupta, 2006). Thus, since 

the individual knowledge and experience of the actors of 

maintenance cannot address all these fields, it is important to 

give them real time access to complementary knowledge. In 

this communication, we focus on the external source of 

knowledge that may result from a capitalization and 

processing of the past maintenance experiences, with the aim 

of creating a helpful experience-based knowledge for reuse. 

2.2 Experience Feedback (EF) 

Experience management approaches have become a strategic 

need for enterprises (Delange and Vogin, 1994) and are often 

included in knowledge management systems. A common 

point is that experience management also deals with 

collecting, modelling, storing, evaluating, and maintaining 

experience (Bergmann, 2002). The main interest of 

experience management is that it is easier for actors to 

formalize their expertise from lived experiences than to try to 

describe a non-contextualized generic knowledge (Kolb, 

2000). A close relationship exists between knowledge and 

experience, since an experience might be considered as a 

specialization of knowledge, or as a singular instance (or 

form) of previous knowledge (Sun, 2005).  

Given the importance of managing the experiences properly, 

experience feedback can be defined as a structured approach 

for capitalization, processing and exploitation of information 

derived from the analysis of positive and/or negative events 

(Rakoto et al., 2002). We shall consider the three classic 

phases of the EF process (Fig. 1): information capitalization 

from past interventions in a database (called "EF database"), 

information processing in order to formalize the experiences 

and extract useful knowledge from their analysis, and finally 

exploitation of EF database for the development or 

improvement of maintenance strategies. We propose to adapt 

this approach to the field of industrial maintenance with 

appropriate tools in each phase.  

 

Fig. 1. EF approach in industrial maintenance. 

 

3. EXPERIENCE FEEDBACK PROCESS IN 

MAINTENANCE 

Problem solving methodologies based on past experiences 

play an essential role in improving maintenance strategies. 

The reuse of past experiences in order to provide a solution 

when a new problem occurs is a very active field. The best 

known technique in that purpose is certainly Case Based 

Reasoning (CBR) (Aamodt and Plaza, 1994) which adapts 

the solution of a past (but close) problem to a new one. 

Nevertheless, CBR does not always result in new generic 

knowledge. In order to obtain such knowledge, our target is 

to formalize the knowledge contained in past experiences as 

rules. These rules should be evaluated and validated by 

experts before their integration in the industrial maintenance 

process. 

In order to reach this objective, we suggest to distinguish 

three different levels in the EF database: the information 

database, the experiences database, and the rules database 

(Fig. 2). 

The aim of the processing phase is to formalize information 

from past interventions and to store it in the information 

database. We consider two types of information processing: 

i) basic information processing to formalize the experiences 

and store them in the experience database in order to have a 

good traceability for future reuse, and ii) a more synthetic 

way to process information, aiming at discovering new 

knowledge from an analysis of past interventions. This 

process is of course the critical step of the methodology, 

since it should result in generalized knowledge stored in the 

rules database, much more valuable than a list of 

experiences. 

The major challenges are therefore how to formalize past 

experiences for a future improvement of maintenance 

strategies, and how to analyse and discover generic 

knowledge from information on past interventions in order to 

incorporate it in the industrial maintenance process. A 

descriptive scheme of our study is presented in Fig. 2. 

 

 

Fig. 2. General scheme of our EF process in maintenance. 

3.1 Experience formalization 

It is important to provide a formal knowledge representation 

and reasoning approach for allowing explications and sharing 

of knowledge (Chen, 2010). Since maintenance is a matter of 

communication between operators and experts of various 

fields, we draw a specific attention to the representation 

languages dedicated to ontologies, ensuring that 

information/knowledge exchanged by different actors is 

meaningful and that all the stakeholders interpret it in the 



 

 

   

 

same way (Uschold and Grüninger, 1996). In our context, an 

ontology corresponds to a description of knowledge at the 

conceptual level, specifying the vocabulary of the 

maintenance domain and the semantics of its conceptual 

vocabulary (Fürst and Trichet, 2009). At the operational 

level, a knowledge representation formalism dedicated to 

ontologies is required to specify how the knowledge 

modelled in the ontology will be used for reasoning, i.e. what 

semantics, axioms and properties are required to use the 

ontology in an operational way (Fürst et al., 2003). 

In the experience feedback process, the constraint to integrate 

knowledge so that it can be shared and reused leads to use a 

formal semantic to describe the application system. Several 

types of knowledge representation languages may be used to 

represent an ontology: Frame based systems (Minsky, 1975), 

Semantic Networks (Quillian, 1968), Description Logics 

(DLs) (Borgida, 1996) and Conceptual Graphs (CGs) (Sowa, 

1984). Among these formalisms, we consider that CGs is the 

most promising in the context of experience feedback. This 

formalism, introduced by Sowa (1984), allows both 

representation and reasoning. It is currently the only logic-

based model that has a corresponding interpretation in graph 

theory (Thomopoulos et al., 2010). Knowledge representation 

in CGs is entirely graphical and close to an expression in 

natural language; the reasoning is based on graph operations. 

CGs allow to express various types of knowledge (Baget and 

Mugnier, 2002) and to structure and contextualize knowledge 

through nesting of graphs. Thanks to these properties, CGs 

allow on one hand, the formalization of conceptual and 

procedural knowledge of a target domain, and on the other 

hand, provide reasoning tools that facilitate the visualization 

and the verification of the modelled knowledge by end-users 

(Dieng-Kuntz and Corby, 2005). 

Therefore, the first step that we suggest for the experience 

formalization is to create a tree structure for the domain 

knowledge (ontology), dedicated to both modelling of 

equipments and EF system, following the three main 

components of an experience: context, analysis, and solution. 

The context part concerns the description of the situation in 

which the event has occurred; the second part is the analysis, 

i.e. the search of causes of the current intervention; finally, 

the solution part allows to choose the actions to perform for 

solving this problem (i.e. selected maintenance activities). 

CGs have several interests in our maintenance context, 

especially in the formalization of past experiences and in the 

formalization and evaluation of extracted rules. Thus, our 

choice is not only based on the potential for expression and 

understanding by the user, but also on the possibility to 

perform visual reasoning using graph operations. 

3.2 Knowledge discovery 

Knowledge discovery is essential in many domains, since it 

provides a better understanding of the data, and gives a basis 

for making decisions. Our goal is here to find the way to 

extract generic knowledge from an analysis of past 

interventions, then to evaluate the results obtained in order to 

provide a validated rule database for a reuse. 

Knowledge Discovery in Databases (KDD) usually includes 

several steps, shown in Fig. 3, among which Data Mining 

(DM) (Köksal et al., 2011). 

In the field of DM, we are specifically interested in the 

domain of association rule mining, since procedural 

knowledge in the form of rules can be useful for at least two 

reasons, stated in (Marinica, 2010): i) the model of the 

extracted patterns is simple and comprehensible for a non-

specialist user (the implications are the core of human 

thinking) and ii) during the process, a significant user 

implication is not required. 

 

Fig. 3. Main steps of the knowledge discovery process. 

Thus, we consider the three general phases in the knowledge 

discovery process for the rules extraction: data pre-

processing, data mining, and post-processing. 

3.2.1 Data pre-processing 

This step aims at improving data quality by techniques such 

as data cleaning, data transformation, data reduction or 

discretisation. This is a very important step in the process, 

with the objective to organize the data in a way suitable and 

appropriate for the mining step. In that purpose, we build a 

"formal context" of past interventions taking into account the 

ontology, defined as a triplet D = (O, I, R), such that D is the 

database, O is a set of transactions (interventions), I is a set of 

items (concepts defined in the ontology), and R is a binary 

relation between O and I. 

3.2.2 Data Mining (DM) 

DM is the most essential step in the knowledge discovery 

process, consisting in applying data analysis and discovery 

algorithms (Köksal et al., 2011) for generating knowledge. In 

our context, the goal is to derive association rules (Agrawal 

et al., 1993) linking the concepts of a modelled domain. An 

association rule is defined as an implication between two 

itemsets (antecedent and consequence), and represents the 

regularities of a database as implications of the form "if X 

then Y", denoted as X:Y, where X, Y� I and X � Y = �. 

Extraction can be performed by determining the rules which 

support (1) (i.e. frequency of occurrence, defined as the 

number of occurrences of the rule on the total number of 

cases) and confidence (2) (i.e. strength of a rule, defined as 

the percentage of rule achievement when the antecedent part 

appears) are at least equal to user-predefined thresholds 

minsup and minconf (Gasmi et al., 2006). 
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%KJBE@AJ?A :: \ ;; =
5QLLKNP :: ë ;;

5QLLKNP ::;
 

 (2) 

After rules mining, redundant rules may appear, so that trivial 

or false ones; therefore, the user has to evaluate and validate 

the extracted rules in the post-processing phase taking into 

account his goals and the domain knowledge. 

3.2.3 Post-processing 

Post-processing is the assessment of the utility and reliability 

of the mined rules, then the interpretation of the discovered 

information (Giudici, 2003). Following the objective 

evaluation performed by rule mining algorithms, we suggest 

to perform a subjective evaluation in order to improve the 

quality of rules, thanks to a post-processing method where 

user intervention and semantic criteria are needed. 

Our aim is to use the semantics related to the ontology 

(domain knowledge) and the user expectation (user 

knowledge), expressed by a "model" of rule that the user 

expects, to evaluate the extracted rules. In that purpose, we 

suggest a query/answering mechanism using the "projection" 

operation, based on operations of graphs defined in the CGs. 

The fact that the same language (CGs) is used as an interface 

and as an operational tool makes transparent the logical 

structure of information, facilitating the understanding and 

interpretation of the results by the user (Mugnier, 2000). 

Projection is generally defined by a homomorphism. Given 

WZR�JUDSKV�*�DQG�+��+���*��*�LV�VDLG�WR�"subsume" H) if H 

can be obtained from G by a global operation (projection), 

ZKLFK�LV�HVVHQWLDOO\�D�KRPRPRUSKLVP�RI�JUDSK��7KXV��+���*�

implies the existence of a projection from G to H (Mugnier, 

2000).  

We use the query/answering mechanism to analyse the 

discovered rules, by searching homomorphisms between the 

query graph (user expectation) and the "knowledge base" 

(Baget et al., 2010), in our context, the extracted rules 

database. Then, it is possible to classify the results obtained 

after the projection operation in different groups of rules 

potentially useful for the user. Four sets of rules can be 

defined (Liu et al., 1999): conforming rules (if both the 

antecedent and consequence are consistent with the user 

expectation), unexpected consequence rules (showing 

discovered rules which consequences are different from those 

expected), unexpected antecedent rules (showing other 

antecedents that can lead to the required result), and both-side 

unexpected rules (which are not known by the user or are not 

mentioned in its expectations). 

In Fig. 4, are illustrated the data mining and post-processing 

phases of the KDD process. 

 

4. APPLICATION EXAMPLE 

An illustrative (simplified) example will provide an overview 

of the expected system. 

Several platforms and implementation tools for CGs have 

been proposed (Baget et al., 2008), allowing to define an 

ontology and to build the graphs. We have chosen the CoGui 

platform for this implementation: the CoGui editor
1
 is a free 

graph-based visual tool, developed in Java, which allows 

building intuitive visual structures with reasoning 

capabilities. Essentially, this tool allows to build an ontology 

and a set of CGs representing assertions, usually called 

"facts" but in our context denoted as "experiences" (in the 

experiences database), and "rules" (in the rules database). 

 

 

Fig. 4. Data mining and post-processing in KDD process. 

We use here a real set of maintenance work reports on 

overhead cranes used to assemble different sections of 

aircrafts. The graphical representation in CGs contains 

concept nodes (indicated by boxes) and relation nodes 

(indicated by circles). A concept node is defined by a label 

and a marker that identify the considered instance (the "*" 

denotes an undefined instance) (Fürst and Trichet, 2009). 

Experiences and rules are represented by CGs. 

4.1 Experience formalization with CGs 

In Fig. 5, an event on a bridge crane is the basis of the 

experience. The CG for the experience is built according to 

the defined ontology. It can be interpreted as follows: in 

Experience 1, Context 1 requires Analysis 1, which generates 

Solution 1. More specifically, the context is described by the 

Work Order No 698188 for equipment POMC02002. We 

distinguish here the object of the maintenance act, the default 

(on the translational movement), and additional data used to 

locate the equipment. In the analysis step, we seek for the 

primary cause of intervention (in this case, an angular defect 

of the equipment). Finally, the solution description concerns 

the type of intervention carried out and the actions performed 

(in this case, a technical assistance consisting in a 

realignment of the instrument). 

4.2 Knowledge discovery 

In our formal context, O = {Intervention 1, Intervention 2, 

Intervention 3�«`, I = {type of equipment, faulty zone, cause 

of intervention,...} and R is the binary relations between 

facts. We have chosen the SPMF
2
 software (Sequential 

Pattern Mining Framework), which is an open-source Data 

Mining written in java, for association rules mining from a 

formal context.  

1
 http://www2.lirmm.fr/cogui/ 

2
 http://www.philippe-fournier-viger.com/spmf/ 



 

 

   

 

 

Fig. 5. Conceptual graph for the example. 

The Apriori algorithm defined in (Agrawal and Srikant, 

1994) is used for mining association rules on the base of a 

minsup, a minconf, and a binary context. In this example, 

minsup = 20% and minconf = 90%, leading to the extraction 

of 16 rules (Table1). 

Table 1. Extracted association rules

Rule 

ID 
Rule 

Sup 

(%) 

Conf 

(%) 

R1 Reset-acknowledgement:Urgent corrective 0.29 0.91 

R2 Realignment:Angular defect 0.33 0.97 

R3 Realignment:Translation 0.34 0.99 

R4 Angular defect:Translation 0.42 0.99 

R5 Technical assistance,Realignment:Angular defect 0.20 0.99 

R6 Technical assistance,Angular defect:Realignment 0.20 1 

R7 Technical assistance,Realignment:Translation 0.20 1 

R8 Technical assistance,Angular defect:Translation 0.22 0.97 

R9 Realignment,Translation:Angular defect 0.33 1 

R10 Realignment,Angular defect:Translation 0.33 0.97 

R11 Realignment:Translation,Angular defect 0.33 0.99 

R12 Tech.assistance,Realignment,Translation:Angular defect 0.20 1 

R13 Tech.assistance,Realignment,Angular defect:Translation 0.20 0.90 

R14 Tech.assistance,Angular defect,Translation:Realignment 0.20 0.90 

R15 Tech.assistance,Realignment:Translation,Angular defect 0.20 0.91 

R16 Tech.assistance,Angular defect:Translation,Realignment 0.20 0.93 

 

To analyse the extracted rules, we first use the CGs to 

represent facts that match the extracted rules and queries that 

correspond to the user expectations. The evaluation and 

interpretation of the results are done with the projection 

operation of CGs. In our query/answering mechanism, let us 

consider a temporary database composed of the set of 

extracted rules. A query (Q) is expressed through a CG in 

order to translate the user expectation. We show in Fig. 6 a 

user expectation (new query) that corresponds to query Q: the 

software looks for rules with the form 

[Solution]Æ(implies)Æ[Context]. 

The results of these projections have been classified in: i) 

conforming rules (R3 and R7 are the only rules consistent 

with the user query); ii) unexpected consequence rules (R11, 

R15, R2, and R5); iii) unexpected antecedent rules (R8, R10, 

R13, and R4); and iv) both-side unexpected rules (the rest of 

the evaluated rules: R9, R12, R16, R1, R6, R14). 

 

Fig. 6. User expectations (query Q). 

 

5. CONCLUSION 

This paper describes a framework for the development of an 

EF process in maintenance. We have suggested to use the 

potential of CMMS as knowledge sources, by analysing and 

transforming the huge volume of available information into 

useful knowledge associated to past maintenance 

experiences. In this approach, the role that plays the user in 

each step and the quality of information exported from 

CMMS are decisive and both affect the quality of the 

extracted results, evaluated using a formalism (CGs) that 

facilitates knowledge interpretation and use by the user. 

The perspectives of this work are now in the exploitation 

phase of EF process for the final benefit of "knowledge-

based" maintenance strategies relayed on experiences, in 

order to optimise the knowledge acquisition and performance 

of the industrial process. 
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