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Auditory alarm misperception is one of the critical events that lead aircraft pilots to an erroneous flying decision.

The rarity of these alarms associatedwith their possible unreliabilitymay play a role in thismisperception. In order

to investigate this hypothesis, we manipulated both audiovisual conflict and sound rarity in a simplified landing

task. Behavioral data and event related potentials (ERPs) of thirteen healthy participants were analyzed. We

found that the presentation of a rare auditory signal (i.e. an alarm), incongruent with visual information, led to a

smaller amplitude of the auditory N100 (i.e. less negative) compared to the condition in which both signals

were congruent.Moreover, the incongruity between the visual information and the rare sounddidnot significantly

affect reaction times, suggesting that the rare sound was neglected. We propose that the lower N100 amplitude

reflects an early visual-to-auditory gating that depends on the rarity of the sound. In complex aircraft environ-

ments, this early effect might be partly responsible for auditory alarm insensitivity. Our results provide a new

basis for future aeronautic studies and the development of countermeasures.

1. Introduction

In aeronautics, auditory alerts are known to offer various advantages

in emergency situations. They provide information for pilots without

requiring head/gaze movements (Edworthy et al., 1991) and are associ-

ated with shorter reaction times than visual alerts (Stephan et al., 2003;

Wheale, 1981). Yet, a review of air-safety reports reveals that a signifi-

cant number of accidents are due to a lack of reaction to auditory alarms

(Bliss, 2003). The startling, distracting and disturbing nature of auditory

alarms may confuse the human operators who often try to find a way to

reduce the noise rather than analyzing the meaning of the alert (Doll et

al., 1984; Edworthy et al., 1991; Peryer et al., 2005).

A complementary explanation is to consider the properties of

perceptual and attentional systems. Vision has been shown to be

dominant over hearing in different experimental paradigms (Colavita

andWeisberg, 1979; Sinnett et al., 2007; Yuval-Greenberg and Deouell,

2009). This dominancemay be exacerbated under high visual load con-

dition especially when the auditory stimulus is unattended (Macdonald

and Lavie, 2011). Since visual activity is a key element of flying, visual

information processing could interfere with concurrent appraisal of

rare and unpredictable auditory alarms, especially when the messages

from these two sensory inputs are incongruent. Indeed, a commonly

suspected explanation is related to the unreliability of the alerting

systems that is likely to induce the so-called ‘cry-wolf effect’ (Breznitz,

1984; Wickens et al., 2009), leading the pilot to mistrust alarms (Bliss

and Dunn, 2000; Song and Kuchar, 2001; Sorkin, 1988), especially

under highworkload situations (Bliss andDunn, 2000).While cognitive

neuroscience has investigated visual and auditory interactions for

decades (Besle et al., 2009; Feng et al., 2008; Jacoby et al., 2012;

Parasuraman, 1985; Parks et al., 2011), the impact of the incongruity

between two signals simultaneously sent to two distinct sensory inputs

in a high processing load context has been rarely addressed in human

factors literature.

Event-Related Potentials (ERPs) have been widely used to study

auditory and visual stimuli interferences during complex tasks, par-

ticularly through the analysis of the N100 component of the ERPs.

At the perceptual level, the N100 is the electrophysiological signal

of the stimulus processing with maximum negative amplitude

around 100 ms after the stimulus onset. On the one hand, the visual

N100 generators seem to be located in the dorsal extrastriate cortex

of the middle occipital gyrus and the parietal lobe (Di Russo et al.,

2002) resulting in an occipito-temporal scalp topography with a max-

imum amplitude around 170 ms. On the other hand, the auditory

N100 generators have been shown to be located in the primary and

associative auditory cortices, in the superior temporal gyrus and

Heschl's gyrus (Zouridakis et al., 1998) resulting in a fronto-central

topography and a maximum amplitude around 120 ms. It has been

proposed that the auditory N100 amplitude increases with the occur-

rence of low probability stimuli (Kramer et al., 1995). Reciprocally,

the amplitude of the N100 initiated by a frequent sound decreases

as the rate of presentation increases, which can be related to habitu-

ation mechanisms (Kramer et al., 1995; Moura et al., 2010). More-

over, this amplitude is an index of auditory-attention allocation

(Hink et al., 1977). Many studies have revealed that the auditory
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N100 amplitude may be lowered in audiovisual tasks (Kramer et al.,

1995; Singhal et al., 2002) compared to an auditory task alone. It

has been proposed that the visual processing may have a distractive

effect on the auditory perception (Oray et al., 2002). These auditory

N100 modulations might be the consequence of a multicomponent

sensory gating system (Boutros and Belger, 1999) and more precisely

a visual-to-auditory sensory gating that may affect early auditory

processes in the auditory cortex (Lebib et al., 2003).

1.1. Present study

These latter studies bring interesting evidence supporting our

hypothesis that the visual modality may attenuate early auditory

alarm processing. Nevertheless, these paradigms have investigated

unimodal decision making and do not give conclusive results when

decision making rules rely both on visual and auditory modalities

that may conflict, as it is the case in aeronautics. Furthermore, few

studies have examined the effects of the audiovisual congruency in

a high processing load and dynamic context. In an attempt to repro-

duce conditions that lead pilots to ignore rare auditory signals (i.e.

alarms), we adopted a neuroergonomics approach (Parasuraman

and Rizzo, 2006) in a controlled protocol inspired from cognitive

neuroscience.

In a plausible aeronautical task, volunteers were asked to supervise

an automated and simulated landing sequence. To do so, they had to

consider both visual and auditory signals across various situations.

To induce complexity and uncertainty in the decision making process,

we created different levels of concordance across three visual instru-

ments (i.e. all visual instruments may not be in accordance). To fit

with realistic conditions, and especially those in which mistrust in

rare auditory signals has been mainly reported (Breznitz, 1984;

Wickens et al., 2009), we designed an oddball-like paradigm. We

used an auditory alarm that corresponded to a rare stimulus, as in

real flight condition (Parasuraman and Riley, 1997), and a clearance

sound that corresponded to a frequent stimulus. In addition, both the

clearance and the alarm sounds were partly unreliable (i.e. 50% of

time). Finally, this reliability was manipulated via the congruency

between the information provided by a main visual instrument and

the type of sound.

1.2. Hypotheses

Four main hypotheses were set within this ecological experiment.

We expected that task performances (reaction times, accuracy) would

be affected by 1) the rarity of the sound and 2) the audiovisual congru-

ency, resulting in lower performance for alarms compared to clearance

sounds and for audiovisual incongruent compared to congruent condi-

tions. Additionally, according to the empirical observations mentioned

in the pre-cited aeronautical literature, we expected that 3) the partic-

ipants would tend to ignore incongruent alarms (i.e. a rare sound that is

in contradiction with visual information). Consequently, we expected

congruency effects with frequent sounds and not with rare sounds.

Finally, to support the hypothesis of the activation of a visual-to-

auditory gating system, we predicted 4) an attenuation of auditory

processing for rare incongruent sounds compared to other stimuli.

This could be demonstrated by a smaller N100 amplitude for the

incongruent-rare sounds compared to the congruent ones.

2. Materials and methods

2.1. Participants

We recruited fourteen healthy volunteers, all alumni from the uni-

versity of Toulouse (7 women, mean age: 25.6 ± 3.7). They gave their

written informed consent to participate in this study; one volunteer

was excluded because of noncompliance with the instructions. All

were right-handed, as measured by the Edinburgh Handedness

Inventory (Oldfield, 1971) and native French speakers, with normal or

corrected-to-normal vision and normal hearing. No participant had a

history of neurological disease, psychiatric disturbance, substance

abuse, or was taking psychoactive medications.

2.2. Task

2.2.1. Stimuli

For this study, we used videos of landing simulations performed

with the flight simulator IL-2 Sturmovik software (Ubisoft®) and

recorded with Snagit 9.0 (TechSmith®). Each video showed a cockpit

view from an airplane on approach to landing on two possible run-

ways. In the center of the video, a yellow navigation reticle informed

the participants that the airplane was heading for the left or right run-

way (Fig. 1a). In addition, three navigational instruments were

presented, one at the bottom of the screen, which corresponded to

the main instrument, and two on the lateral parts of the screen, at

15° from the foveal point. Each instrument had a green (“Land”)

and a red (“Go around”) zone. The main instrument indicated

which runway was clear for landing (the green one) and the lateral

instruments corresponded to generic landing instruments. Simulta-

neously to the visual instruments, a “clearance sound” (750 Hz tone

at 78 dB SPL, in 75% of cases) or an “alarm sound” (1250 Hz tone at

78 dB SPL, in 25% of cases) was presented. Finally, a continuous

soundtrack (60 dB white noise), simulating the permanent auditory

stimulation in the cockpit, was presented throughout the video.

2.2.2. Videos description

Each video consisted of an alternation of 4 non-active (1.5 s of

non-colored instruments) and 3 active (1.5 s of colored instruments cor-

responding to a trial) phases (Fig. 2) depending on the visual instru-

ments being switched ‘off’ or ‘on’. The video started and finished with a

non-active phase. Sixteen different basic videoswere used. During active

phases, the position of the reticle on the runway (left or right) was glob-

ally counterbalanced. During non-active phases, the position of the

reticle randomly alternated between the two runways. Each video was

presented 15 times resulting in a total of 720 random trials (i.e. 3 active

phases × 16 videos × 15 presentations). This corresponded to 288

‘clearance’ and 72 ‘alarm’ sound presentations for each congruent or in-

congruent trial (see audiovisual congruency definition below, Section

2.2.4).

2.2.3. Plausible aeronautical instructions

The decision rules were inspired from standard aircraft proce-

dures and focused on twomain points. First, pilots often have the run-

way in sight during the landing. Second, the navigation instruments

are not absolutely reliable, meaning that different indicators may

give inconsistent information on a given flight parameter (Orasanu

and Martin, 1998; Song and Kuchar, 2001). Consequently, pilots

have regularly to crosscheck different data to disambiguate the situa-

tion. Participants had to decide to land or to perform a go-around

according to both visual and auditory signals. They were instructed

that they could consider landing if the bottom main instrument indi-

cated that the runway the plane was heading for (indicated by the

navigation reticle) was accessible and that they should trust this

main instrument as long as it was consistent with at least one of the

two lateral visual instruments. In these cases (Fig. 1a and b), the land-

ing decision can be based on visual information only (i.e. the sounds

can be neglected). When the bottom main instrument was inconsis-

tent with both lateral instruments (Fig. 1c) the visual information

could not be trusted anymore. In the latter situation, visual informa-

tion was no more reliable and participants had to trust the sounds

only: the clearance sound signaled that the landing could be achieved

whereas the alarm signaled that a go-around had to be performed.

Participants had to give their responses as soon as possible while



trying to be the more accurate, using a two-button mouse (Land or Go

around). The response time window corresponded to the duration of

an active phase (i.e. 1500 ms), time-locked to the active phase onset.

2.2.4. The audiovisual congruency

We defined the audiovisual congruency as a function of both the

main instrument's status (‘green’ or ‘red’, bearing in mind the runway

the plane was heading for) and the auditory information (‘clearance’

or ‘alarm’). Therefore, there were 50% congruent stimuli correspond-

ing to a red runway/alarm sound or a green runway/clearance sound

and 50% incongruent stimuli corresponding to a red runway/clearance

sound or a green runway/alarm sound (see Fig. 3). This resulted in four

conditions: congruent and incongruent with a clearance sound;

congruent and incongruent with an alarm sound.

2.2.5. Experimental procedure

Before the experiment, a 64-electrode cap was placed on each

participant's head. Participants were then seated in a comfortable

reclining armchair, placed in a dimly lit, sound-damped room. They

were instructed to keep their forearms on the chair's arms, with the

right forefinger and middle finger resting on the two-button mouse.

Left and right response buttons were counterbalanced across the par-

ticipants. Visual stimuli were presented on an ACER 17″ monitor

placed one meter from the participants. All sounds were played

through binaural inserted earplugs. The overall experiment was

Navigation 

reticle1

2 3

left and right runways

Clearance or Alarm Clearance or Alarm

Visual-based

responses

Auditory-based

responses

Clearance or Alarm 

ba

c

Fig. 1. The landing task. a. Two runways (left and right) are visible during the task. The yellow reticule indicates the runway that the plane is heading for (the right one in this example).

Three visualflying instruments (numbered 1, 2 and 3 in gray) surround the central video. The instrument 1 is themain visual instrument and represents the two runway accessibility. The

runway that is accessible for landing is in green and inaccessible in red. Instruments 2 and3 are generic and aremadeof two zones: the green zone refers to ‘land’ and the red zone refers to

‘go-around’. The value of these instruments is pointed by the black arrow. In addition, two sounds are presented: a clearance sound (75% of overall sounds at 78 dB SPL) indicates that the

landing is possible and an alarm sound (25% of overall sounds at 78 dB SPL) indicates that a go-aroundmust be performed. a, b and c. The participants are instructed to decidewhether the

landing is possible or not according to the following audiovisual rule: if themain visual instrument and at least one of the two generic visual instruments provide the same information (‘land’ or

‘go-around’), the decision can be done according to this dominant visual parameters only (visual-based responses). If the main instrument provides an information inconsistent with both the two

generic-instrument indication, visual instruments are considered as failing and the decision has to be done according to the auditory signal (clearance = ‘land’ and alarm = ‘go-around’;

auditory-based responses).
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Fig. 2. Video sequence. A video lasts 10 s. It starts with a 1.5 non-active phase (all instruments turned ‘off’) then every 1.5 s, a 1.5 s active phase (instruments ‘on’) is presented for a

total of 3 active phases per video. For each active phase the participant has to decide if he/she can land or not. The video is not influenced by the participant's responses. During the

10 s a white noise (60 dB) is continuously broadcasted.



completed for each participant in four 10-minute runs after they

underwent training for half an hour to ensure that they all had

reached the maximum level of performance.

2.3. EEG recordings and preprocessing

EEG data were recorded continuously with a BioSemi EEG system

(BioSemi©, Amsterdam) from 64 ‘active’ (preamplified) Ag-AgCl

scalp electrodes located according to the International 10/20 system,

at a 512 Hz sampling rate and with a 0–104 Hz band-pass filter. The

data were then re-referenced offline to the algebraic average of the

left and right mastoids, down-sampled to 500 Hz, and filtered with

a band-pass of 0.5–30 Hz. The trials containing artifacts (>500 μV)

were automatically excluded (i.e. on average 3% of the trials). An in-

dependent component analysis using EEGlab (www.sccn.ucsd.edu/

eeglab) was performed to isolate and reject eye blinks and a visual

inspection of the data was done to reject residual artifacts. Data

were later segmented in 1700 ms epochs starting 200 ms before the

onset of each active phase (baseline). Individual ERPs and grand

averages were computed using SPM8 (The Wellcome Trust Centre

for Neuroimaging, UCL).

2.4. Data analyses

All behavioral and EEG data were analyzed with Statistica 7.1

(StatSoft©). The Shapiro–Wilk test showed that the reaction times

(RTs) were normally distributed. Therefore, a two-way ANOVA with

within-subject factors: ‘Type of sound’ (clearance vs. alarm) and

‘Congruency’ (congruent vs. incongruent) was carried out on RTs for

hits. Post-hoc analyses were done with the Tukey's HSD (Honestly

Significant Difference) test. The Shapiro–Wilk test showed that the ac-

curacy rate was not normally distributed even after trying to transform

data (e.g. square root, log…). Therefore, we used non-parametric

Wilcoxon Signed-rank tests to examine the effects of the 2 within-

subjects factors on the percentage of hits.

The ERPs elicited by a condition were computed as the averaged

electrophysiological responses to repeated presentations of that con-

dition, locked to the stimulus onset for correct responses. The mean

ERPs' amplitudes for the N100 analysis were calculated in a time win-

dow from 100 to 200 ms after the stimulus onset, determined both

from visual inspection and from results of consecutive analyses of

25-ms latency windows. Eight regions of interest (ROIs) were defined

to identify the N100 topographic distribution. This was done by first

separating the 64 electrodes into two groups: midlines (10) and

laterals (54), and then defining subsets of electrodes for analysis. The

midlines were divided into two ROIs: fronto-central (FPz, AFz, Fz, FCz

and Cz) and centro-occipital (CPz, Pz, POz, Oz and Iz). The lateral elec-

trodes were separated into six ROIs: left (FP1, AF7, AF3, F7, F5, F3, F1,

FT7 and FC5) and right (FP2, AF8, AF4, F8, F6, F4, F2, FT8 and FC6)

fronto-central; left (FC1, FC3, C1, C3, C5, T7, CP1, CP3 and CP5) and

right (FC2, FC4, C2, C4, C6, T8, CP2, CP4 and CP6) centro-parietal, and

left (TP7, P1, P3, P5, P7, P9, PO3, PO7 and O1) and right (TP8, P2, P4,

P6, P8, P10, PO4, PO8 and O2) parieto-occipital (see Fig. 4). For the

midline electrodes, within-subjects ANOVAs with factors ‘Type of

sound’ (clearance vs. alarm), ‘Congruency’ (congruent vs. incongruent)

and ‘ROI’ (fronto-central vs. parieto-occipital), were computed on the

mean amplitudes of the ERPs. Similar ANOVAs were computed for

the lateral electrodes, with ‘Type of sound’, ‘Congruency’, ‘Hemisphere’

(left vs. right), and ‘ROI’ (frontal vs. temporal vs. parietal) as factors. All

p-values for ERP results were adjusted with the Greenhouse–Geisser

correction for non-sphericity when necessary. HSD tests were used

for post-hoc comparisons.

3. Results

3.1. Behavioral

The ANOVA on RTs revealed a main effect of the type of sound

(F(1,12) = 7.33, p b .05, ηp
2 = .38) and the congruency (F(1,12) =

7.20, p b .05, ηp
2 = .38). These effects corresponded to longer RTs in

response to alarm compared to clearance and in incongruent trials

compared to congruent trials. A near-significant type of sound ×

congruency two-way interaction was observed (F(1,12) = 4.71,

p = .051, ηp
2 = .28; see Fig. 5). To better understand this result, we

looked at post-hoc tests. As expected, HSD post-hoc tests revealed

that an audiovisual conflict effect (i.e. significant RT cost for
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Fig. 3. The audiovisual conflict. According to the type of sound (Alarm vs. Clearance sound) and the status of the main instrument (red vs. green), audiovisual presentations can be

congruent or incongruent. For instance, the occurrence of an alarm when the main instrument indicates a possible landing constitutes an incongruent trial whereas the occurrence

of a clearance sound with a clear runway refers to an audiovisual congruent trial.



incongruent trials in comparison to congruent ones) only occurred

with clearance sounds (p b .001).

Concerning the accuracy (see Fig. 5), we found a conflict effect with-

in the alarm condition (p b .05) corresponding to a better accuracy for

congruent than for incongruent audiovisual presentations. On the

contrary, no conflict effect was observed within the clearance condition

(p = .97).

3.2. EEG

Results of ANOVAs on ERP data are presented in Table 1 and Fig. 6.

The presentation of visual and auditory stimuli generated exogenous

and endogenous separate ERPs. According to the latency and the to-

pography, we observed a N100, withmaximal amplitude in the central

region around 130 ms post-stimulus onset. This N100 was consistent-

ly followed by a P200, with maximal amplitude around 230 ms after

the stimulus onset. Finally, a fronto-central P300 peaking around

380 ms was also induced. On the basis of visual analysis and our

working hypothesis, we focused on the N100 and determined a time

window from 100 to 200 ms from the stimulus onset for analyses.

A significant main effect of the ROI over lateral and midline elec-

trodes (see Table 1) showed a maximal N100 amplitude in the central

region (mean amplitude for lateral electrodes: FC = −3.26 μV;

CP = −4.48 μV and PO = −4.34 μV; p b .01; for midline electrodes:

FC = −4.24 μV and CO = −5.83 μV; p b .05). This typical central

distribution with polarity reversal at mastoid electrodes (see Supple-

mentary material for N100 scalp distribution) supported the fact that

the N100 was largely related to the auditory stimuli; since visual

N100 is more characterized by a maximum negativity in the

occipito-temporal region and has longer latency. More interestingly,

we found a significant main effect of the type of sound over the

whole scalp. This was demonstrated by a larger N100 amplitude

for the alarm sound than for the clearance sound (respectively

−4.51 μV vs. −3.57 μV; p b .001; for the central electrodes, and

−4.46 μV vs. −3.60 μV; p b .001; for lateral electrodes; Fig. 6a). The

congruency also affected the N100 amplitude resulting in a larger

Left RightF-C
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Fig. 4. Electrode groups for statistical analyses. The 64 electrodes are first divided in two groups: midlines and laterals. The midlines are then subdivided in two groups (red circles;

FC: fronto-central; PO: parieto-occipital). The laterals are divided in two groups (left and right) and then in three groups (colored rectangles; FC: fronto-central; CP: centro-parietal;

PO: parieto-occipital).
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N100 for congruent than for incongruent trials over the lateral

electrodes (respectively −4.26 μV vs. −3.80 μV; p b .05; Fig. 6b).

Regarding the interaction effects, we found that the type of sound ×

congruency was significant (Fig. 6c). Post-hoc analyses revealed that

the effect of the congruency over the N100 amplitude was only ob-

served for the alarms over the whole scalp. This effect corresponded

to a larger amplitude for congruent alarms than for all other conditions

(for central electrodes: congruent alarm = −5.97 μV vs. incongruent

alarm = −5.00 μV; p b .05 — for lateral electrodes: congruent

alarm = −4.93 μV vs. incongruent alarm = −3.96 μV; p b .05). See

also Fig. 6d for ERP representation and Supplementary material for

differential maps.

4. Discussion

The aim of this study was to analyze the effects of the audiovisual

conflict on task performance and brain activity within the context of

flying. Specifically, this study was made in an attempt to answer to

the question: why do pilots ignore rare auditory alarms? Our main

hypothesis was that the visual processing would be dominant over

the rare auditory alarm processing in an audiovisual conflict situation,

leading to an early visual-to-auditory gating and, consequently, to a

decreased sensitivity to this specific sound. We designed a simplified

aeronautical decision making task in which we manipulated the type

of sound (rare alarms vs. frequent clearances) and the audiovisual

congruency between the information provided by the main visual

instrument and the sound meaning.

A first issue of this study was to ensure that our protocol could

successfully generate particular attentional demands solicited during

landings (Lee and Liu, 2003) and during the processing of the alarm

(Bliss and Dunn, 2000). This was an important point as this study

addressed a phenomenon that exists in real flying situations. The

use of numerous visual and audiovisual combinations (i.e. different

level of concordances) allowed us to generate difficult and realistic

decision making conditions. Indeed, to make a correct landing deci-

sion, participants had to analyze the configuration of the three visual

instruments and to determine the type of sound. Our behavioral

results tend to show that our task was difficult enough, particularly

the incongruent/alarm condition, as indicated by the relative low

accuracy and the rather high RTs (above 1100 ms) compared to

conventional audiovisual tasks (Senkowski et al., 2006). Thus, our

protocol was able to reproduce some processing load and conse-

quently represents a relevant approach to study flying activity in a

well-controlled environment.

In accordance with our hypotheses, the task performancewas affect-

ed by the rarity of the sound and by the audiovisual congruency. Our re-

sults revealed a significant interaction effect between the congruency

and the type of sound regarding behavioral and electrophysiological

measurements. Indeed, the behavioral data analyses showed that the

audiovisual incongruity had a deleterious effect on the RTs during clear-

ance sound presentation only. This increased RT arguably corresponded

to the time needed to solve the audiovisual conflict between the main

visual instrument (indicating that the runway was not accessible) and

the clearance sound (indicating a possible landing). On the contrary,

no increase of the RT was observed for the alarm sounds in the incon-

gruent condition. In addition, we found that the accuracy was not

diminished by the audiovisual conflict within the clearance sounds

whereas this was the case within the alarm sounds. Taken together,

these results suggest that the alarms were neglected when they were

incongruentwith the visual information. This possible lack of alarmper-

ception provoked a lower accuracywhen the sound had to be taken into

account to make a correct decision (when the bottommain instrument

was inconsistent with both lateral instruments, condition in which the

visual information could not be trusted anymore). In parallel, electro-

physiological results demonstrated thatwhile the alarm sounds elicited

a larger N100 amplitude than clearance sounds, this was no longer the

case when the alarm was incongruent with the visual information.

Indeed, in this case, the N100 amplitude went to the level observed

for the clearance sound.

One could claim that these observed modifications of the alarm-

related N100 amplitude could also be the result of an enhanced re-

sponse due to concomitant compatible visual information (i.e. ampli-

fication of the alarm-related N100 in congruent condition rather than

a diminution of the alarm-related N100 in the incongruent condi-

tion). This is an effect that we cannot totally exclude because only a

control condition (i.e. unimodal sound presentations) could have

specified the part of visual facilitation in the congruent condition.

Nevertheless, according to various studies (Kramer et al., 1995;

Lijffijt et al., 2009; Moura et al., 2010), the alarm-related auditory

N100 is expected to be larger than the one elicited by the clearance

sound due to its low frequency of occurrence (as it is shown by the

main effect of the type of sound in the present study), which was

no more the case in our incongruent condition. Therefore, while we

assume that this smaller alarm-related auditory N100 amplitude

was mostly the consequence of the incongruity, we do not exclude

the possibility that the congruent situation had also a facilitating

effect, triggering larger alarm-related auditory N100 amplitude.

Considering our assumption, the smaller alarm-related N100

within incongruent situations arguably relies on audiovisual interac-

tions that could take place at the sensorial level (Kramer et al.,

1995; Singhal et al., 2002) leading to lesser auditory-attention alloca-

tion (Hink et al., 1977). Indeed, as suggested by different studies

(Oray et al., 2002; Reale et al., 2007), the audiovisual incongruity

may affect the auditory N100 via a distractive effect from visual infor-

mation (i.e. the runway is accessible) over hearing (Oray et al., 2002).

Particularly, it has been reported that an early attentional visual-

to-auditory gating mechanism could take place between 30 and

130 ms post-stimulus, as described by Lebib et al. (2003). It is very

likely that the visual dominance present in our task with the rare

and incongruent sounds may have been promoted by the high pro-

cessing load and the instructions given to the participant (i.e. because

the bottom visual main instrument was the most important indica-

tor). Consequently, when decisions have to be taken according to

audiovisual decision rules, the visual dominant information may

modulate the contradictory and unpredictable auditory information

at the sensorial level.

It is worth noting that the clearance-related N100 was not affected

by the audiovisual congruency, allowing this auditory stimulus to in-

teract at the behavioral level with contradictory visual information,

certainly during post-perceptual processes (Botvinick et al., 2001;

Wang et al., 2002). Regarding the identical occurrence probability of

congruent and incongruent trials for both types of sound (i.e. 50%),

a plausible explanation is that this effect is likely to be sensitive to

the occurrence probability of the sounds. We postulate that the high

Table 1

Main ANOVA results on the mean N100 amplitudes.

Time window 100–200 ms (N100)

Electrodes Effects F(df) Adjusted

p (G–G)

Epsilon

(G–G)

Partial

η
2

Midline Sound (1,12) = 29.57 ⁎⁎⁎ 1.00 0.71

Congruency (1,12) = 3.86 0.07 1.00 –

Sound × congruency (1,12) = 5.35 ⁎ 1.00 0.31

ROI (1,12) = 6.34 ⁎ 1.00 0.35

Lateral Sound (1,12) = 44.26 ⁎⁎⁎ 1.00 0.79

Congruency (1,12) = 4.98 ⁎ 1.00 0.29

Sound × Congruency (1,12) = 7.04 ⁎ 1.00 0.37

ROI (2,24) = 8.09 ⁎⁎ 0.65 0.40

ROI (Region of Interest): fronto-central vs. centro-occipital for midline electrodes;

fronto-central vs. centro-parietal vs. parieto-occipital for lateral electrodes.
⁎ p b .05.

⁎⁎ p b .01.
⁎⁎⁎ p b .001.



occurrence frequency of the clearance sound (75% of overall sounds)

has made this sound a highly anticipated event that probably blurred

the congruency effect over the related N100 amplitude. Thus, in our

landing scenarios, the simultaneous occurrence of incongruity and

rarity of the sound seemed to be mandatory for this early gating

could take place.

The results presented in this study could appear in contradiction

with other studies that did not reveal any effect of the vision on the

auditory processes (Parks et al., 2011; Senkowski et al., 2007).

According to Besle et al. (2009) this is probably due to differences

in the paradigms used. Indeed, they showed that a larger number of

crossmodal effects in sensory-specific cortices were found when the

task required a detailed analysis of the sensory features of the stimu-

lus (such as in our task), than when a superficial stimulus analysis

was necessary to perform the task. They proposed that the partici-

pants are likely to be “auditory dominant” in a superficial analysis

task, because of faster auditory detection for simple stimuli (Fort et

al., 2002; Molholm et al., 2002). This may explain why in detection

tasks, modality-specific interaction effects were observed only in

the visual cortex. Finally, the use of different stimuli across studies

limits the extent to which we can compare different experiments.

Our task presented complex and dynamic stimuli and generated a

high processing load, very likely to affect the processing of additional

auditory stimuli. Accordingly, the conclusion made in this study

probably applies to complex task only.

5. Conclusion

This study provides a new electrophysiological insight into a pi-

lots' tendency of favoring visual perception to the detriment of critical

auditory information such as rare and unexpected alarms. It also em-

phasizes the interest of merging cognitive neuroscience with cogni-

tive ergonomics (Sarter and Sarter, 2003) within a neuroergonomics

approach (Parasuraman and Rizzo, 2006) to refine the underlying

mechanisms of human error (Fedota and Parasuraman, 2010). This

work is the first step in the understanding of the processes involved

in the pilot auditory insensitivity. It opens the way to new paradigms

using electrophysiological measurements and developing new proto-

cols with real pilots and co-pilots in a motion flight simulator (Dehais

et al., 2012). The current study has some limitations that should be

taken into account in the generalization of our conclusion. First, the

rather small sample size (n = 13) may have resulted in identification

of effects specific to this particular cohort and lower statistical power;

therefore statistical analyses are more likely to identify only strong

task effects. Second, due to the difficulty of recruiting experienced

pilots, our participants were non-pilots. However, we assume that
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our results emphasize that the audiovisual conflict effect applies to all

people. Third, regarding the central N100 topography with polarity

reversal at mastoids and considering the control of potential stimulus

confounds, the contribution of visual stimuli to N100 effects has to be

considered as minimal. In addition, we did not fully reproduce the po-

tential high stress that may weigh on the pilots during the landing

phase essentially because the go-around maneuver is quite rare

(around 3 out of 1000 landings); thus we do agree that our experi-

ment does not totally fit reality on this point. However, for statistical

reasons, this low proportion of go-around was not reproducible in an

EEG experiment. Finally, a control condition could have specified the

part of visual facilitation in the alarm congruent condition (versus

lower alarm-related N100 caused by the incongruity). However,

from a cockpit design point of view, both explanations lead to

conclude that the concomitant occurrence of conflicting visual and

auditory alarms disrupts the processing of information. On the other

side, compatible visual and auditory information seems advantageous

and may also enhance the brain response. This latter point will be

addressed in a future study.

Despite their limitations, our electrophysiological and behavioral

data provides additional evidence that visual information could

impact auditory processes at an early stage, before any high level pro-

cess may have occurred. This seems to result in an auditory blunting,

provided that the auditory signal is rare and incongruent with visual

dominant information.

Supplementary data to this article can be found online at http://

dx.doi.org/10.1016/j.ijpsycho.2013.06.009.
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