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Abstract

A new criterion for the stability of differential delay systems is proved in terms
of a matrix of parameters.
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1 Introduction

The stability of differential delay systems has been investigated by many au-
thors; see, for example, [4] and [5] . Recently, [1],[2] and [6] have obtained
simple criteria for the stability of such systems. In this paper we shall prove a
general criterion for stability and give an example the stability of which cannot
be checked by the criteria of Amemiya or Mori.

In section 2 we shall prove a result in terms of the coefficients of certain ma-
trices which define the system. This result will be applied in section 3 to obtain
a result for an n'" order system in terms of the eigenvalues of the characteristic
equation. An Mo space formulation will be given in section 4 and the example

will follow in section 5.

2 The Main Result

Consider the system

n

gi(t) = Y lagai(t) + bzt — 7))+ filt,2(@),z(t — 7)) (2.1)

je=1
6;(1) . t€[-1.0]

zi(t)

i=1,...,n. The initial value functions 6; , 1 < i < n are assumed to belong
to C[—r,0; R]. We shall seek solutions of (1) in C[0,oc; R).

We shall assume that the functions f; satisfy the following condition:



F: For any t > 0 and any function ¢ € C[t — 7,1], we have

| filt,2(t),z(t — 7)) IS D dij sup | z;(6)].

i1 t-rsest
where d;; > 0 are constants.
In the following, p(A4) will denote the spectral radius of the matrix 4. We
can then state our main result:
Theorem 1 Let f satisfy condition F. If there exist constants o L S 2,5'€
n) such that (a;; —¢;;) <0 , 1<i<nand p(f2) < 1, where Q = (w;;) and

wor = LG5 =i [vij+ | bij + cij | +di
Y | @i = i |

+2|c;_,-|1'

where v;; = 1 — &;; ( the Kronecker delta), then the zero solution of equation
(2.1) is asymptotically stable.

Proof Let

wisle) = (8= Co Lt [ by ey | +dij+ | agy —ei | | ey |
2 | aii — i + € |

erlag)er

Q(e) = (wiz(€)),
for any 0 < € < maxigi<n | Cij — a;; |. Since the eigenvalues of a matrix are
continuously dependent on its elements, we have p(Q(¢)) < 1 for sufficiently
small e. This follows from the assumption p(Q) < 1.
We can write the system (2.1) in the equivalent form

1
t—T1

%(z;(t) - ;c,-jf z;(6)d6)



n

= [(aij = cij)zi (1) + (bij + eij)z; (1 = 7)) + fult, 2(2), 2(t — 7)),
=]

(2.2)

for t > 0 and so by variation of parameters,

27,-(i) = e(ﬂu—cn}! lr;z;l(O) - ic,'j /D IJ(Q)dG}
j=1 -7

n 1
+ Z/ el®n e (ai; — e )vij25(s) + (bij + i)z (s — 7)) ds
=1 0

n

1 ]
+ Z{a{,‘ —C,',')C,'jf e(a,.—c.,)(z—a)/ :rj(B)dB.ds
0 s—T

j=l
n

t t
+ Zc,-j/ z,-(&')d9+/ el““_c”)“_’)f.-(s,r(s),r(s—T))ds
i=1 L 0

for ¢ > 0. Hence,

n
lzi(t) | < €M N e | sup | 25(6) |

j=1 t—7L0Lt

n
-+ Z(| aij — cij | vij+ | bij + iy | +dij+ | asi —eii | | cij | 7).
=1

t
fea,.—c,,)u—n sup | z;(6) |ds , t>0 .
0 3=-7L6<s

where

n
=L 0] (g (1) o]

Let

Ci(t) = sup [|:r.-(9)|e“9] y 1€i<n |, t> -7,
—r<é<t

Then

n
II,’(f) fe“ < e(a..—t..}r+erM s ZT I ¢ |6”. sup [l .’17,'(5) [e(ﬁ']
j=1 t—7<6L1



Since

IA

it follows that

n
+Z(| aij = ¢ij | vij+ | bij +eij | +dij+ | asi —cij | | eij | 7).
=1

t
err/ ellay—ci)+e)(i-9) sup “ ;L'J(e) | eeﬁ']ds
0 8—7<0<s

M+ ZT | cij | e".(_,(t)

=1

n
lai; = cij |vij+ [ bij 4+ eij | +dij+ lais—cii | | eij | T
e Gl
+_§ | (asi — cii) + €| G (1)

M+ wii(e)G(t) , t20 .

j=1

| z:(1) | e < M for te€[-7,0]

|zi(t) | e S M+ wij(e)¢ (1) , for t> -7 (2.3)

i=1

However, the right hand side is nondecreasing, so we obtain

i.e.

G S M+ wi(e)G(t) , t2 -7 .
j=1

C(t) < MT+Q(e)(1) .

where { = (¢1,...,(n)T and I is the identity matrix. But p(2(e)) < 1, by

assumption, and so

C(t) < M(1-Q(e))™?



|z;(t) |[K Ke™ |, 1>0

for some constant K > 1.
Corollary 1
Ifa; <0 (1<i<n)and p() <1 where Q = (w;;) and

y i 5 | aij | vij+ | bij | + | dij |
¥ {alﬂ

then the zero solution of (1) is asymptotically stable.
Proof Take ¢;; =0 , 1<1i,5<n.

Corollary 2

If (a;i + b)) <0 , 1<i<nandp() <1, then the zero solution of (1) is

asymptotically stable.

Proof Take ¢;j = —=b;; . 1<1i,j<n.

=

In theorem 1 we have obtained conditions for stability of equation (2.1) in

terms of the components a;;,b;; of matrices A and B, respectively. It is also

possible to obtain basis-independent conditions by considering the equation (2. 1)

as a matrix system
z(t) = Az(t) + Bz(t — 7) + f(1,z(t), z(t — 7)).

Assume that f satisfies the following condition

F: for any t > 0 and any function z € C[t — , t] we have

If(t,z(t),2(t=T))l[ <d sup [lz(8)]|

t—7<0<t



Theorem 2 Let f satisfy condition F . If there exists a matrix C such that
Jet4=€X]| < Ke=*
for some K, 6 > 0 and for which
A K
PE7lCl+ ZUB+Cll+d+[A-ClICI6) <1,

then the zero solution of the system (4) is asymptotically stable.

Proof From (4) we have
d ‘ .
a [z(t) - j; Cz(é’)dﬂ] =(A-Clz(t) + (B+ CO)z(t — )+ f(t,z(1). z(t — 7))

fort >0, and so

0

z(t) = plAEN [I(O) = Ca:{(?)dﬁ']

T

1
+ j A== B 4 C)z(s — 7)ds
0

1 2
+ (A—C)Cf e(-*‘*-c’(“”f z(0)déds
0 8—=T

+ [ cateyaot [ A-Np(s,2(6) a6 - s

Hence,
lz@)ll < Me™* +7|C|| sup |l=(8)]]
t—r<0<t

1
+(IB+Cll+d+[14=ClCINK [ e sup flz(@)lds |
0

s—7<H<s

t > 0, where

M=K ( |l:r(6)||) A1+ -

sup
—1<6<0



Let ((t) = SUp_r<p<¢ ||2(0)]|. Then
=@l < Me™™ +7||CIIK(@)

+(IB+Cll+d+ 14~ ClLIcln) 5 <)

C(t) € Me™® +T¢(2)

and so

O
Corollaries 1 and 2 have obvious counterparts in the basis-independent case:

Corollary 3 If A is a stable matrix with ||e*!]| < Ke~? and

K
DS (Bl +]l4] +d) <1
then the zero solution of the system (2.4) is asymptotically stable. m]

Corollary 4 If A+ B is a stable matrix with [[e(4+8)!|| < ¢=# and
A K
L2 78]+ S(d+ 14+ B 5] < 1

then the zero solution of the system (4) is asymptotically stable. O

3 Application to n'" Order Equations

In this section we shall apply the above theory to the n'* order equation

2"(t) + D {an—is12" (@) + buigaz™(t - 7))

i=1



+ ft,z(t),2(t),..., """ V), z(t - ) z(t—71),...,z" Ve -r)=0 .
Define,as usual ,
z1(t) = 2(t),z2(1), ..., za(t) = 2"~ 1) .

Then we have

1(t) = zy(t)
za(t) = z3(t)
() = = (@xit) +bizi(t — 7)) — F(1,21(2). ... Za(t),22(t = 7). ..., To(t — 7))
i=1
le.
z(t) = Az(t) + Bz(t — 7) + F(t,z(t), z(t - 7)) (3.1)
where r = (zq,..., z,)7 and
0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0
A = . Bi=
1 1
—a; -4z ... ... =—a, by =by ... ... —b,




—f(i,l‘(f),l’(t - T))

If f satisfies the condition

If(t,2(t).2(t = 7)) <d sup |lz(6)] (3.2)

1—-7£6<1

for all z € C[t — 7,1], then we have

[|F(t,z(t), z(t —7))|| < d sup [lz(8)]|
1—7<8<t

From corollaries 3 and 4. we therefore obtain

Theorem 3 If the eigenvalues of A have real parts bounded above by —é and
1
SUIBI+ 14 +d) < 1

then the zero solution of system (3.1) is asymptotically stable. O
Theorem 4 If the eigenvalues of 4+ B have real parts bounded above by —§

and
1
rllBll+ 3 (d+ 14+ B |B]l7) < 1

then the zero solution of system (3.1) is asymptotically stable. a

10



4 My-Space Formulation

In this section we shall extend the above results by using an M, space formu-

lation (see [3] ). Consider again the system

z(t) = Az(t)+ Bz(t — ) + f(t,z(1), z,(t)) . (4.1)

z(1)

h(t) , te[-7,0] ,
where z,(1) is the function defined by
z,(1)f)=c(t+0) , —7<H<0

Let My(—7.0; R") denote the completion of C(—7,0; R™) with respect to the

inner product
0
(F:9)s, = (SO0 + [ (50,60 ot

Clearly, M, is isomorphic to R" @ L*(—7,0; R™).

Now define the operator .4 on Ma(—7.0; R?) by
Az(0)+ Bz(—7) if8=0
(Az)(f) =
& f-1<8<0
with domain H'[—7,0; R"]. Then it can be shown that A generates a C° semi-

group T; given by

(T2h)(8) =
h(t+8) ift+6<0

for —7 < @ < 0 where z(t) is the solution of (4.1) with f = 0. We can now write

{.r(f-+-6') ift+6>0

equation (4.1) in an M space sense as follows:
2(t) = Az(t) + F(z(1)) (4.2)

11



where
Fltz(t) iz, (1)) i£0 =0
F(z(1))(0) = {

0 if-r<8<0

By variation of parameters, we can write (2) in the form
1
“() = Ti2(0) + [ Tio Fx(6))ds
0
Proposition 1 If there exists a matrix C such that
Je4=0%) < preme

for some K, > 0 and for which

rlicli+ 518 + €l + 14 - il i) < 1

then the semigroup T} is exponentially stable on M,.

Proof By theorem 2, the conditions guarantee that the linear system
r(t) = Az(t)+ Bz(t — )
is exponentially stable, and so
=)l < Fe=™
for some K .6 > 0. Hence if we define z{t) € M, for each ¢t > 0 by
H(1)(0) = z(t-90) |

then

ll2()l] 24,

0
eOlee + [ Tt + 0l

=2 _ 9% — . B
< Rl y Lo~

12

(4.3)



where L = L(e?™ — 1), m]
We shall assume that f : Rt @ R” @ Ms(—7,0;R") — R" satisfies the

condition

£, 2(@), 2 (DI < g(llz@llaaa)ll2 (D] (4.4)

for each function z : R* — R", where g(z) — 0 as ¢ — 0, and such that g
1s monotonically increasing.

Theorem 4§ Let S = {a : g(a) < 1}, and let B = {z € My : ||z|| € S}
Then, under the assumptions of proposition 1 and the above condition on I,
the system (4.1) is asymptotically stable in B.

Proof B is an open ball in M, with centre 0 and so by (4.4) and the definition

of F, we have
IF()lamz < Nlzllm,
if z € B. By (4.4) and proposition 1, we have
t
lz()]|pmy € Kre™8Y|2(0)]|an, +_/ K1e=5 =) 12() || m, ds (4.5)
0
if 2(0) € B, for sufficiently small t. Applying Gronwall’s inequality gives
llz@llas < 112(0)]|m,

and so (4.5) is valid for all ¢t > 0. Another application of Gronwall’s inequality

gives the result. O

13



5 Example

Consider the system

]
= +
zo(t) -3 4 (1) 1 -1 zo(t — %)
Choosing ¢;; = ¢;9 =0, ¢3; = =1, €35 = 1 in theorem 1, we have
_ 1 1
uJ11—~¢22—~4 '-‘-]'2—“-’21-*2

and p((wij)) < 1 and so the zero solution of this system is asymptotically
stable. However, the stability of the system cannot be checked by the criteria

of Amemiya (1981.1983) or Mori et al (1981).

6 Conclusions

In this paper we have obtained a new criterion for the stability of differential
delay systems. The main condition given in theorem 1 is given in terms of a
matrix C of parameters, which makes the criterion particularly flexible, although

the optimal choice of C will require further investigation.
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