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Numerical Evaluation of the Approximation by an Influence Function

Hong Mei Bao, Kaoru Fueda

For evaluating statistical models one of the most effective criteria is cross-validation. But it
requires a large amount of computation. Various alternative schemes are considered to reduce
its computation. Modified generalized information criterion is one of those alternative schemes.
In this criterion an influence function is used to estimate the parameters of the models. By the
numerical simulation we studied the effect of an influence function.

Surveying data of the lake depth are used as the sample data. We estimate the shape of
lake bottom as spline surface. The estimated parameters and the estimated depths obtained
by two criteria are compared and the effect of an information function is analysed.
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1 Introduction

We have tried to determine the optimal model which estimate the shape of lake bottom by using
spline surface. We use the model of the bivariate B-spline approximation with a penalized term.
There are many factors or parameters to be determined.

To evaluate those models Leave-one-out cross-validation (LOOCV) test is quite useful, but
it requires large amount of computation. Modified GIC (mGIC) can reduce it by using an
influence function. The influence function is related to the first term of a Taylor expansion and
it can estimate the value of the parameters. But we cannot avoid the errors. We study about
these errors by the numerical simulation.

2 Statistical Model

For the nonlinear statistical modeling we use the maximum penalized likelihood methods
[5],[6],[7]. We have n = 278 observations {(zα, xα);α = 1, . . . , n}, where zα is the response
variables generated from the unknown true distribution G(z|x) having a probability density
of g(z|x) and xα is the vectors of explanatory variables. We estimate w, which is a vector
consisting of the unknown parameters and determines the model z = u(x|w). Let f(zα|xα; θ)
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be a specified parametric model, where θ is a vector of unknown parameters included in the
model. The regression model with Gaussian noise is denoted as

zα = u(xα|w) + εα, εα ∼ N(0, σ2), α = 1, . . . , n (1)

f(zα|xα; θ) =
1√
2πσ2

exp

[
−{zα − u(xα;w)}2

2σ2

]
(2)

where θ = (w′, σ2)′. The parameter will be determined by the maximization of the penalized
log-likelihood function expressed as

ℓλ(θ) =
n∑

α=1

log f(zα|xα; θ)−
n

2
λH(w). (3)

As the regularized term or penalized terms H(w) with an m-dimensional parameter vector w,
we use

H(w) =

∫∫ {(
∂2u

∂x2

)2

+

(
∂2u

∂y2

)2
}
dxdy, (4)

for the three dimensional approximation [10]. H(w) can be represented in the quadratic form
by the m×m nonnegative matrix K as follows

H(w) = w′Kw.

3 Samples and Conditions

　We use the data of the lake depth measured from the boat by using GPS, echo sounder,
clinometer and azimuth meter. We have the data measured along the wake of the boat. The
total number of data used in this simulation is 278. The total number of knots of B-spline
along the x and y axis is 20 respectively.

u(x, y) =
20∑
i=1

20∑
j=1

wijMi(x)Nj(y), (5)

where Mi(x), Nj(y) are the spline functions with order four along the x and y axis respectively
and wij are the coefficients of products of the spline functions.

The total number of estimated coefficients of the spline function is (20−4)× (20−4) = 256.
And the variance is also to be estimated. The result of surface estimation is shown in Fig. 1.
The curved line is the estimated surface, cross points are the location of samples and vertical
lines show the size of residuals.

In this paper we set λσ̂2 = 10−5 as the experiment.

4 Numerical simulation

4.1 Information criteria

　 LOOCV is calculated as below

CV = −2
n∑

α=1

log(f(xα, θ̂
(−α))) =

n∑
α=1

{
log(2πσ̂(−α)2) +

(zα − û(−α))2

σ̂(−α)2

}
. (6)

2

J. Fac. Environ. Sci. and Tech., Okayama Univ. 19(1)2014



 1200
 1202

 1204
 1206

 1208
 1210

 1212 3938
 3940

 3942
 3944

 3946
 3948

 3950

 4

 4.5

 5

 5.5

 6

Figure 1: estimated surface

And we adopt the next approximation for CV

T (Ĝ(−α)) ≈ T (G) +
1

n− 1

n∑
i ̸=α

T (1)(zi;G) ≈ T (Ĝ)− 1

n
T (1)(zα; Ĝ). (7)

In the equation(6) of CV we replace the θ̂(−α) with θ̃α = θ̂ − 1
n
T (1)(zα; Ĝ) and its scheme is

called as modified GIC (mGIC)[11]. The calculation is shown as below

mGIC = −2
n∑

α=1

log(f(xα, θ̂ − 1

n
T (1)(zα; Ĝ))) =

n∑
α=1

{
log(2πσ̃2

α) +
(zα − ũα)

2

σ̃2
α

}
, (8)

where θ̃α = (w̃′
α, σ̃

2
α), ũα = u(xα|w̃′

α).

4.2 Numerical result

The numerical result shows that the first terms (variance) of (6),(8) are almost same and the
second terms (depth) of them are quite different.

Table 1: Comparison of CV and mGIC

CV mGIC
variance term -1299.783 -1298.879
depth term 1227.449 544.995

About the variance term, the maximum difference is 0.024155 and the average is 0.003258.
These are quite small. But about the depth term, there are large differences.
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By the influence function we estimate not the depth but the parameter. We calculate 278
samples and every sample has 257 parameters. So the total number of parameters which we
estimated is 71446. The ratios of the parameters estimated by CV and estimated by mGIC are
calculated and those results are shown in Table 2. The average of the ratios is 0.99999 and the
variance is 5.2410× 10−6.

Table 2: ratio of the estimated parameters (mGIC / CV)

ratio total number percentage
0.995 - 1.005 70416 98.55%
0.990 - 1.010 71010 99.38%
0.975 - 1.025 71342 99.85%
0.950 - 1.050 71419 99.96%

The total number of parameters which have the differences larger than 5.0% is only 27. The
smallest ratio is 0.87720 and the largest is 1.10598. The estimation of the parameter is quite
accurate. But the estimation of the depth using these parameters cause large differences in
some samples. Consequently the value of the information criterion has the large difference.

4.3 Difference between smaples

About the depth term the half of 278 samples have the difference smaller than 0.71 and the sum
of those differences is only 30.91 . But the rest of 278 samples have the large differences and
the sum of them is 651.56 . The samples which have the large differences are distributed near
the boundary area. Those locations are shown in Fig.2. The maximum difference is 43.06839
and the average is 2.45486. The ratio of the parameters of the sample which has the largest
difference are shown in Table 3.

Table 3: ratio of parameters of the sample which has the largest difference

average maximum minimum
　 all 257 parameters 0.99958

　 valid 16 spline coefficients 0.99342 1.03259 0.88941
　 other 241 parameters 1.00002 1.00428 0.99701

4.4 Difference between parameters

On the other hand the parameters which have large errors are shown in Table 4.
The function number in Table 4 means the number of spline function in (5). The support

of the spline functions related with the coefficients in Table 4 are shown in Fig. 3.
Those areas are distributed southeast mainly.

5 Conclusion

We can predict the values of spline coefficients of LOOCV using the influence function of order
one. But the difference of the information criteria is quite large. In this paper we show the
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Figure 2: locations of samples with large errors

Table 4: Parameters with large variance

function function minimum maximum standard
number(i) number(j) ratio ratio variance deviation

3 15 0.87720 1.01827 0.0000735 0.0085736
16 12 0.99835 1.10571 0.0000514 0.0071676
1 14 0.88941 1.00357 0.0000499 0.0070617
8 11 0.98520 1.09219 0.0000455 0.0067451
4 16 0.97364 1.10598 0.0000445 0.0066704
4 15 0.98694 1.08300 0.0000363 0.0060287
3 14 0.95697 1.04481 0.0000330 0.0057406
15 12 0.99693 1.08498 0.0000324 0.0056886
2 14 0.97906 1.07677 0.0000296 0.0054376
3 15 0.99109 1.07392 0.0000288 0.0053688
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Figure 3: area

result of computation and the distribution of errors of samples or parameters. It will be our
future work to clarify the reason of these errors.
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