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Abstract

The modeling of large chains of superconducting cavities with couplers is a challeng-
ing task in computational electrical engineering. The direct numerical treatment of
these structures can easily lead to problems with more than ten million degrees of
freedom. Problems of this complexity are typically solved with the help of parallel
programs running on supercomputing infrastructures. However, these infrastructures
are expensive to purchase, to operate, and to maintain. The aim of this thesis is to
introduce and to validate an approach which allows for modeling large structures
on a standard workstation. The novel technique is called State-Space Concatena-
tions and is based on the decomposition of the complete structure into individual
segments. The radio-frequency properties of the generated segments are described
by a set of state-space equations which either emerge from analytical considera-
tions or from numerical discretization schemes. The model order of these equations
is reduced using dedicated model order reduction techniques. In a final step, the
reduced-order state-space models of the segments are concatenated in accordance
with the topology of the complete structure. The concatenation is based on alge-
braic continuity constraints of electric and magnetic fields on the decomposition
planes and results in a compact state-space system of the complete radio-frequency
structure. Compared to the original problem, the number of degrees of freedom is
drastically reduced, i.e. a problem with more than ten million degrees of freedom
can be reduced on a standard workstation to a problem with less than one thousand
degrees of freedom. The final state-space system allows for determining frequency-
domain transfer functions, field distributions, resonances, and quality factors of the
complete structure in a convenient manner. This thesis presents the theory of the
state-space concatenation approach and discusses several validation and application
examples. The examples show that the resulting compact state-space models accu-
rately describe the radio-frequency properties of the full structure and that the error
introduced by the model order reduction and the concatenation of the segments is
smaller than the error arising from the numerical treatment of the segments. In
conclusion, the state-space concatenation scheme enables the investigation of radio-
frequency properties of large structures without the application of supercomputers.





Zusammenfassung

Die Modellierung von Ketten supraleitender Hohlraumresonatoren mit Kopplern
ist eine anspruchsvolle Aufgabe der rechnergestützten Elektrotechnik. Die direk-
te numerische Behandlung solcher Strukturen führt zu Problemen mit mehr als
zehn Millionen Freiheitsgraden. Probleme dieser Komplexität lassen sich typischer-
weise nur mit Hilfe paralleler Programme lösen, die auf modernen Hochleistungs-
rechnern ausgeführt werden. Hochleistungsrechner sind allerdings teuer in der An-
schaffung, im Betrieb und in der Wartung. Das Ziel der vorliegenden Arbeit ist die
Einführung und die Validierung eines neuartigen Verfahrens, das die Modellierung
von großen und komplexen Hochfrequenzstrukturen auf einem Arbeitsplatzrechner
ermöglicht. Das neuartige Verfahren trägt den englischen Namen State-Space Con-
catenations und basiert auf der Zerlegung der Gesamtstruktur in einzelne Segmen-
te. Die Hochfrequenzeigenschaften der Einzelsegmente werden dabei durch einen
Satz von Zustandsmodellen beschrieben. Je nach Geometrie der Segmente werden
deren Zustandsmodelle entweder durch kontinuierliche oder diskrete Verfahren er-
stellt. In einem folgenden Schritt wird die Modellordnung der Zustandsmodelle mit
Hilfe von entsprechenden Techniken reduziert. Abschließend werden die reduzier-
ten Zustandsmodelle der Segmente gemäß der Topologie der Gesamtstruktur zu
einem Zustandsmodell verküpft. Diese Verkettung basiert auf algebraisch formu-
lierten Kontinuitätsbedingungen für das elektrische und das magnetische Feld an
den Schnittflächen und liefert ein kompaktes Zustandsmodell der Gesamtstruktur.
Im Vergleich zum Ursprungsproblem ist die Anzahl der Freiheitsgrade dieses Zu-
standsmodells erheblich reduziert. Ein Problem mit zehn Millionen Freiheitsgra-
den kann auf einem Arbeitsplatzrechner zu einem Problem mit weniger als tau-
send Freiheitsgraden zurückgeführt werden. Das erstellte Zustandsmodell ermöglicht
die schnelle Berechnung von Hochfrequenzeigenschaften der Gesamtstruktur, zum
Beispiel Übertragungsfunktionen im Frequenzbereich, Feldverteilungen, Resonan-
zen und Güten. Die vorliegende Arbeit beschreibt die Theorie der Methode der
Verkopplung von Zustandsmodellen und diskutiert Validierungs- und Anwendungs-
beispiele. Die Beispiele zeigen, dass die erzeugten kompakten Zustandsmodelle die
Hochfrequenzeigenschaften der Gesamtstruktur präzise widerspiegeln. Der Fehler
durch die Modellordnungsreduktion und die Verknüpfung ist geringer als der durch
die Diskretisierung der Einzelsegmente enstandene Fehler. Abschließend lässt sich
feststellen, dass die Methode der Verkopplung von Zustandsmodellen die Untersu-
chung von Hochfrequenzeigenschaften komplexer Strukturen ohne den Einsatz von
Hochleistungsrechnern erlaubt.
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Thesis Statements

of the dissertation

Compact State-Space Models for Complex Superconducting Radio-Frequency
Structures based on Model Order Reduction and Concatenation Meth-
ods

by Thomas Flisgen

1. The investigation of radio-frequency properties of superconducting cavity chains
is a challenging task in computational electrical engineering. Typically, the
cavities in the chain are separately treated and the flanges at their beam pipes
are equipped with perfect electric, perfect magnetic, or absorbing boundary
conditions.

2. The restriction to a single cavity does not cover the mutual coupling of the
cavities in the chain. Electromagnetic energy, which is not trapped in the
cavity, is either reflected completely by the perfect conducting boundaries or
is dissipated at the open boundaries.

3. The treatment of the cavity chain is computationally demanding: The chain
has a length in the order of meter and typically contains structures with fine
features in the order of millimeter, such as the HOM coupler parts. The direct
discretization of the complete cavity chain can result in a problem with more
than ten million degrees of freedom.

4. In addition to the number of degrees of freedom, the consideration of the entire
cavity chain increases the complexity of field patterns. The radio-frequency
bands of the chains are more densely populated with resonances when com-
pared to single cavities.

5. The straightforward computation of radio-frequency properties of the complete
chain requires parallel solvers running on supercomputers. However, super-
computers are expensive to buy, to maintain, and to operate. Moreover, the
straightforward formulation of the problem can lead to ill-conditioned system
matrices.

6. Alternatively to straightforward computations, the cavity chain can be de-
composed into individual segments. State-space models can be generated to
describe the radio-frequency properties of the arising segments in a rigorous
sense.



7. The model order of the state-space models can be drastically reduced using
dedicated model order reduction techniques so that compact state-space mod-
els of the respective segments emerge.

8. These compact state-space models can be concatenated by algebraic formu-
lated continuity constraints of electric and magnetic fields on the decomposi-
tion planes.

9. The concatenation delivers a state-space model which is further reduced so that
a compact state-space model of the full structure arises. This model allows
for the computation of relevant radio-frequency properties of the full struc-
ture such as frequency-domain transfer functions, field distributions, resonant
frequencies, and quality factors.

10. The described technique allows for determining radio-frequency properties of
superconducting cavity chains on standard workstations. In other words, the
application of expensive supercomputers can be avoided.

11. In contrast to other segmentation techniques, the segments are described by
reduced order models. The state-space models enable the construction of field
distributions inside the segments and are free of redundant information.
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iext A complex vector holding external currents
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1 Introduction and Objectives

Broadband modeling of linear and time-invariant waveguide devices with ports, fur-
ther referred to as radio-frequency (RF) structures, is a demanding task in compu-
tational electrical engineering. The modeling of very large and complex structures,
such as chains of superconducting cavities with couplers, typically requires super-
computers. This thesis proposes a new approach which allows for the generation of
compact wideband models of complex, linear, passive, and time-invariant RF struc-
tures without the usage of supercomputers. To create these models, the complex
structure is decomposed into several individual segments. In a subsequent step, the
segments are described by state-space models (SSM). These state-space models in-
clude a huge number of degrees of freedom and arise from analytical considerations
for segments of simple geometry or from discretization approaches for segments of
more sophisticated shape. The state-space models of the individual segments are
reduced by a suitable model order reduction (MOR) technique and are combined
to a state-space model of the full structure. Finally, this relatively small system is
further reduced by means of MOR. The resulting compact state-space model is a
time-domain formulation which describes the RF quantities of the full structure in a
finite frequency interval. It allows for the fast computation of 3D field distributions
in time and in frequency domain. In addition, resonant frequencies, resonant field
distributions, and secondary quantities such as transfer functions or external quality
factors are readily available. The workflow of the new scheme, which is referred to
as State-Space Concatenations (SSC), is visualized in Figure 1.1 on page 2 in form
of a block diagram. The SSC scheme is generally applicable to model waveguide
structures, occurring for example in radar applications, satellites or microwave ra-
dio links. However, as the development of the approach is mainly motivated by
the modeling of superconducting RF structures in the context of particle accelera-
tor applications, the treatment of losses due to finite surface conductivities is not
a focus of this work. Nonetheless, already lossless models of RF structures with
finite surface conductivities enable a sophisticated comprehension of the emerging
electromagnetic effects, in particular during the phase of design and development.
The objectives of this thesis are the derivation of the scheme sketched in Figure 1.1
and the presentation of validation and application examples. The application ex-
amples aim at showing that the scheme delivers reasonable results and that it can
significantly reduce computational demands for determining RF properties of very
large and complex structures.
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1 Introduction and Objectives

Figure 1.1: Block diagram of the workflow of the entire SSC approach. In Step I the
complex RF structure is decomposed into segments and large state-space models (SSM)
describing the RF properties of the segments which have been generated by means of
analytical or numerical techniques. The size of these models is reduced in Step II by
model order reduction (MOR) to obtain compact models for the respective segments.
The compact models are combined in Step III using the State-Space Concatenation
(SSC) formalism. The arising state-space model of the full structure is again reduced in
Step IV so that a compact state-space model of the full structure is delivered. Step V
indicates that the compact state-space model rigorously describes the RF properties of
the full structure in a finite frequency range. It allows for the convenient computation
of field distributions due to frequency- or time-domain excitations, of transfer functions
such as scattering or impedance parameters, of resonant frequencies and resonant field
patterns of eigenmodes, and of quantities deduced from eigenmodes.
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1.1 Structure and Novel Scientific Contributions of the Thesis

1.1 Structure and Novel Scientific Contributions

of the Thesis

This thesis is organized as follows: The following section of the introduction covers
fundamental facts related to superconducting RF structures in the framework of
particle accelerators. The detailedness of the section is required so that the problem
statement, which is basically the main motivation for the development of the SSC
scheme, is understandable. Subsequently, Section 1.3 describes the problem state-
ment and Section 1.4 presents state of the art solution approaches. Particularly, an
overview of existing segmentation approaches is provided. Furthermore, the indi-
vidual advantages and disadvantages of the introduced segmentation techniques are
discussed and the benefits of the SSC scheme are highlighted. Chapter 2 summa-
rizes relevant textbook knowledge about electromagnetic fields so that a consistent
nomenclature for further considerations is provided. Chapter 3 is focused on system
theory in the context of RF structures. After the treatment of waveguide ports, two
different approaches for the generation of state-space models are discussed. One ap-
proach describes the creation of state-space models based on analytical techniques
whereas the other is based on a discrete formulation of the governing partial dif-
ferential equations. In addition, Chapter 3 discusses properties, such as stability
or frequency-domain transfer functions, of the generated state-space models and
presents fundamental facts related to model order reduction techniques. Chapter 4
is dedicated to the generation of state-space models for complex structures by means
of the segmentation approach. The decomposition of the structure into segments
as well as the stability conserving model order reduction and concatenation of the
state-space models is discussed. Moreover, the determination of 3D field distri-
butions due to port excitations in frequency and time domain, frequency-domain
transfer functions, and eigenmodes of the full structure is described. The treatment
of energy losses via waveguide ports, which is the dominant loss mechanism at super-
conducting cavities [1], is discussed as well. Chapter 5 presents several application
examples of SSC and Chapter 6 concludes the present thesis.

To the authors’ best knowledge, this thesis contains two new scientific contribu-
tions. These contributions were previously published in [2] in preparation of this
thesis.

• The concatenation of reduced-order state-space models of segments of complex
RF structures by means of 2D port modes so that a reduced-order state-
space model of the RF structure is generated. This model describes the RF
properties of the complex structure in a rigorous manner.

• The formal derivation of state-space models for (segments of) RF structures of
unspecified shape with an arbitrary number of waveguide ports and 2D port
modes using analytical techniques. Despite the fact that [3] describes a related
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1 Introduction and Objectives

approach, it does not explicitly derive state-space equations and the (time-
domain) excitation of RF structures by an arbitrary number of waveguide
ports with an arbitrary number of port modes is not considered. Another
formulation which is very similar to the one introduced in Subsection 3.2.1
is available in [4]. The derivations presented therein result in a state-space
model for the structure under concern as well. However, the excitation of
electromagnetic fields in the structure is due to a bunch of charged particles.
The excitation of fields by means of waveguide ports is also not discussed in [4].

1.2 Particle Accelerators and Superconducting

RF Structures

Devices to accelerate charged particles by means of electromagnetic fields are widely
employed nowadays. They are, for instance, used in the semiconductor industry for
manufacturing transistors, integrated circuits, and photovoltaic materials. Further-
more, accelerators are being used for medical treatment such as proton and ion
beam therapy to cure cancer. Apart from industrial and medical applications, par-
ticle accelerators play a vital role in fundamental research. This field has advanced
the development of accelerators in a significant manner. In experiments, bunches
of charged particles are accelerated to high energies and brought to collision in so-
called interaction points. The subatomic particles arising from the collision provide
information on the inner structure of matter. For instance, the Tevatron [5], the
Large Electron-Positron Collider (LEP) [6] or the Large Hadron Collider (LHC) [7]
enabled the discovery of several subatomic particles which were predicted by theo-
retical particle physics. Apart from colliders, accelerators are used as synchrotron
light sources, for instance BESSY II or PETRA III [8], to perform experiments re-
lated to material sciences or biology, for instance. The latest generation of light
sources are free-electron lasers (FELs) such as the Free-Electron Laser Hamburg
(FLASH) [9] or the European X-Ray Free-Electron Laser (European XFEL) [10] at
the Deutsches Elektronen Synchrotron (DESY) in Hamburg. FELs allow for the
observation of physical, chemical and biochemical processes at atomic resolutions in
the femtosecond regime.

For particle acceleration it is desirable to have a large energy gain of the charged
particles per length of the accelerating device. Therefore, high accelerating electric
fields strengths are required. Choosing static electric fields limits the achievable
energy gain due to field emission effects. In consequence, the particle acceleration
is mainly accomplished in the mentioned facilities by RF fields resonating in metal
cavities. The accelerating field strengths of standing waves in copper cavities, oper-
ated in continuous wave mode1, is limited due to losses on the conducting surface.

1or operated in a mode with a higher duty factor
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1.2 Particle Accelerators and Superconducting RF Structures

The surface losses can be significantly reduced by employing superconducting cav-
ities. These cavities are made of niobium or niobium alloys which are cooled down
to 2 K by dedicated cryogenic infrastructure. The microwave surface resistivity of
superconducting niobium is approximately 10 nΩ at 2 K [11] which is five orders of
magnitude lower than the surface resistivity of copper. The small intrinsic losses
lead to large intrinsic quality factors in the order of 109 . . . 1011, which are some
of the highest quality factors observed in nature [12]. Quality factors (see Subsec-
tion 2.4.1 for a formal definition) are in fact a universal measure for the number of
oscillations needed to dissipate the energy stored in a resonant structure. Despite
the fact that the required cryogenic infrastructure lowers the overall efficiency of the
facility, the usage of superconducting cavities results in a significant reduction of
primary electric energy requirements.

Figure 1.2 depicts a third-harmonic TESLA cavity [13, 14, 15, 16] with nine cells
as an example for a superconducting cavity. The geometry of this cavity is con-
structed by means of lines and ellipses. The third-harmonic cavity is a special type
of superconducting cavity as it is designed to linearize the longitudinal dependence
of the accelerating fields at FLASH or the European XFEL. The linearized longitu-
dinal dependence of the accelerating fields enables an increase of peak current after
the bunch compression [17]. The third-harmonic TESLA cavity is equipped with a
power coupler (PC) to excite a dedicated electromagnetic resonance which is com-
monly known as the TM01-π-mode. The mode is referred to as π-mode due to the
phase shift from cell to cell of π. The third-harmonic cavity is designed such that
its TM01-π-mode resonates at 3.9 GHz which is in fact three times the frequency of
the TM01-π-mode of the TESLA cavity [11]. The corresponding field distribution
is indicated in Figure 1.2. The TM01-π-mode is used to accelerate or decelerate
the charged particles. In addition to this mode, an infinite number of resonances
exists in the cavity (refer to Section 2.4 for a formal description of fields in cavities).
These resonances are characterized by their respective resonant frequencies and field
distributions. Modes with resonant frequencies below the resonant frequency of the
TM01-π-mode are referred to as lower order modes (LOMs), whereas modes with
resonant frequencies above the resonant frequency of the TM01-π-mode are called
higher order modes (HOMs). If bunches of charged particles traverse the structure,
they excite electromagnetic fields. These so-called wakefields can be interpreted as
a weighted, time-dependent superposition of the cavity modes. LOMs and HOMs,
once excited by the bunch of charged particles, decay very slowly due to the small
losses of the superconducting structure. Therefore, these modes need to be actively
dampend to reduce the unwanted interactions of the modes with following bunches
or additional loads of the cryogenic system due to surface losses, for example. To
dampen the unwanted modes outside the superconducting cryostat, each cavity is
equipped with two so-called HOM couplers. Dedicated notch filters of the HOM
couplers prevent their coupling to the TM01-π-mode. As a consequence of the exci-
tation of unwanted modes by the bunches of charged particles, it is required to define
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Figure 1.2: Third-harmonic cavity with nine cells. The structure is equipped with two
higher order mode couplers (HOMC) and one power coupler (PC). The power coupler is
used to excite the TM01-π-mode whose field distribution is depicted in the figure. The
sketch is generated with CST MICROWAVE STUDIO® [18].

criteria which determine whether a particular mode is problematic for the operation
of the accelerator (see Subsection 2.4.1 and Subsection 2.4.2). Therefore, detailed
knowledge of the RF properties of the structure, specifically its electromagnetic
resonances, is needed.

In addition to their dedicated purpose of HOM damping, HOM couplers can
be used in a “parasitical” manner for diagnostics as demonstrated in [19] for the
1.3 GHz TESLA cavity and in [20, 21] for the 3.9 GHz TESLA cavity. The excita-
tion of monopole modes2 is marginally dependent on the transversal offset of the
bunch, but on its total charge. The excitation of dipole modes3 is approximately
linearly dependent on the transversal offset. Both statements require the offset to
be sufficiently small. Each resonant mode has its individual resonant frequency and
couples in a distinct manner4 to the HOM couplers. Therefore, monitoring of HOM
port signals allows for the deduction of data on transversal offset and total charge of
the bunch. In addition, machine parameters, such as misalignment of the cavities,
is available by evaluating the HOM signals. Since the HOM couplers are anyhow
attached to most superconducting cavities for damping purposes, no additional RF
hardware is needed in the beamline to acquire additional information regarding e.g.
transversal offset or total charge of the bunch. The challenge in using HOM coupler
signals for diagnostics lies in understanding the excitation of modes by the bunch
of charged particles and their coupling to the HOM couplers.

2resonances whose field distribution does not show an azimuthal dependence
3resonances whose field distribution shows a sin(φ) dependence, where φ is the azimuthal angle
4the coupling is determined by the field distribution of the resonance
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Figure 1.3: Arrangement of four third-harmonic cavities in the cryomodule ACC39,
mounted in the FLASH beamline. Each cavity is equipped with two HOM couplers
and one power coupler. Bellows are located in-between the cavities. Picture courtesy of
Elmar Vogel [24].

Figure 1.4: Resonant frequencies of individual third-harmonic cavities without couplers
and electric boundary conditions enforced at the end of the beam pipes. Monopole
modes are depicted as red crosses, dipole modes as blue plusses, and quadrupole modes
as black circles. The regions where the TE11, the TM01 and the TE21 waveguide modes
can propagate through the beam pipe are depicted in terms of grey shaded rectangu-
lar frames. The depicted cutoff frequencies are listed in Table A.2 and the resonant
frequencies are given in [22]. The diagram is taken from [1].

1.3 Problem Statement

Superconducting cavities are accommodated in cryomodules providing the cryogenic
infrastructure to cool the cavities to 2 K. Typically, several cavities are housed in a
single the cryomodule. For instance, each of the cryomodules at the European XFEL
accommodates eight superconducting cavities. At FLASH each of the cryomodules
comprising the 1.3 GHz TESLA resonators contains eight cavities as well, whereas
FLASH’s third-harmonic module ACC39 houses four third-harmonic cavities (see
Figure 1.3). Literature provides a large variety of studies determining the RF prop-
erties of superconducting cavities by means of numerical modeling and simulation
(see [13, 15, 22, 23] and many more). Most of the numerical models solely consider
single cavities, whose beam pipe flanges are equipped with perfect electric conduct-
ing, perfect magnetic conducting, periodic, or open boundary conditions. Therefore,
field distributions, which are not localized in the cavity due to the high-pass char-
acteristic of its beam pipes, are assumed to be reflected at the perfect conducting
boundaries or to be dissipated via the open boundaries.

Figure 1.4 depicts the resonant frequencies of the third-harmonic cavity arising
from a single cavity model without couplers and perfect electric conducting bound-
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Figure 1.5: Measured (black) and simulated (orange) transmission from left HOM cou-
pler of Cavity 1 to right HOM coupler of Cavity 4 at FLASH’s cryomodule ACC39 (refer
to Figure 1.3). In contrast to the simulated data, the measured data shows a noise floor
at −100 dB. The plot depicts that transmission via the entire chain takes place. Accord-
ing to Figure 1.4, the first two bands are assumed to belong to resonances with a dipole
character whereas the narrow peaks in the interval 6.5 GHz to 6.75 GHz are attributed
to quadrupole-like field distributions. The diagram is taken from [1].

ary conditions at the end of the beam pipes [22]. In addition, the cutoff frequencies
of the first three waveguide modes (refer to Table A.2) are shown. The fundamental
monopole band, located in the frequency interval 3.74 GHz to 3.9 GHz is trapped
in the nine-cell cavity as the frequencies of the resonant modes are smaller than
the fundamental cutoff frequency of the circular waveguide-like beam pipe. In con-
trast, the resonances starting from the third resonance of the first dipole band (blue
plusses) have resonant frequencies larger than the cutoff frequency of the funda-
mental waveguide mode. Thus, these modes are not required to be confined in the
individual cavity. In other words, HOMs may be distributed along the entire cavity
chain as they can couple via the beam pipes to the adjacent cavities. The described
behavior is also expressed in the measured transmission from the left HOM cou-
pler of Cavity 1 to the right HOM coupler of Cavity 4 as depicted in terms of the
black line in Figure 1.5. This transmission measurement has been conducted in the
framework of the European Coordination for Accelerator Research and Development
(EuCARD) project5 at the cryomodule ACC39, mounted in the FLASH beamline at
DESY in Hamburg. Amongst others, one aim of the study was the characterization
of HOMs in the structure. Figure 1.5 shows that a strong inter-cavity coupling for

5Workpackage 10.5 HOM Diagnostics in Superconducting Accelerator Cavities. Work funded by
EU FP7 Research Infrastructure Grant No. 227579
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frequencies larger than 4.39246 GHz (cutoff frequency of the fundamental mode of
the beam pipes) takes place. According to [22], the first two bands in the transmis-
sion are attributed to resonances with dipole character whereas the narrow peaks
in the interval 6.5 GHz to 6.75 GHz are assumed to have quadrupole character. The
fundamental band, which is located in the interval 3.72 GHz to 3.90 GHz, is not vis-
ible in the transmission spectrum, as the resonant frequencies are smaller than the
cutoff frequency of the fundamental waveguide mode in the beam pipe. Moreover,
the notch filters of the HOM couplers prevent their coupling to the TM01-π-mode.
A comprehensive description of the measurements is available in [1].

As a consequence of the mutual coupling of the cavities, the consideration of the
entire cavity chain is necessary for a reasonable characterization of HOMs. Consid-
ering the entire cavity chain, rather than restricting to individual cavities, results
in drastically increased computational effort. The cavity chain has a total length
of 2.3296 m and comprises tiny elements in the order of mm such as the elliptically
shaped cavity cells or the fine parts belonging to the notch filters of the HOM cou-
plers. In addition to this large aspect ratio, the consideration of the entire cavity
string raises the complexity of possible field patterns: RF bands of the structure are
more densely populated with modes, since resonances in one cavity can couple to
appropriate resonances in neighboring cavities of the string (multi-cavity modes).

1.4 State of the Art Approaches to Solutions

Direct approaches6 to compute the RF properties of the complex superconducting
cavity string require its complete discretization. For instance, the direct hexahe-
dral discretization of the complete four-cavity string including HOM and power
couplers in Figure 5.15(b) with CST MICROWAVE STUDIO® (CST MWS) re-
sults in approximately 2.6 · 107 degrees of freedom7. Numerical problems of this
complexity typically demand high performance computers in combination with ded-
icated software. Amongst others, [25] presents straightforward scattering parameter
computations for the four-cavity string depicted in Figure 5.15(b). The computa-
tions are performed by the ACE3P (Advanced Computational Electromagnetic 3D
Parallel) suite on high performance computing infrastructures with more than 38,640
cores and 77 TBytes memory [26]. Unfortunately, [25] does not discuss computation
times. Another example for computations with many degrees of freedom is [27]: The
computation of twenty eigenvectors of a generalized eigenvalue problem with 6 · 106

degrees of freedom approximately requires 1.6 h on a cluster computer with 344 In-
tel Xeon X5650 processors. Despite fact that the problems in [27] do not directly
correspond to the aforementioned problem statement, they give an idea about the

6often also referred to as brute-force approaches
7The RF properties are investigated in the interval 1 GHz to 6 GHz based on a discretization with

15 lines per wavelength.
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computing infrastructure and the computational time required to determine the RF
properties of the four-cavity string.

In addition to the need of expensive computing infrastructures, the results deliv-
ered by brute-force methods can be unsatisfying due to round-off errors or numerical
instabilities arising from ill-conditioned system matrices. Therefore, it is advanta-
geous to carry out analytical calculations as far as possible and by this to reduce
the numerical complexity of the underlying problem. Moreover, the usage of analy-
tical calculations enhances the understanding of the physical phenomena involved.
Diakoptics8 or decomposition approaches [23, 28, 29, 30, 31, 32] provide an oppor-
tunity to avoid brute-force methods. These approaches are based on splitting the
complex structure into segments, followed by the individual treatment of the seg-
ments. Subsequently, the properties of the segments are combined to the properties
of the full structure by means of suitable concatenation algorithms. The concate-
nation algorithms enforce the continuity of fields on the decomposition planes via
algebraic expressions. In this sense, these methods can be considered as hybrid
approaches, because they combine numerical schemes with analytically expressed
continuity constraints. The decomposition of the structure is motivated by the fol-
lowing advantages [2, 30]:

• The numerical treatment of the individual sections is less computationally de-
manding and can be performed in parallel on standard workstation computers.

• Identical segments have to be treated only once.

• In case of segments, whose field distributions are available analytically9, the
numerical treatment of the segments is not required.

• If complex structures can be decomposed such that the arising segments show
rotational symmetry, the respective sections can be treated by a 2D instead of
a 3D solver.

• The effect of geometric modifications of a segment on the RF properties of the
entire structure can be computed in an efficient manner e.g. for optimization
procedures by the determination of the RF properties of the modified segment,
followed by a fast concatenation.

The methods proposed in literature mainly differ in the way the segments are de-
scribed and in the RF quantity of the full structure which is finally delivered by
the respective approach. For instance, the finite-difference time-domain diakoptics

8greek dia-through and kopto-cut,tear
9Typically this is the case for structures (e.g. circular or rectangular waveguides) whose boundaries

are parallel to the axis of appropriate coordinate systems, so that a separation of variables can
be performed (see e.g. [33, Section 4.5]).
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method [28] describes the dynamical properties of the segments by means of an im-
pulse response matrix holding finite impulse responses which are sampled in time. In
combination with a dedicated concatenation approach this enables the computation
of transient responses of the full structure. However, the restriction to a finite re-
sponse and the sampling of this response in time can lead to an improper dynamical
description of the segments, in particular for structures with large quality factors.
Moreover, the information of field distributions is lost in this formulation and the
computational complexity of the required numerical convolution scales quadratically
with the number of time samples.

In addition to time-domain segmentation approaches, frequency-domain meth-
ods are widely distributed. One of the most prominent representatives is the mode
matching technique [34, 35, 36, 37, 38] which provides field distributions and has
been applied successfully during the last decades. The mode matching technique is
very efficient if the segments of the decomposed structure are of simple geometry
so that the electromagnetic field distributions are available analytically. For sophis-
ticated segments such as elliptical cavities, the application of this semi-analytical
approach is difficult. Combining the basic idea of modal field matching with nu-
merical scattering parameter (refer to Subsection 3.3.4 for a formal definition) sim-
ulations for segments of sophisticated geometry results in the Coupled S-Parameter
Calculation (CSC) formalism [23, 29, 30]. CSC or equivalent implementations of
the approach in e.g. CST DESIGN STUDIO™[18, 31] deliver the scattering matrix
of a complex structure on discrete frequency samples based on the scattering matri-
ces of its segments, sampled on discrete frequencies in combination with topology
information. CSC is neither restricted to waveguide port or mode numbers nor to
the topology of the structure under concern. The method is successfully applied
to determine the scattering parameters of the entire ACC39 string [1]. Figure 1.5
shows the simulated transmission via the entire cavity string in orange as a part of
the results presented in [1]. Unfortunately, CSC does not account for field distribu-
tions in the structures directly, as this information is not captured in the scattering
matrices of the segments. Nonetheless, fields can be reconstructed with some effort
by the complex amplitudes of the incident signals of each segment and additional
3D field computations for each segment as demonstrated in [29, 39].

The computation of scattering matrices of resonant segments such as cavities is
a problem in itself as discussed in [1]: The application of time-domain methods
fails due to large time constants arising from large quality factors. Alternatively,
frequency-domain approaches are based on a formulation in which the system is a
priori in a steady state. Frequency-domain evaluations of the scattering matrices
comprise the solution of a large, complex, and linear system of equations for each
discrete frequency sample. Large quality factors manifest in narrow peaks in the
scattering spectra. Therefore, a huge number of scattering matrices and solutions of
the complex linear systems of equations have to be computed in order to sample the
peaks in an accurate and reasonable manner in the frequency interval of interest.
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The problem of computing scattering spectra of resonant structures10 can be tackled
by means of MOR techniques as proposed in examples [40, 41, 42]. Once the model
order reduction is performed, the scattering matrices are readily computable on a
huge number of discrete frequency samples so that narrow peaks are captured in
an adequate way. Nonetheless, the description of the segments by a large number
of sampled scattering matrices is inconvenient, as the concatenation with CSC has
to be performed frequency sample by frequency sample. In this context it is worth
highlighting that network matrices in general or scattering matrices in particular are
integral properties arising from a field problem. They can be expressed in terms of a
relatively small number of poles and zeros, when restricting to a finite frequency in-
terval [40, 41, 43]. In this sense, the description of the segments by a large collection
of sampled scattering matrices leads to redundancy of information.

In [32], the segments are directly described by means of pole expansions of the ad-
mittance matrix and the concatenation delivers the admittance matrix of the entire
structure in the form of pole expansions. Thus, the method avoids the redundant
handling of multi-frequency data by making use of inherent properties of the net-
work (in this case the admittance) matrices. However, [32] does not account for field
distributions either and the concatenation of structures with arbitrary topology by
the proposed approach is inconvenient and difficult to automate by computer codes.

In contrast to this, [40, 41] propose the employment of a Simulation Program
with Integrated Circuit Emphasis (SPICE) for the concatenation, because of its
topological flexibility and its availability. Here, the individual segments are described
by equivalent circuits with controlled current sources. These circuits arise from
reduced-order models of the segments of the complex structure. Similar to [32], the
combination of MOR with SPICE circumvents the hard work of dealing with large
collections of network matrices, which are computed on discrete frequencies. The
method allows for time-domain and frequency-domain considerations, but does not
account for field distributions.

1.5 State-Space Concatenations Compared to

Existing Methods

The development of the novel SSC scheme is in fact triggered by the application
of CSC in combination with MOR to characterize the RF properties of a string of
superconducting cavities [1]. Rather than evaluating the transfer functions of the

10Another approach to solve this problem is to decompose the resonant structures into non-
resonating segments and to interpolate the comparatively smooth scattering spectra of the
generated segments. Subsequently, the matrices of the segments are combined with CSC to ob-
tain densely sampled spectra of the resonant structure. While the application of this approach
can be advantageous for certain geometries, it is not advisable for elliptically shaped cavities
due to the number of port modes required at the decomposition planes (see Section 4.1).
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segments on frequency samples and combining them frequency sample by frequency
sample to the transfer functions of the entire structure, it is more natural and elegant
to directly use the state-space models arising from the MOR for the concatenation.
The state-space systems inherently account for the nature of electromagnetic fields
in the segments in a rigorous sense and describe the RF properties on a wide band
with a comparatively small number of degrees of freedom. The SSC scheme unifies
the advantages of the previously introduced existing concatenation methods:

• It directly allows for the computation of field distributions of the complex
structure on a wide band, based on a comparatively small set of field ansatz
functions for the respective segments.

• It is conveniently usable in time and in frequency domain to ensure full flex-
ibility. In addition to frequency-domain characterizations of RF structures,
which are standard, the investigation of broadband, transient processes re-
lated to waveguide structures is of growing interest [44, 45, 46, 47, 48, 49].

• It avoids the redundant handling of RF quantities, such as frequency-domain
transfer functions or time-domain system responses, on discrete samples.

• It conveniently allows for the handling of arbitrary topologies of RF structures.

• It supports an arbitrary number of 2D port modes, which are i.a. used to ensure
the continuity of fields on the decomposition planes (refer to Section 4.1 for a
description of 2D port modes assigned on the decomposition planes).

• It is suitable for automation.

• It readily delivers integral quantities arising from field distributions based on
the compact model of the full structure.
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2 Foundations of Electromagnetic
Field Theory

This chapter introduces the fundamental partial differential equations which describe
the properties of RF structures. In addition, a discrete formulation of the partial
differential equations is presented which is required to determine the RF behavior of
structures of sophisticated shape. Subsequently, properties of electromagnetic fields
in longitudinally uniform waveguides or in closed resonating structures are defined.

2.1 Maxwell’s Equations

In the 19th century, James Clerk Maxwell recapitulated and improved important
laws on electric and magnetic phenomena [50]. These laws had been previously
established by other scientists over several decades based on experimental obser-
vations. In the following decades, Oliver Heaviside and Josiah Willard Gibbs in-
dependently reformulated the equations into the nowadays commonly known form.
These so-called Maxwell’s equations are the basis of classical electrodynamics. Their
integral representation is given by

‹

∂Ω

D(r, t) · dA =

˚

Ω

ρ(r, t) dV , (2.1)

‹

∂Ω

B(r, t) · dA = 0, (2.2)

˛

∂Γ

E(r, t) · ds = −
¨

Γ

∂

∂t
B(r, t) · dA, (2.3)

˛

∂Γ

H(r, t) · ds =

¨

Γ

(
∂

∂t
D(r, t) + J(r, t)

)
· dA, (2.4)

where D(r, t) denotes the electric flux density, ρ(r, t) the electric charge density,
B(r, t) the magnetic flux density, E(r, t) the electric field strength, H(r, t) the mag-
netic field strength, and J(r, t) the electric current density. The spatial dependence
of the introduced quantities is expressed by r, whereas the time dependence is in-
dicated by t. Gauss’ law (2.1) enforces that the total electric flux through the
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closed boundary ∂Ω of a domain Ω is equal to the total charge contained in the
domain. Gauss’ law for magnetism (2.2) demands the total magnetic flux through
the closed boundary ∂Ω of a domain Ω to be equal to zero. This means that the
field lines of the magnetic flux density are closed due to the absence of magnetic
charges. Faraday’s law of induction (2.3) states that the negative time derivative of
the total magnetic flux through a surface Γ is equal to the integration of the electric
field along the closed boundary ∂Γ of the surface. In close analogy, Ampère’s law
with Maxwell’s extension (2.4) expresses that the total current through a surface Γ
is equal to the integration of the magnetic field along the closed boundary ∂Γ of
the surface. One strength of Maxwell’s equations is their flexibility as they hold for
arbitrary surfaces Γ or volumes Ω, e.g. the choice of Γ and Ω is independent on
material boundaries.

The total electric current density J(r, t) in (2.4) is in fact a superposition of three
constituents:

J(r, t) = Jic(r, t) + v(r, t) ρ(r, t)︸ ︷︷ ︸
Jcc(r,t)

+σE(r, t)︸ ︷︷ ︸
Jσ(r,t)

. (2.5)

The impressed current density Jic(r, t) does not depend on field strengths in the
domain and reflects the influence of external excitations. The convection current
density Jcc(r, t) embraces effects of moving charges, e.g. in electron tubes, particle
accelerators or semiconductor devices. Here, v(r, t) is the velocity field correspond-
ing to the charge density ρ(r, t). The Ohmic current density Jσ(r, t) is proportional
to the electric field strength with the proportionality constant, called conductivity σ.
The conductivity is a property of matter. In addition, two further characteristics
are required to describe the interaction of electric and magnetic fields with matter.
The permittivity ε relates the electric flux density with the electric field strength:

D(r, t) = ε0εr︸︷︷︸
ε

E(r, t). (2.6)

The permittivity is the product of the vacuum permittivity ε0 = 8.85418782 ·
10−12 F/m and a material-dependent relative permittivity εr. Analogously, the per-
meability µ relates the magnetic flux density with the magnetic field:

B(r, t) = µ0µr︸︷︷︸
µ

H(r, t). (2.7)

The permeability is the product of the vacuum permeability µ0 = 4π ·10−7 H/m and
a material-dependent relative permeability µr. The introduced material parameters,
also referred to as constitutive parameters, are in general tensors to account for the
anisotropy of matter. In addition, the parameters depend on space and time. In case
of nonlinear materials, the parameters also depend on the field strengths themselves.
This thesis is restricted to linear, lossless, isotropic, reciprocal, spatial- and time-
independent materials, because RF cavities, beam-pipes or waveguide systems are
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2.1 Maxwell’s Equations

assumed to be evacuated or filled with air. For the sake of completeness it has to be
pointed out, that for example, RF cavities with ferrite materials or beam-pipes with
absorbing materials are also in use in accelerator physics [51, 52, 53]. Moreover,
nonlinear, anisotropic or nonreciprocal materials are used in RF engineering for
mixers, gyrators or circulators [54, 55].

Despite the fact that the introduced equations are conveniently interpretable and
describe classical electrodynamics in a rigorous and complete manner, the integral
form of Maxwell’s equations (2.1) - (2.4) is often not suitable for analytical con-
siderations. Therefore, the integral form is transferred to the differential form of
Maxwell’s equations

∇ ·D(r, t) = ρ(r, t), (2.8)

∇ ·B(r, t) = 0, (2.9)

∇× E(r, t) = − ∂

∂t
B(r, t), (2.10)

∇×H(r, t) =
∂

∂t
D(r, t) + J(r, t) (2.11)

by employing the divergence theorem [56, p. 879, (I. 33)] and Stoke’s theorem [56,
p. 879, (I. 36)] from vector analysis. The curl operator ∇× on the left-hand side of
(2.10) and (2.11) measures the circulation of the electric and magnetic field in an
infinitely small test area. The divergence operator ∇· on the left-hand side of (2.8)
and (2.9) measures the total outward electric and magnetic flux from an infinitely
small test volume. It is remarked that Maxwell’s equations in differential form
are restricted to continuous media. In case of discontinuous material continuity
constraints are required in addition to (2.8) - (2.11). These constraints can be
derived from the integral form of Maxwell’s equations (2.1) - (2.4). Note that these
continuity constraints are not needed in the scope of this thesis, because constitutive
parameters are assumed to be independent on spatial coordinates anyhow.

Particularly in the context of particle accelerators, it is important to note that
electric fields and magnetic flux densities can be verified by the Lorentz force FL

acting on a particle moving with the velocity v and carrying the charge q:

FL = q
(
E(r, t) + v ×B(r, t)

)
. (2.12)

2.1.1 Charge Conservation

An important property of Maxwell’s equations is their inherent conservation of
charges. This can be shown by taking the divergence of Ampère’s law (2.11) in
differential representation:

∇ ·
(
∇×H(r, t)

)

︸ ︷︷ ︸
0

= ∇ · ∂
∂t

D(r, t) +∇ · J(r, t). (2.13)
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It is commonly known from vector analysis that the divergence of a curl operation
equals zero. Changing the order of spatial and time derivatives on the right-hand
side of (2.13) using Schwarz’s theorem [57, p. 282] and employing (2.8) delivers

0 =
∂

∂t
ρ(r, t) +∇ · J(r, t). (2.14)

Integrating this equation over the domain Ω and employing the divergence theo-
rem [56, p. 879, (I. 33)] results in

0 =
∂

∂t

˚

Ω

ρ(r, t) dV +

‹

∂Ω

J(r, t) · dA. (2.15)

The equation reveals that the negative change of the total charge within the domain
Ω has to be equal to the total outward electric current through the boundary ∂Ω of
the domain. Qualitatively speaking, (2.15) claims that the movement of a charged
particle leaving a volume leads to a reduction of total charge contained in the volume
and to a current flowing through the boundaries of the volume.

2.1.2 Energy Conservation or Poynting’s Theorem

Apart from charge conservation, Maxwell’s equations are energy conserving as well.
This arises from multiplying (2.10) with the magnetic field, (2.11) with the electric
field and the subtraction of both equations:

H(r, t) ·
(
∇× E(r, t)

)
− E(r, t) ·

(
∇×H(r, t)

)
=

−H(r, t) · ∂
∂t

B(r, t)
︸ ︷︷ ︸

∂twm(r,t)

−E(r, t) · ∂
∂t

D(r, t)
︸ ︷︷ ︸

∂twe(r,t)

−E(r, t) · J(r, t)︸ ︷︷ ︸
pint(r,t)

. (2.16)

Here, ∂twe(r, t) and ∂twm(r, t) denote the change of energy stored in the electric and
magnetic fields in an infinitely small volume element and pint(r, t) the loss of energy
per volume element. Employing the vector calculus identity ∇·

(
E(r, t)×H(r, t)

)
=

H(r, t) ·
(
∇ × E(r, t)

)
− E(r, t) ·

(
∇ × H(r, t)

)
(see e.g. [56, p. 879, (I. 24)]) to

simplify the left-hand side of (2.16) and shifting pint(r, t) from the right-hand side
to the left-hand side of the equation delivers

pint(r, t) +∇ ·
(
E(r, t)×H(r, t)︸ ︷︷ ︸

S(r,t)

)
= − ∂

∂t
we(r, t)−

∂

∂t
wm(r, t). (2.17)

The cross product between the electric and magnetic field is commonly known as
Poynting vector S(r, t) and defines the flow of energy per unit area due to electro-
magnetic fields. Integrating (2.17) over the volume Ω of interest and applying the
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divergence theorem yields˚

Ω

pint(r, t) dV

︸ ︷︷ ︸
Pint(t)

+

‹

∂Ω

S(r, t) · dA

︸ ︷︷ ︸
Pext(t)

=

− ∂

∂t

˚

Ω

we(r, t) dV

︸ ︷︷ ︸
We(t)

− ∂

∂t

˚

Ω

wm(r, t) dV

︸ ︷︷ ︸
Wm(t)

.

(2.18)

This statement balances the internal or intrinsic energy losses Pint(t) in Ω and
the energy flowing through the boundary ∂Ω, further referred to as external energy
losses Pext(t), to the change of total energy stored in electric We(t) and magnetic
Wm(t) fields. The internal losses Pint(t) can be attributed to Ohmic dissipation
effects as a consequence of finite resistivities and dielectric and magnetic losses, for
example. Furthermore, the transfer of energy to charged particles residing in Ω is
accounted for in Pint(t). In contrast, the external losses Pext(t) cover the propagation
of energy through waveguide ports. Depending on the definition of the domain Ω
and its boundary ∂Ω, losses due to finite surface conductivities of the walls of the
RF structure can either contribute to Pint(t) or to Pext(t). Hereinafter, the domain
Ω (and thus its boundary ∂Ω) is chosen such that surface losses are covered by
Pint(t). It should be emphasized that Pint(t) and Pext(t) can become negative if
for example, charged particles are decelerated in Ω or energy propagates into the
structure through ∂Ω due to an external excitation of the waveguide ports. In these
cases Pint(t) and Pext(t) are related to energy gains rather than to energy losses.

2.1.3 Wave Equations

Faraday’s law of induction (2.10) and Ampère’s law with Maxwell’s extension (2.11)
are first-order differential vector equations which are mutually coupled by the elec-
trical quantities E(r, t), D(r, t) and the magnetic quantities B(r, t) and H(r, t). To
solve these equations, it might be more convenient to combine them in such a way
that either only the electric quantities or only the magnetic quantities occur in one
equation. This can be achieved for example for the electric field by taking the curl
of (2.10) and replacing the magnetic flux density on the right-hand side with the
magnetic field strength using (2.7). In a following step, the order of spatial and
time differentiation is changed. For homogeneous materials, the permeability µ is
constant and thus can be placed outside the curl operator. The curl of the mag-
netic field remains on the right-hand side and is replaced by (2.11). Substituting the
electric flux in the resulting equation with (2.6) gives the so-called curl curl equation

∇×∇× E(r, t) = −εµ ∂
2

∂t2
E(r, t)− µ ∂

∂t
J(r, t) (2.19)
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for electric fields. Using the vector identity∇×∇×E(r, t) = ∇
(
∇·E(r, t)

)
−∆E(r, t)

(see e.g. [54, p. 879, (I. 24)]) the equation can be modified to the wave equation for
electric fields :

∆E(r, t) = εµ
∂2

∂t2
E(r, t) +∇

(
∇ · E(r, t)︸ ︷︷ ︸

ρ(r,t)/ε

)
+ µ

∂

∂t
J(r, t). (2.20)

Based on the assumption of homogeneous material properties, the divergence of the
electric field can be replaced by the charge density divided by the permittivity using
(2.6) and (2.8). In a similar fashion, the wave equation for magnetic fields

∆H(r, t) = εµ
∂2

∂t2
H(r, t)−∇× J(r, t) (2.21)

can be derived for homogeneous media from the differential form of Maxwell’s equa-
tions. The wave equations are hyperbolic partial differential vector equations and
explain the wave nature of time-dependent electromagnetic fields. They describe
propagation phenomena in free space and in waveguides or standing waves in closed
cavities (see Section 2.4 for more details on standing waves in closed cavities).

2.2 Discrete Formulation of Maxwell’s Equations

Analytical solutions for Maxwell’s equations or for the corresponding wave equa-
tions (2.20) or (2.21) are solely available for very simple geometries. As mentioned
previously, partial differential equations can be typically solved by means of analy-
tical approaches if a coordinate system can be found whose axes are parallel to
the boundaries of the geometry under concern. For arbitrary geometries analyti-
cal methods to solve field problems often fail and numerical methods are applied.
Over the last six decades, a large variety of different numerical methods for tack-
ling electromagnetic problems has been developed. Most of these methods rely on
a mesh which enables a discrete formulation of the continuous partial differential
equations. The discretization introduces an error which is reducible by choosing a
finer mesh. Unfortunately, a finer mesh imposes higher requirements on the comput-
ing infrastructure and the computational time needed for the field computation. A
reasonable trade-off between accuracy and computational demands is identified by
means of a mesh refinement study. In [58] several numerical state of the art meth-
ods to solve Maxwell’s equations are presented in a hands-on manner. Boundary
element methods (BEM) for instance solely discretize surfaces whereas finite element
methods (FEM) discretize finite volumes. The inevitable restriction to a finite do-
main, the so-called computational domain, enforces the specification of suitable field
conditions on the boundary of the computational domain.
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The numerical field computations presented in the thesis are performed by means
of the finite integration technique (FIT). Therefore, the method is briefly outlined
hereinafter in order to have a consistent nomenclature in the framework of the the-
sis. A rigorous introduction to FIT is available in [38], for example. Initially, the
FIT scheme was introduced in 1977 in [59]. From then on, a vast number of im-
provements and modifications were developed, see examples [60, 61, 62]. Similar to
FEM approaches, the FIT scheme discretizes volumes. FIT allows for an intuitive
understanding because it directly results from the integral form of Maxwell’s equa-
tions. The commercial implementation CST MWS [18] of FIT1 is used in the scope
of this thesis to export a discrete formulation of Maxwell’s equations arising from
3D computer aided engineering (CAE) models of RF structures.

To convert the integral form of Maxwell’s equations into a discrete form, FIT
allocates its field quantities on two staggered grids as shown in Figure 2.1. The
black grid is the primary grid G whereas the grey grid is the dual grid G̃. Every
edge of the dual grid intersects one facet of the primary grid and vice versa. The
primary grid nodes (black dots) in Figure 2.1 are labeled with their lexicographic
index 1 ≤ np ≤ Np. The complete grid has Ip nodes in x-direction, Jp nodes in
y-direction, and Kp nodes in z-direction. The total number of nodes in the primary
grid is denoted by Np = IpJpKp. Despite the fact that FIT is applicable on different
mesh types [60, 61], the following outline is restricted to hexahedral meshes for the
sake of simplicity. Furthermore, the numerical computations presented in Chapter 5
are performed by CST MWS based on hexahedral meshes. Primary and dual grid
allow for the transfer of the integral form of Maxwell’s equations (2.1) - (2.4) to the
integral-state representation of Maxwell’s grid equations :

S̃
__

d =
___%, (2.22)

S
__

b = 0, (2.23)

C _e = − d

dt

__

b, (2.24)

C̃ _

h =
d

dt

__

d +
__

j . (2.25)

Maxwell’s grid equations are in fact a set of matrix equations which can be stored
and processed by digital computers. The matrices S̃ ∈ RNp×3Np and S ∈ RNp×3Np

are the discrete FIT counterpart of the divergence operator acting on dual and
primary grid quantities respectively. These matrices are sparse and contain six
bands with the coefficients {−1, 0, 1}. The matrices C ∈ R3Np×3Np and C̃ = CT ∈
R3Np×3Np are the FIT counterparts of the curl operator acting on primary grid and
dual grid quantities, respectively. These matrices are sparse as well and contain
twelve off-diagonal bands with the coefficients {−1, 0, 1}. The vector

__

d collects all
electric grid fluxes in the computational domain. These fluxes flow through the

1CST MICROWAVE STUDIO® supports FEM and BEM approaches as well.
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2 Foundations of Electromagnetic Field Theory

Figure 2.1: Unit cell of primary grid G (black lines) and dual grid G̃ (grey lines) for
the spatial discretization of the computational domain. The nodes of the primary grid
(black dots) are equipped with their lexicographic indices. It is assumed that the entire
grid has Ip nodes in x-direction, Jp nodes in y-direction, and Kp nodes in z-direction.

facets of the dual grid. The vector
___% comprises electric grid charges distributed in

the computational domain. FIT allocates electric grid charges in the volumes of the
dual grid. The magnetic grid fluxes are stored in the vector

__

b. Magnetic grid fluxes
flow through facets of the primary grid. The vector _e comprises the so-called electric
grid voltages. These voltages are defined across nodes of the primary grid. In close
analogy, the so-called magnetic grid voltages are collected in

_

h. The magnetic grid
voltages are defined between nodes of the dual grid. The electric grid currents are
gathered in

__

j . They flow through facets of the dual grid just as the electric fluxes
__

d. Analogously to the continuous case, the grid currents
__

j are superpositions of
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2.2 Discrete Formulation of Maxwell’s Equations

impressed currents
__

j ic, convection currents
__

j cc, and Ohmic currents
__

j σ. It should be
stressed that the introduced integral-state representation of Maxwell’s grid equations
is free of approximation, because the integral-state variables are directly defined in
terms of path (one bow), surface (two bows), and volume (three bows) integrals.
Approximations are introduced by expressing the integral-state quantities in terms
of sample-state quantities:

__

d ≈ D̃A d, (2.26)
___% ≈ D̃V %, (2.27)
__

b ≈ DA b, (2.28)
_e ≈ Ds e, (2.29)
_

h ≈ D̃s h, (2.30)
__

j ≈ D̃A j. (2.31)

The diagonal matrices Ds and D̃s contain edge lengths, the diagonal matrices DA

and D̃A surface areas, and the diagonal matrix D̃V volume sizes. Matrices without
tilde refer to grid properties of the primary grid whereas matrices with tilde comprise
properties of the dual grid. The vectors on the right-hand side of (2.26) - (2.31)
collect the sample-state quantities, namely electric grid flux densities d, electric
grid charge densities %, electric grid field strengths e, magnetic grid field strengths
h, and electric grid current densities j. The sample-state quantities are allocated in
the center of edges, facets, and volumes of primary and dual grid cells. As a result
of the sophisticated allocation of field quantities in the computational domain, the
sampled-state quantities are approximated with second-order accuracy by means of
the midpoint rule for path, surface, and volume integrals. The error arising from the
approximation of the integrals is referred to as discretization error. Replacing the
integral-state quantities in (2.22) - (2.25) by their sample-state counterparts using
(2.26) - (2.31) delivers Mawell’s grid equations in sample-state representation

S̃D̃A d ≈ D̃V %, (2.32)

SDA b ≈ 0, (2.33)

CDs e ≈ − d

dt
DA b, (2.34)

C̃ D̃s h ≈ D̃A

(
d

dt
d + j

)
. (2.35)

The sample-state quantities are mutually connected by the FIT equivalents of the
constitutive equations:

d ≈ Dε e, (2.36)

jσ ≈ Dσ e, (2.37)

b ≈ Dµ h. (2.38)
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2 Foundations of Electromagnetic Field Theory

The diagonal matrices Dε, Dσ, and Dµ comprise averaged permittivities, conduc-
tivities, and permeabilities. The averaging of material properties introduces an ad-
ditional error which contributes to the aforementioned discretization error. Based on
the FIT equivalents of the constitutive equations and the relations between integral-
and sample-state quantities, the grid fluxes can be expressed in terms of the grid
voltages:

__

d ≈Mε
_e where Mε ≈ D̃ADεD−1

s , (2.39)
__

j σ ≈Mσ
_e where Mσ = D̃ADσD−1

s , (2.40)
__

b ≈Mµ
_

h where Mµ = DADµD̃
−1

s . (2.41)

In addition to the discretization error, the FIT scheme with hexahedral grid in-
troduces a geometry error if the boundary of the geometry under concern does not
coincide with the grid. In such situations, partially filled cells2 are used to reduce the
geometry error. Another error source in numerical schemes in general is the round-
off error which arises from the finite machine precision of digital computers. Despite
the fact that (2.26) - (2.41) are only approximately equal, the subsequent part of
the thesis uses equality signs in the context of FIT to avoid confusion. Nonetheless,
it should be kept in mind that the FIT scheme introduces errors.

A crucial characteristic3 of FIT is the conservation of the properties of continuous
vectors operators in the discrete case, e.g. curl fields are free of sources:

∇ · ∇ × . . . = 0⇔ SC = 0 and S̃C̃ = 0. (2.42)

Amongst others, this property allows for proving that the FIT formulation is charge
and energy conserving just as Maxwell’s equations are [38]. This property is a key
benefit of FIT, because numerical solutions can be checked for physical consistency.

2.3 Electromagnetic Fields in Longitudinally

Uniform Waveguides

Apart from electromagnetic wave propagation in unbounded media, waves confined
by material boundaries can propagate as guided waves as well. Figure 2.2 presents
an incomplete selection of such structures. These structures are referred to as wave-
guides. Their cross section Γwg is assumed to be constant along the direction z of
wave propagation4. All depicted waveguides are made of a perfect electric enclosure
(conductivity σ →∞) filled with a homogeneous isotropic insulating material with

2This technique is commonly known as perfect boundary approximation (PBA) in CST MWS.
3often referred to as consistency
4further referred to as longitudinal direction
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2.3 Electromagnetic Fields in Longitudinally Uniform Waveguides

(a) (b)

(c) (d)

Figure 2.2: Selection of longitudinally uniform waveguides with different cross sections
Γwg (marked in grey): (a) rectangular waveguide, (b) circular waveguide, (c) ridge wave-
guide, and (d) coaxial waveguide. The waveguides are made of a perfect electric enclosure
which is filled with an isotropic homogeneous insulating material with the permittivity
ε and the permeability µ. The vector nc is normal to the boundary ∂Γwg (marked in
green) of the uniform cross section Γwg. The quantities x, y, and z are spatial coor-
dinates of a Cartesian system whereas r, ϕ, and z are the coordinates of a cylindrical
system. In contrast to the hollow waveguides (a) - (c), the coaxial waveguide is multiply
connected, due to the existence of the inner conductor.

the constitutive parameters ε, µ and σ = 0. The rectangular waveguide in Fig-
ure 2.3, the circular waveguide in Figure 2.3 and the ridge waveguide in Figure 2.3
are hollow waveguides, because they only have an outer conductor. In contrast to
those waveguides, the coaxial waveguide depicted in Figure 2.3 is equipped with an
additional inner conductor.

The electromagnetic field distributions in the waveguide have to obey (2.20) and
(2.21) with ρ(r, t) = 0, J(r, t) = 0 in Γwg, and vanishing tangential electric fields
on the waveguide boundaries, i.e. nc × E(r, t) = 0 on ∂Γwg. Moreover, electric
and magnetic fields are mutually coupled by means of Faraday’s law and Ampère’s
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2 Foundations of Electromagnetic Field Theory

law. Following for example [63], all fields in longitudinally invariant structures with
arbitrarily shaped perfect electric conducting cross sections are expressible in terms
of a superposition of an infinite number of so-called waveguide modes :

E(r, t) =
∞∑

m=1

(
Lwg

t,m(rt) vm(z, t) + nz E
wg
z,m(r, t)

)

︸ ︷︷ ︸
Ewg
m (r,t)

, (2.43)

H(r, t) =
∞∑

m=1

(
nz × Lwg

t,m(rt) im(z, t) + nzH
wg
z,m(r, t)

)

︸ ︷︷ ︸
Hwg
m (r,t)

. (2.44)

Here, Ewg
m (r, t) is the electric field and Hwg

m (r, t) the magnetic field of the mth wave-
guide mode. The field distributions of all waveguide modes are expressible by means
of a separation between transversal and longitudinal dependencies. The field pat-
terns Lwg

t,m(rt) solely depend on the transverse spatial coordinates rt ∈ Γwg and
describe the transverse dependencies of the electric and magnetic fields of the in-
dividual waveguide modes. The corresponding weighting coefficients vm(z, t) and
im(z, t) are referred to as modal voltages and modal currents5 of the waveguide
modes. These quantities are of formal nature as direct measurements of voltages and
currents6 are not feasible in the RF regime. Nonetheless, the introduction of modal
voltages and currents has several benefits as discussed in Section 3.1. The scalar
quantities Ewg

z,m(r, t) and Hwg
z,m(r, t) in (2.43) and (2.44) account for the longitudinal

electric and magnetic fields where nz is the unit vector in longitudinal direction.
Poynting’s theorem (2.17) states that the transverse field patterns are responsible
for the longitudinal power flow in the waveguide. Therefore, the transverse fields are
of special interest in the subsequent considerations. However, for the sake of com-
pleteness it should be noted that the longitudinal field components Ewg

z,m(r, t) and
Hwg
z,m(r, t) are uniquely determined by the transverse field patterns in combination

with Faraday’s law (2.10) and Ampère’s law with Maxwell’s extension (2.11).

2.3.1 Generation of Transverse Modal Field Patterns

Substituting the electric fields in the wave equation (2.20) by the ansatz for Ewg
m (r, t)

given in (2.43) and substituting the magnetic fields in the wave equation (2.21) by
the ansatz for Hwg

m (r, t) given in (2.44) leads to the Klein-Gordon equation (KGE)
for modal voltages and currents [46, 47, 48]:

∂2

∂z2

{
vm(z, t)
im(z, t)

}
= εµ

∂2

∂t2

{
vm(z, t)
im(z, t)

}
− k2

t,m

{
vm(z, t)
im(z, t)

}
(2.45)

5often they are also referred to as generalized modal voltages and currents
6in particular direct measurements of modal voltages and currents

26



2.3 Electromagnetic Fields in Longitudinally Uniform Waveguides

with the separation constants kt,m. The vector functions Lwg
t,m(rt) are in fact eigen-

functions of the 2D vector Laplace operator ∆t on the cross section Γwg of the
waveguide, whereas the separation constants kt,m are the corresponding eigenvalues:

∆t Lwg
t,m(rt) + k2

t,m Lwg
t,m(rt) = 0 in Γwg. (2.46)

The equation is also referred to as 2D Helmholtz equation. As the inner domain of
the waveguide is free of charges

∇t · Lwg
t,m(rt) = 0 in Γwg (2.47)

holds. Here, ∇t· represents the transverse divergence operator. As a consequence
of the perfect electric conducting walls, the tangential electric fields are required
to vanish on the boundary. Therefore, the transverse modal field patterns have to
satisfy

nc × Lwg
t,m(rt) = 0 on ∂Γwg. (2.48)

It should be stressed that field patterns Lwg
t,m(rt) neither depend on frequency nor

on time but on the cross section of the waveguide. In consequence, the patterns can
be employed to expand the transverse electric and magnetic fields in the waveguide
in frequency as well as in time domain.

Theory states that the partial differential equation (2.46) with the boundary con-
dition (2.48) has an infinite number of solutions which constitute an orthogonal set
of basis functions for Γwg [56, Section 5.2]. In this thesis, all transverse patterns are
chosen such that they are mutually orthonormal:

¨

Γwg

Lwg
t,ξ (rt) · Lwg

t,m(rt) dA =

{
1 if ξ = m,

0 if ξ 6= m.
(2.49)

All transverse field patterns in a waveguide are sorted in ascending order by their
separation constant, so that kt,1 ≤ kt,2 ≤ kt,3 ≤ . . . holds. As a matter of fact, only
the waveguide modes with the smallest eigenvalues (or separation constants) are of
technical relevance. Modes having different field patterns but the same eigenvalues
are called degenerated modes [55].

In fact, three different classes of waveguide modes arise from the 2D Helmholtz
equation on the cross section of the waveguide. They are distinguished as follows:
The longitudinal component of the electric field of transverse electric waves (TE)
equals zero, i.e Ewg

z,m(r, t) = 0. TE waves are also known as H waves or waves of
magnetic type. In contrast, the longitudinal component of the magnetic field of
transverse magnetic waves (TM), also referred to as E waves or waves of electric
type is zero, i.e. Hwg

z,m(r, t) = 0. Transverse electric and magnetic waves (TEM)
neither have longitudinal electric nor longitudinal magnetic fields, i.e. Ewg

z,m(r, t) = 0
and Hwg

z,m(r, t) = 0. An infinite number of TE and TM waveguide modes exists
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2 Foundations of Electromagnetic Field Theory

in hollow waveguides as well as in waveguides which are connected multiply. Their
separation constants are larger than zero. In contrast, TEM waveguide modes solely
exist in waveguides whose cross section is bounded multiply. The number of TEM
waveguide modes is equal to the number of inner conductors in the waveguide, i.e. no
TEM modes in the rectangular, circular and ridge waveguide and one TEM mode in
the coaxial cable (refer to Figure 2.2). The separation constant of TEM waveguide
modes is equal to zero.

2.3.2 Frequency-Domain Solutions of Klein-Gordon
Equation

The solutions of the Klein-Gordon equation are given for the frequency f by

vm(z, t) = <
{
V m(z) e jωt+ϕ0

}
, (2.50)

im(z, t) = <
{
Im(z) e jωt+ϕ0

}
(2.51)

with the complex-valued voltages along the waveguide

V m(z) = V +
m e−γm(jω)z

︸ ︷︷ ︸
V +
m(z)

+V −m e γm(jω)z

︸ ︷︷ ︸
V −m(z)

(2.52)

and the complex-valued currents along the waveguide

Im(z) = I+
m e−γm(jω)z

︸ ︷︷ ︸
I+
m(z)

+ I−m e γm(jω)z

︸ ︷︷ ︸
I−m(z)

. (2.53)

Here, ω = 2πf denotes the angular frequency, ϕ0 a constant phase, and

γ
m

(jω) =
√
εµ
√

(jω)2 + ω2
co,m (2.54)

the so-called propagation constants. These constants characterize the longitudinal
change of the field amplitudes in the waveguide. For frequencies above the cutoff
angular frequencies

ωco,m = 2πfco,m =
kt,m√
εµ

(2.55)

the propagation constants become complex-valued numbers. In these cases propa-
gation of fields (propagating modes) takes places. According to (2.52) and (2.53),
waves can propagate in the positive and negative z-direction. The complex-valued
amplitudes V +

m and I+
m refer to transverse electric and magnetic fields of waves trav-

eling in the positive z-direction whereas the complex-valued amplitudes V −m and
I−m refer to waves traveling in the negative z-direction. These constants are deter-
mined by excitation and termination conditions of the waveguide. For excitations
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2.3 Electromagnetic Fields in Longitudinally Uniform Waveguides

below the cutoff angular frequency ωco,m of the mth waveguide mode, the propa-
gation constant γ

m
(jω) is a real-valued number such that the corresponding fields

exponentially decay in longitudinal direction (evanescent modes). TEM waveguide
modes cannot be evanescent, because their separation constant and therefore their
cutoff angular frequency equals zero.

2.3.3 Wave and Line Impedances

The relationship between modal voltages and currents of a waveguide mode which is
propagating (or decaying) in either the positive or the negative longitudinal direction
is described by means of the wave impedances.

To compute the wave impedance of TE waveguide modes, a TE wave propagating
in the positive z-direction is considered. The modal current arising from the modal
voltage of a TE wave is obtained by the magnetic field. This field is determined by
using (2.7) and (2.10) with the ansatz for the electric field of a TE mode propagating
(or decaying) in the positive z-direction:

HTE,+(r) = − 1

jωµ
∇×

(
LTE

t (rt) V
TE,+ e−γ(jω)z

︸ ︷︷ ︸
V TE,+(z)

)

= nz × LTE
t (rt)V

TE,+
γ(jω)

jωµ
e−γ(jω)z

︸ ︷︷ ︸
ITE,+(z)

+nzH
TE,+
z (r).

(2.56)

Here, HTE,+(r) denotes the magnetic field of the TE waveguide mode propagating
in the positive z-direction, LTE

t (rt) accounts for its transverse field pattern, and
HTE,+
z (r) for its longitudinal magnetic field. The wave impedance of TE modes is

delivered by dividing the modal voltage V TE,+(z) by the modal current ITE,+(z) of
the wave propagating in the positive z-direction:

ZTE
w (jω) =

V TE,+(z)

ITE,+(z)
=

jωµ

γ(jω)
= Zfs

jω√
(jω)2 + ω2

co

. (2.57)

Here, Zfs =
√
µ/ε ≈ 377 Ω

√
µr/εr is the free space wave impedance of the insulating

material.

To compute the wave impedance of TM waveguide modes, a TM wave propagat-
ing (or decaying) in the positive z-direction is considered. The modal voltage is
determined by the transverse electric field of the TM mode. This field is determined
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by using (2.11) and (2.6) with the ansatz for the magnetic field:

ETM,+(r) =
1

jωε
∇×

(
nz × LTM

t (rt) I
TM,+ e−γ(jω)z

︸ ︷︷ ︸
ITM,+(z)

)

= LTM
t (rt) I

TM,+
γ(jω)

jωε
e−γ(jω)z

︸ ︷︷ ︸
V TM,+(z)

+nz E
TM,+
z (r),

(2.58)

where ETM,+(r) is the electric field of the TM waveguide mode propagating in the
positive z-direction, LTM

t (rt) accounts for its transverse field patterns, and ETM,+
z (r)

for its longitudinal electric field. The wave impedance for TM modes is determined
by dividing the modal voltage V TM,+(z) by the modal current ITM,+(z) of the wave
propagating in the positive z-direction:

ZTM
w (jω) =

V TM,+(z)

ITM,+(z)
=
γ(jω)

jωε
= Zfs

√
(jω)2 + ω2

co

jω
. (2.59)

The real parts of the TE and TM wave impedances (2.57) and (2.59) are zero below
the cutoff frequencies whereas the imaginary parts are zero above the cutoff frequen-
cies. For frequencies much larger than the cutoff frequency, the wave impedances
tend to the impedance of free space Zfs.

The wave impedance for TEM modes arises in accordance with (2.57) and (2.59)
and a cutoff frequency being equal to zero:

ZTEM
w (jω) =

V TEM,+(z)

ITEM,+(z)
=
γ(jω)

jωε

∣∣∣∣
ωco=0

=
jωµ

γ(jω)

∣∣∣∣
ωco=0

= Zfs. (2.60)

A further quantity of interest for TEM waveguide modes is the line impedance.
In close analogy to the wave impedance of the TEM mode, the line impedance
is determined by the ratio between the voltage and the current of a wave solely
propagating in one direction. In contrast to the wave impedance, the line impedance
is not directly referred to the previously defined modal voltages and currents but to
a voltage and current definition arising from line integrals [33, 55]:

vTEM,li(z, t) =

∂Γwg,oˆ

∂Γwg,i

ETEM(rt, z, t) · ds =

∂Γwg,oˆ

∂Γwg,i

LTEM
t (rt) · ds

︸ ︷︷ ︸
βv

vTEM(z, t) (2.61)

and

iTEM,li(z, t) =

˛

∂Γwg,o

HTEM(rt, z, t) · ds =

˛

∂Γwg,o

nz × LTEM
t (rt) · ds

︸ ︷︷ ︸
βi

iTEM(z, t). (2.62)
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Here, vTEM,li(z, t) and iTEM,li(z, t) denote the voltages and currents of the TEM
waveguide modes, which are specified by the line integrals. The transverse field pat-
terns of the TEM waveguide modes are specified by LTEM

t (rt). The modal voltages
and currents of TEM waveguide modes are given by vTEM(z, t) and iTEM(z, t). The
inner conducting boundaries of the waveguide are denoted by ∂Γwg,i and the outer
conducting boundary by ∂Γwg,o. According to (2.61) and (2.62), the modal voltages
and currents are connected to line integral voltages and currents by the constants βv
and βi. These constants solely depend on the cross section of the waveguide. Based
on these considerations, the line impedance for TEM waveguide modes is given by

ZTEM
line =

V TEM,li,+(z)

ITEM,li,+(z)
=
βv
βi

V TEM,+(z)

ITEM,+(z)
=
βv
βi
Zfs. (2.63)

It is worth highlighting that line impedances and wave impedances above cutoff
are finite and real numbers, despite the fact that the waveguide is assumed to be
lossless. The real and finite nature of the wave and line impedances accounts for
active energy propagating along the waveguide.

2.3.4 Normalized Wave Amplitudes

In the RF regime amplitudes of waves traveling (or decaying) in positive or nega-
tive longitudinal direction are often normalized with respect to the square root of
the wave impedance in case of TE and TM modes or the square root of the line
impedance in case of TEM modes. For waves propagating (or decaying) in positive
longitudinal direction this yields

am(z) =
V +
m(z)√
Zm(jω)

= I+
m(z)

√
Zm(jω)

=
1

2

(
V m(z)√
Zm(jω)

+ Im(z)
√
Zm(jω)

) (2.64)

whereas for waves propagating (or decaying) in negative longitudinal direction this
gives

bm(z) =
V −m(z)√
Zm(jω)

= I−m(z)
√
Zm(jω)

=
1

2

(
V m(z)√
Zm(jω)

− Im(z)
√
Zm(jω)

)
.

(2.65)

Depending on the type of the mth waveguide mode, Zm(jω) either accounts for the
wave impedances (2.57) and (2.59) or for the line impedance (2.63).
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2.4 Electromagnetic Fields in Closed Structures

In addition to waves in partially open structures such as waveguides, the analysis of
superconducting RF structures requires the determination of fields in closed struc-
tures. Hereinafter, resonant field distributions in closed, non-excited, lossless and
source-free structures, so-called eigenmodes, are in the focus of interest. On account
of these side constraints, the concept of eigenmodes appears to be theoretical and not
of practical relevance: Lossless structures do not exist and closed structures cannot
be excited by external devices such as microwave generators. Nonetheless, the eigen-
mode concept is extremely useful, because losses or field excitations via waveguide
ports can be considered by perturbation approaches based on eigenmodes.

Figure 2.3 sketches the cutaway view of a superconducting RF resonator with five
cells as an example for a closed structure. The shape of the cells is constructed with
the help of lines and ellipses. The inner domain Ω of the resonator is made of perfect
insulating materials with the properties ε, µ and σ = 0 (typically vacuum) whereas
the wall boundaries ∂Ωwall (black lines) of the structure are assumed to be perfect
electric conducting. Depending on the problem statement, the beam pipe bound-
aries ∂Ωpipe (green lines) are either perfect electric or perfect magnetic conducting.
Eigenmodes in the described arrangement can solely oscillate on discrete real-valued
angular resonant frequencies ω̃n due to the conservation of energy. Therefore, the
time-dependent electric and magnetic field distributions of the nth eigenmode are
expressible by

En(r, t) = <
{

Ẽn(r) e j(ω̃nt+ϕ0)
}

, (2.66)

Hn(r, t) = <
{

H̃n(r) e j(ω̃nt−
π
2

+ϕ0)
}

, (2.67)

where Ẽn(r) and H̃n(r) denote the real-valued spatial dependencies of the electric
and the magnetic field of the nth eigenmode. Substituting these statements in
the wave equations (2.20) and (2.21) for non-excited (J(r, t) = 0) and source-free
(ρ(r, t) = 0) domains yields the Helmholtz equation for electric and magnetic fields
in three dimensions:

∆

{
Ẽn(r)

H̃n(r)

}
+ k̃2

n

{
Ẽn(r)

H̃n(r)

}
= 0 in Ω, (2.68)

where k̃n = ω̃n
√
εµ. As the domain is free of charges, the additional constraint

∇ ·
{

Ẽn(r)

H̃n(r)

}
= 0 in Ω (2.69)

is required. The boundary condition for the perfect electric conducting wall is
specified by means of

n× Ẽn(r) = 0 and n · H̃n(r) = 0 on ∂Ωwall, (2.70)

32



2.4 Electromagnetic Fields in Closed Structures

Figure 2.3: Cutaway view of a rotationally symmetric superconducting cavity resonator
which is constructed by a set of ellipses. The structure is made of a perfect insulating
material (typically vacuum) and enclosured by the boundary ∂Ω = ∂Ωwall ∪ ∂Ωpipe.
The normal component of ∂Ω is denoted by n. Perfect electric boundary conditions are
assigned on ∂Ωwall (black lines). Depending on the problem formulation either perfect
electric or perfect magnetic boundary conditions are enforced on ∂Ωpipe (green lines).
The dashed grey line indicates the rotational symmetry axis.

where n is normal on the boundary ∂Ω. If perfect electric conducting boundary
conditions are assigned at the ends of the beam pipes, (2.70) holds for ∂Ωpipe as
well. In case of perfect magnetic conducting boundary conditions

n · Ẽn(r) = 0 and n× H̃n(r) = 0 on ∂Ωpipe (2.71)

is specified. In fact, (2.70) claims that the tangential components of the electric field
and the normal components of the magnetic field vanish on the boundaries whereas
(2.71) enforces normal components of the electric field and tangential components
of the magnetic field to be zero on the respective boundaries. Despite the fact that
(2.68) is a partial differential equation exclusively dealing either with the electric
field or with the magnetic field, both fields always occur simultaneously for ω̃n 6= 0,
because both fields are mutually coupled by means of Maxwell’s equations:

∇× Ẽn(r) = −jω̃nµH̃n(r) e−j
π
2 , (2.72)

∇× H̃n(r) = jω̃n εẼn(r) e j
π
2 . (2.73)

The equations show that the electric and magnetic fields of the 3D eigenmodes are
mutually phase-shifted by ±π/2 in the lossless case.

The eigenvalue problem (2.68) with the constraints (2.69), (2.70), and (2.71) has
an infinite number of solutions which can be split into two sets: A solenoidal set
with a divergence of zero and a non-zero curl and an irrotational set with a non-zero
divergence and a curl of zero. The latter set exclusively arises if the closed structure
is bounded multiply. The eigenvalues k̃n of these irrotational eigenmodes are equal to
zero, so that ω̃n = 0 (static eigenmodes). The electric field of irrotational eigenmodes
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2 Foundations of Electromagnetic Field Theory

is expressible in terms of a scalar potential and the corresponding magnetic fields
are equal to zero. The source of the electric field of static modes are charges residing
on the surfaces of the multiply bounded structure.

Analogously to the 2D waveguide modes, theory shows that also the 3D eigen-
modes are mutually orthogonal [54, pp. 529 - 532] and form a complete set7 of basis
functions. The orthogonality condition for 3D eigenmodes is given for the electric
fields by ˚

Ω

Ẽ`(r) · Ẽn(r) dV =

{
2Wn/ε, if ` = n,

0, if ` 6= n,
(2.74)

and for the magnetic fields by

˚

Ω

H̃`(r) · H̃n(r) dV =

{
2Wn/µ, if ` = n,

0, if ` 6= n.
(2.75)

Following Poynting’s theorem (see Subsection 2.1.2) Wn denotes the electric, respec-
tively magnetic, energy stored in the nth eigenmode.

It should be emphasized that the eigenmodes of very simple geometries are avail-
able by means of analytical techniques (see Appendix B.3 for the eigenmodes of
a closed rectangular waveguide, i.e. for a brick resonator). For more sophisti-
cated geometries a discrete eigenvalue formulation is established with the help of
FIT [38, 42, 59] for example, and solved by numerical schemes.

2.4.1 Energy Dissipation and Quality Factors

So far, losses in the cavity are neglected. However, in real world applications energy,
which is stored in the electric and magnetic fields of the cavity modes, is steadily
lost due to different loss mechanisms. In accordance with Poynting’s theorem (2.18)
energy losses are separated into internal losses Pint,n(t) and external losses Pext,n(t)
of the nth mode. Modes resonating in lossy structures have complex-valued resonant
frequencies:

ωlsy,n = ωlsy,n + jαlsy,n, (2.76)

where

αlsy,n =
1

2Tlsy,n

Tlsy,nˆ

0

Ptot,n(t)

Wsto,n(t)
dt

︸ ︷︷ ︸
2π/Qtot,n

. (2.77)

The total energy loss of the nth mode is denoted by Ptot,n(t) = Pint,n(t) + Pext,n(t),
the total energy stored in the mode by Wsto,n(t), and the periodicity of the mode

7Electric fields arising from charges in the domain Ω require an additional set of basis functions.
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2.4 Electromagnetic Fields in Closed Structures

by Tlsy,n = 2π/ωlsy,n. The imaginary part of the complex angular frequency ωlsy,n

describes the exponential decay of fields. Note that <(ωlsy,n) = ωlsy,n is different
to the resonant angular frequencies ω̃n of eigenmodes of lossless structures. The
statement (2.77) introduces the so-called quality factor Qtot,n. In contrast to the
presented definition of the quality factor, the definition

Qtot,n = ωlsy,n
Wsto,n

Ptot,n

(2.78)

is much more popular in textbooks [12, 38, 55, 63]. Unfortunately, most of the text-
books refrain from specifying the relationship between instantaneous total energy
Wsto,n(t) and energy loss Ptot,n(t) and the constants Wsto,n and Ptot,n. The commonly
known quality factor definition can be transferred into the definition given in (2.76)
by averaging the time-dependent quantities over one period Tlsy,n as follows:

Qtot,n = ωlsy,n
Tlsy,n´ Tlsy,n

0
Ptot,n(t)/Wsto,n(t)dt

=
2π´ Tlsy,n

0
Ptot,n(t)/Wsto,n(t)dt

. (2.79)

The quality factors are a measure for the energy loss of the individual resonances.
Small losses lead to large quality factors and large time constants for the exponential
decay. Indeed, Qtot,n/π periods of the oscillation are needed for the amplitude of
the electric or magnetic field of a resonance to decrease by a factor of 1/e whereas
Qtot,n/2/π periods are required for the energy to decrease by a factor of 1/e. In
addition to the total quality factor Qtot,n, two further quality factors are defined:
the external quality factor Qext,n solely refers to external losses Pext,n, whereas the
intrinsic quality factor Qint,n solely accounts for internal losses Pint,n.

2.4.2 Normalized Longitudinal Voltage and Shunt
Impedance

The quantification of the interaction between charged particles traversing the res-
onator with approximately the speed of light v → c and the resonator eigenmodes is
crucial for particle accelerators. Depending on the phase relation between charged
particles and 3D modes, energy is transferred from the particle to the field or from
the field to the particle. To quantify this mutual interaction, an accelerating voltage
is defined [12]:

V acc,n(x, y) =

dˆ

0

Ẽn,z(x, y, z) ejω̃nz/c dz, (2.80)

where z is the longitudinal direction, Ẽn,z(x, y, z) is the longitudinal component of
the electric field of the nth 3D eigenmode, and d the length of the cavity. The
voltages V acc,n(x = 0, y = 0) for particles on the design trajectory (indicated in
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2 Foundations of Electromagnetic Field Theory

Figure 2.4: Simple equivalent circuit of the nth cavity resonance. The longitudinal vol-
tage is denoted by V acc,n(x, y). The losses due to the acceleration of charged particles
is regarded in Rn, the energy stored in the electric field in Cn, and the energy stored in
the magnetic field in Ln.

Figure 2.3 by the dashed grey line) are of special relevance. Nonetheless, the tra-
jectories of the charged particles can have transversal offsets ∆x and ∆y from the
design trajectories. It follows from (2.80) that the accelerating voltage depends on
the integrated electric field strength along the symmetry axis of the cavity. Ac-
cording to (2.74), this field strength depends on the total energy stored in the 3D
eigenmode. Therefore, it is desired to find a measure of the particle-beam (or beam-
particle) interaction which is normalized with respect to the energy stored in the 3D
eigenmode. To derive such a normalized quantity, a parallel circuit of an inductance,
a capacitance, and an impedance is considered in Figure 2.4 as a simple equivalent
circuit for a cavity resonance. The shunt impedance Rn models energy losses of the
mode. The capacitance Cn and the inductance Ln model energy stored in electric
and magnetic fields, respectively. Following circuit theory, the energy loss of the nth
mode is given by

Pn =

∣∣V acc,n(x, y)
∣∣2

Rn

=
ω̃nWn

Qn

, (2.81)

where Qn is the respective quality factor. Reordering this statement delivers the
accelerating voltage normalized with respect to the energy stored in the nth eigen-
mode:

Rn

Qn

(x, y) =

∣∣V acc,n(x, y)
∣∣2

ω̃nWn

. (2.82)

This normalized quantity is often referred to as the characteristic R/Q value of
the nth resonance. It is a quantity which solely depends on the geometry of the
cavity. For the sake of completeness, it should be noted that different definitions
of the characteristic R/Q value are used in the accelerator physics community. For
instance, the definition presented in [64, p. 589, (16.48)] differs from (2.82) by a
factor of two.
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3 System Theory and Model
Order Reduction

This chapter introduces system theory and model order reduction. For this reason,
the handling of waveguide ports of RF structures is shown first. Subsequently, the
creation of state-space systems for RF structures is described. Both considerations
are based on the previously described foundations of electromagnetic field theory.
In the next step, essential properties of the generated state-space equations are
discussed. Finally, the chapter ends with the description of an approach to reduce
the order of the constructed state-space systems.

3.1 Waveguide Ports

This section discusses the formal treatment of waveguide ports and follows [2, Sec-
tion II-A]. In fact, waveguide ports are central elements of the present thesis. By
assumption, the RF structures under consideration solely exchange energy with the
periphery by means of the ports. In addition, quantities related to the waveguide
ports are used to combine the RF segments in such a way that a state-space repre-
sentation of the entire structure is generated.

As mentioned in Chapter 2, amplitudes of incident and scattered waves are port
quantities of practical relevance in RF regimes as they can be directly measured
by the employment of network analyzers, for example. Nonetheless, this section
focusses on modal voltages and currents for the following two reasons:

1. The employment of modal voltages and currents directly leads to a lossless
impedance formulation, i.e. energy is inherently not lost via waveguide ports.
In consequence, the numerical demand of the entire scheme is significantly re-
duced. For instance, complex algebra is avoided and solely real-valued eigen-
vectors and field vectors are required for the generation of reduced-order state-
space models.

2. The commonly known Kirchhoff’s circuit laws can be used to concatenate the
individual segments. It should be stressed that these circuits are applicable
in the context of this thesis, because these laws enforce the tangential electric
and magnetic fields on the cut planes to be continuous.
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3 System Theory and Model Order Reduction

Figure 3.1: Waveguide port plane ∂Ωprt = Γprt (grey facet) connected to an RF struc-
ture. The inner region Ω of the structure is made of an insulator with permittivity ε
and permeability µ whereas the boundary ∂Ωwall is assumed to be a perfect electric
conductor. The vector nz is normal to the port plane and the vector nc ∈ Γprt is normal
to the contour of the waveguide boundary ∂Γprt (indicated as green circle).

Figure 3.1 depicts a waveguide port of an RF structure. In contrast to Figure 2.2,
the sketched structure is not longitudinally uniform. Without loss of generality the
coordinate system is defined such that the port plane ∂Ωprt = Γprt (indicated as
grey facet) is allocated at z = 0 and that the normal component nz of the port
plane is directed into the structure. The entire boundary ∂Ωwall of the structure is
assumed to be perfect electric conducting. Therefore, the tangential components of
the electric field on the contour ∂Γprt = Γprt ∩ ∂Ωwall (marked in green) of the port
plane vanish:

nc × E(r, t) = 0 on ∂Γprt, (3.1)

where nc ∈ Γprt is a unit vector normal to the contour ∂Γprt. Deduced from Poyn-
ting’s theorem (2.17), the components of the electric and magnetic fields tangential
to Γprt are responsible for the longitudinal energy flow through the port plane Γprt.
Consequently, the total instantaneous energy propagating (i.e. power) through the
depicted port plane Γprt is determined by

P (t) =

¨

Γprt

S(rt, t) · nz dA =

¨

Γprt

Et(rt, t)×Ht(rt, t) · nz dA, (3.2)

where S(rt, t), Et(rt, t), and Ht(rt, t) denote the transient Poynting vector, the tran-
sient transversal electric, and the transient transversal magnetic fields on the port
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3.1 Waveguide Ports

plane, respectively. They depend on the time t and on the transversal spatial coor-
dinates rt ∈ Γprt.

As discussed in Section 2.3, transverse transient electric and magnetic fields in
a plane with a perfect conducting enclosure are expressible as a summation of a
complete set Lt,m(rt) of spatial dependent field patterns (refer to (2.43), (2.44) in
general and to Appendix A.2 for the first eight 2D port modes of circular waveguide
ports in particular). Thus, electric and magnetic fields in the port plane (grey facet
in Figure 3.1) are expandable in terms of

Et(rt, t) =
∞∑

m=1

Lt,m(rt) vm(t)︸ ︷︷ ︸
Et,m(rt,t)

, (3.3)

Ht(rt, t) =
∞∑

m=1

nz × Lt,m(rt) im(t)︸ ︷︷ ︸
Ht,m(rt,t)

. (3.4)

If the transversal electric and magnetic fields (3.3) and (3.4) are substituted in (3.2)
and the orthonormality (2.49) of the field patterns is employed, a formula for the
total instantaneous power as a function of modal voltages and currents is obtained:

P (t) =
∞∑

m=1

vm(t) im(t). (3.5)

The equation conveys that the total power transmitted through the port boundary
Γprt is the summation of the power contribution of each individual waveguide port
mode. Also on account of the orthonormality (2.49) of the modal field patterns,
the modal port voltages and currents are directly computable from the transverse
electric and magnetic fields in the port plane by means of

vm(t) =

¨

Γprt

Lt,m(rt) · Et(rt, t) dA, (3.6)

and

im(t) =

¨

Γprt

nz × Lt,m(rt) ·Ht(rt, t) dA. (3.7)

In an intermediate step, it is assumed that the tangential magnetic fields on the
port plane Γprt vanish by assigning perfect magnetic conducting boundary condi-
tions:

nz ×H(rt, t) = Ht(rt, t) = 0 on Γprt. (3.8)

As the tangential components of the magnetic fields are zero, no energy propagates
through the port plane. Moreover, according to (3.7), the perfect magnetic boundary
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3 System Theory and Model Order Reduction

Figure 3.2: Abstract counterpart of the waveguide port plane depicted in Figure 3.1.
Here only M (of an infinite number of) port modes are indicated by terminals. Each
terminal is equipped with voltages vm(t), indicated by blue arrows, and currents im(t),
indicated by red arrows. The current sources connected to the M terminals are assumed
to be ideal (their inner resistivity is infinite).

enforces the modal port currents to be zero. Based on the described assumptions, the
waveguide port plane can be considered in terms of the abstract network equivalent
depicted in Figure 3.2 where all modal port currents are equal to zero, i.e. im(t) = 0.
It should be emphasized, that for a single waveguide port of an RF structure an
infinite number of port modes Lt,m(rt) exists and therefore an infinite number of
terminals with modal port voltages and currents arises. However, only a finite
number of port modes is of practical relevance: Following Subsection 2.3.2, only a
finite number of waveguide modes can propagate in the frequency interval fmin < f <
fmax, i.e. the waveguide modes with fco,m < f . The remaining modes are evanescent
waveguide modes with fco,m > fmax. Their field distributions exponentially decay
along regions of uniform cross section. Note that waveguide ports of RF structures
are typically designed in such a way that only one port mode propagates in the
operational frequency range in order to have distinct propagation properties.

The waveguide modes at the ports can be excited by transient modal port cur-
rents im(t) 6= 0. According to (3.4), non-zero modal port currents are connected to
tangential magnetic fields on Γprt. These tangential magnetic fields are generated
based on electric current densities which are imposed on the port plane Γprt. Fol-
lowing Schelkunoff’s surface equivalence theorem [56, Section 1.8, pp. 37 - 39], the
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Figure 3.3: Rectangular waveguide power splitter as an example for an RF structure.
The grey facets with the green enclosure represent waveguide ports.

electric excitation current density exciting the mth port mode is chosen based on
the transverse modal magnetic field Ht,m(rt, t):

Jprt,m(r, t) = nz ×Ht,m(rt, t) δ(z), (3.9)

where δ(z) is the Dirac delta function. Substituting Ht,m(rt, t) with its correspond-
ing modal port pattern and its modal current (see e.g. (2.44) or (3.4)) yields

Jprt,m(r, t) = Jprt,m(r) im(t). (3.10)

Here, Jprt,m(r) = −Lt,m(rt) δ(z) are the spatially dependent current density patterns
which correspond to the mth 2D port mode. The patterns are solely unequal to zero
in the port plane Γprt.

3.2 State-Space Systems of RF Structures

State-space equations are a common and powerful formalism to model the dy-
namic properties of a wide range of applications arising from different scientific
disciplines. State-space equations are used in engineering to model for instance:
electrical circuits, electrical motors, chemical reactors, satellites in earth orbits, and
airplanes [65]. In biology they are employed to express, for example, the dynamics of
two populations, where one population acts as a predator and the other as prey [66].

Figure 3.3 depicts a waveguide power splitter. This splitter is used in the following
as an example for an RF structure. The waveguide ports of the power splitter are
indicated by grey facets with a green enclosure. The ports are treated according
to Section 3.1. Figure 3.4 shows the abstract counterpart of the waveguide power
splitter as a white box model. The modal voltages and currents are denoted by
vp,m(t) and ip,m(t) where p is the port index and m the index of the mode at port
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Figure 3.4: Abstract counterpart of the RF structure depicted in Figure 3.3. The ports
and the respective 2D port modes are indicated by terminals. At the terminals the
voltages vp,m(t) and currents ip,m(t) are assigned. Here, p is the port index, and m the
considered 2D mode at the port. At the pth port Mp modes are regarded. In contrast
to Figure 3.2, the current sources are not explicitly sketched in order to save place.

p. The example structure is equipped with P = 3 ports in total, whereas Mp modes
are considered at the pth port. Consequently,

Nt =
P∑

p=1

Mp (3.11)

terminals belong to the white box shown in Figure 3.4. If only one 2D port mode
is considered at the pth port (typically this is the 2D port mode with the smallest
cutoff frequency), the second index of the modal voltages and currents is omitted
for the sake of simplicity, i.e. vp(t) and ip(t).

The term white box is chosen as the relationship between port voltages and cur-
rents is determined by Maxwell’s equations. Formally, the relationship between the
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port quantities is expressible by

d

dt
xf(t) = Af xf(t) + Bf i(t), (3.12)

v(t) = Cf xf(t) + Df i(t), (3.13)

because the RF structures of interest are linear and time-invariant (LTI). The state-
space system (3.12) - (3.13) is constituted by the state matrix Af ∈ RNf×Nf , the
input matrix Bf ∈ RNf×Nt , the control matrix or output matrix Cf ∈ RNt×Nf , and
the direct input-output link Df ∈ RNt×Nt . The vector xf(t) ∈ RNf is referred to
as state vector and exists in the state space RNf [65]. The number of states Nf

is also often referred to as the number of degrees of freedom. The matrices and
vectors in (3.12) and (3.13) are equipped with the subscript “f” to indicate that they
correspond to a linear first-order1 coupled system of ordinary differential equations.
This system is continuous in time. The input vector or vector of control inputs i(t)
acts as excitation term for the system and holds the currents of all Nt terminals:

i(t) =
(
i1,1(t), . . . , i1,M1(t), i2,1(t), . . . , i2,M2(t), . . . ,

iP,1(t), . . . , iP,MP
(t)
)T ∈ RNt .

(3.14)

The output vector or vector of observations

v(t) =
(
v1,1(t), . . . , v1,M1(t), v2,1(t), . . . , v2,M2(t), . . . ,

vP,1(t), . . . , vP,MP
(t)
)T ∈ RNt

(3.15)

comprises the port voltages at the terminals. The state-space system allows for the
computation of transient port voltages v(t) by means of standard ordinary differ-
ential equation solvers based on an initial condition xf(t0) = xf,0 and the transient
current stimulus i(t).

In the following subsections, the generation of state-space systems for lossless
linear RF structures is described. Subsection 3.2.1 presents an approach based on
analytical derivations and Subsection 3.2.2 depicts a derivation based on the FIT
formalism using the nomenclature introduced in Section 2.2. In the framework of
this thesis, two sets of state-space systems are discussed. The first set corresponds
to a first-order state-space system in the form (3.12) - (3.13) and the second set to
a second-order2 state-space system given by

d2

dt2
xs(t) = As xs(t) + Bs

d

dt
i(t), (3.16)

v(t) = Cs xs(t) + Ds
d

dt
i(t). (3.17)

1First-order because (3.12) solely contains first-order derivatives.
2Second-order because (3.16) solely contains a second-order derivatives.
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In close analogy to the first-order state-space system, the second-order state-space
system is constituted by the state matrix As ∈ RNs×Ns , the input matrix Bs ∈
RNs×Nt , the control matrix or output matrix Cs ∈ RNt×Ns , and the direct input-
output link Ds ∈ RNt×Nt . The vector xs(t) ∈ RNs denotes the state vector. The
involved matrices are equipped with the subscript “s” to stress that they correspond
to a second-order system. This system is continuous in time as well.

The first-order and the second-order representation are equivalently usable to de-
scribe the electromagnetic properties of the RF structures which are relevant to this
thesis. Compared to the first-order state-space representation, the corresponding
second-order state-space representation has only half the number of degrees of free-
dom, i.e Ns = Nf/2. Therefore, the second-order representation is the preferred
formalism for model order reduction, concatenation of state-space models, the com-
putation of eigenmodes, and frequency-domain transfer functions. The first-order
representation is appropriate when losses are accounted for by perturbation ap-
proaches, because losses require a first order differentiation term. Additionally,
the first-order representation is used when transient system responses have to be
computed by means of ordinary differential equation solvers, because these solvers
typically require first-order equations rather than second-order equations.

3.2.1 State Matrices Arising from Continuous Case

To generate state-space systems for lossless RF structures with an analytical ap-
proach [2, Section II-C], the concepts published in [3, 4] are generalized so that
waveguide ports are accounted for. To the best knowledge of the author this gen-
eralization is one of the original contributions of the current thesis. The proposed
method requires 2D port modes (see Section 3.1) and 3D eigenmodes (see Sec-
tion 2.4) of the RF structure.

As an initial step, the transient electric fields in the structure are expressed in
terms of a weighted summation of normalized 3D eigenmodes:

E(r, t) :=
Ne∑

n=1

Ẽn(r)√
2Wn

xn(t). (3.18)

Here, xn(t) are the transient weighting factors for the electric fields Ẽn(r) of the
nth eigenmode of the RF structure. For a complete eigenmode expansion an infinite
number of 3D eigenmodes has to be taken into account, i.e. Ne → ∞. Apart from
the fact that in most cases these modes are not available, dealing with an infinite
number of modes is virtually impossible. Therefore, the modal expansion (3.18) has
to cease after a finite number of terms and is an approximation3.

3The consideration in Appendix C.1 reveals that the error in the electric field of the eigenmode
expansion scales in the limit linear with the number of 3D eigenmodes, i.e. doubling the number
of 3D eigenmodes, leads to a reduction of the error by a factor of two.
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As discussed in Section 2.4, the eigenmodes satisfy the 3D Helmholtz equa-
tion (2.68). On account of the perfect electric conductivity of the boundaries,

n× Ẽn(r) = 0 on ∂Ωwall (3.19)

holds for the 3D eigenmodes. Following Section 3.1, perfect magnetic conducting
boundary conditions

n · Ẽn(r) = 0 on ∂Ωprts (3.20)

are enforced for the 3D eigenmodes on the port planes. The latter boundary condi-
tion directly corresponds to (3.8). Similar to port modes satisfying the 2D Helmholtz
equation (2.46), the eigenmodes satisfying the 3D Helmholtz equation neither de-
pend on frequency nor on time, but on the shape of the RF structure. Therefore,
they can be employed for field expansions in frequency and in time domain.

The substitution of electric fields in the wave equation (2.20) for a charge-free
domain (ρ(r, t) = 0) by the approach (3.18) delivers

Ne∑

n=1

1√
2Wn

(
∆Ẽn(r)xn(t)− εµ Ẽn(r)

∂2

∂t2
xn(t)

)
= µ

∂

∂t
Jic(r, t) (3.21)

assuming convection and Ohmic current densities to be equal to zero. As the eigen-
modes Ẽn(r) satisfy the 3D Helmholtz equation, ∆Ẽn(r) can be replaced in (3.21)
by −ω̃2

nεµ Ẽn(r):

Ne∑

n=1

Ẽn(r)√
2Wn

(
ω̃2
n xn(t) +

∂2

∂t2
xn(t)

)
= −1

ε

∂

∂t
Jic(r, t). (3.22)

Due to this step the spatial derivatives are excluded and an ordinary differential
equation arises. Next, (3.22) is multiplied with the `th normalized eigenmode
Ẽ`(r)/

√
2W` and integrated over the entire volume Ω:

Ne∑

n=1

1

2
√
WnW`

˚

Ω

Ẽ`(r) · Ẽn(r) dV

(
ω̃2
n xn(t) +

∂2

∂t2
xn(t)

)

= −1

ε

∂

∂t

˚

Ω

Ẽ`(r) · Jic(r, t)√
2W`

dV .

(3.23)

On account of the orthogonality of the 3D eigenmodes (2.74), the volume integral
is equal to zero for n 6= ` and equal to 2Wn/ε for n = `. Therefore, only the nth
term is left from the summation on the left-hand side of (3.23) and

(
ω̃2
n xn(t) +

∂2

∂t2
xn(t)

)
= − ∂

∂t

˚

Ω

Ẽn(r) · Jic(r, t)√
2Wn

dV (3.24)
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is obtained. The excitation current density Jic(r, t) is a superposition of the impressed
current densities (refer to (3.10)). At the pth port Mp modal currents are assigned,
so that the total excitation current density is given by:

Jic(r, t) =
P∑

p=1

Mp∑

m=1

Jprt,p,m(r) ip,m(t). (3.25)

These currents generate the required tangential magnetic fields4 on Γprt,p which are
not covered by the 3D eigenmodes due to the PMC boundary condition (3.20). As
mentioned in Section 3.1, the spatial-dependent current patterns Jprt,p,m(r) are only
non-zero in the port planes Γprt,p. Therefore, the volume integral on the right-hand
side of (3.24) can be reduced to integrals over port surfaces:

˚

Ω

Ẽn(r) · Jic(r, t)√
2Wn

dV =

−
P∑

p=1

Mp∑

m=1

1√
2Wn

¨

Γprt,p

Ẽn(rt) · Lt,p,m(rt) dA

︸ ︷︷ ︸
hn,p,m

ip,m(t).
(3.26)

The scalar constants hn,p,m quantify the interaction between the mth 2D port mode
at port p and the nth 3D eigenmode. Replacing the integral in (3.24) by (3.26) and
employing the definition of the scalar constants yields

(
ω̃2
n xn(t) +

d2

dt2
xn(t)

)
=

P∑

p=1

Mp∑

m=1

hn,p,m
d

dt
ip,m(t). (3.27)

This equation describes the evolution of the transient weighting factors xn(t) of the
3D eigenmodes due to modal current excitations at the waveguide ports.

To establish the relationship between the transient weighting factors xn(t) and the
voltages at the waveguide ports, (3.6) is recalled and modified so that the voltage of
the mth mode at the pth port can be determined. Subsequently, the electric fields

4Computing the magnetic fields in the RF structure by means of Faraday’s law of induction and
the ansatz (3.18) does not deliver correct results for the tangential magnetic field on the surfaces
of the waveguide ports, because the eigenmodes are chosen such that their tangential magnetic
field is zero on Γprt,p. The missing tangential magnetic fields on Γprt,p need to be constructed
based on the surface currents Jic(r, t).
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are replaced by the ansatz (3.18):

vp,m(t) =

¨

Γprt,p

E(rt, t) · Lt,p,m(rt) dA

=
Ne∑

n=1

1√
2Wn

¨

Γprt,p

Ẽn(rt) · Lt,p,m(rt) dA

︸ ︷︷ ︸
hn,p,m

xn(t)
(3.28)

First-Order State-Space System

To generate a first-order state-space system, (3.27) is integrated with respect to
time: (

ω̃nx̂n(t) +
d

dt
xn(t)

)
=

P∑

p=1

Mp∑

m=1

hn,p,m ip,m(t), (3.29)

where
d

dt
x̂n(t) = ω̃n xn(t). (3.30)

The integration constants are set to zero as it is assumed that the excitation currents
are equal to zero before the initial time t0. Collecting (3.29) and (3.30) for Ne

considered 3D eigenmodes delivers the state equation

d

dt




x̂1(t)
x1(t)
x̂2(t)
x2(t)

...
x̂Ne(t)
xNe(t)




︸ ︷︷ ︸
xfc(t)

=




0 ω̃1 0 0 . . . 0 0
−ω̃1 0 0 0 . . . 0 0

0 0 0 ω̃2 . . . 0 0
0 0 −ω̃2 0 . . . 0 0
...

...
...

...
. . .

...
...

0 0 0 0 0 ω̃Ne

0 0 0 0 . . . −ω̃Ne 0




︸ ︷︷ ︸
Afc




x̂1(t)
x1(t)
x̂2(t)
x2(t)

...
x̂Ne(t)
xNe(t)




︸ ︷︷ ︸
xfc(t)

+




0 . . . 0 . . . 0 . . . 0
h1,1,1 . . . h1,1,M1 . . . h1,P,1 . . . h1,P,MP

0 . . . 0 . . . 0 . . . 0
h2,1,1 . . . h2,1,M1 . . . h2,P,1 . . . h2,P,MP

...
...

...
...

...
...

0 . . . 0 . . . 0 . . . 0
hNe,1,1 . . . hNe,1,M1 . . . hNe,P,1 . . . hNe,P,MP




︸ ︷︷ ︸
Bfc




i1,1(t)
...

i1,M1(t)
...

iP,1(t)
...

iP,MP
(t)




︸ ︷︷ ︸
i(t)

.

(3.31)
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To derive the corresponding output equation, (3.28) is collected for all modal volt-
ages and all 3D eigenmodes by




v1,1(t)
...

v1,M1(t)
...

vP,1(t)
...

vP,MP
(t)




︸ ︷︷ ︸
v(t)

=




0 h1,1,1 0 h2,1,1 . . . 0 hNe,1,1
...

...
...

...
...

...
0 h1,1,M1 0 h2,1,M1 . . . 0 hNe,1,M1

...
...

...
...

...
...

0 h1,P,1 0 h2,P,1 . . . 0 hNe,P,1
...

...
...

...
...

...
0 h1,P,MP

0 h2,P,MP
. . . 0 hNe,P,MP




︸ ︷︷ ︸
Cfc




x̂1(t)
x1(t)
x̂2(t)
x2(t)

...
x̂Ne(t)
xNe(t)




︸ ︷︷ ︸
xfc(t)

. (3.32)

The statements (3.31) and (3.32) are referred to as the first-order state-space equa-
tion of a lossless RF structure arising from the continuous case. The subscript “fc”
of the respective matrices and vectors highlights that these quantities belong to the
first-order system received from the continuous case. The state-space system has
Nf = 2Ne degrees of freedom (xfc ∈ R2Ne), the output matrix is the transposed
of the input matrix (Cfc = BT

fc ∈ RNt×2Ne), the sparse system matrix is skew-
symmetric (Afc = −AT

fc ∈ R2Ne×2Ne), and the direct input-output link equals zero
(Dfc = 0 ∈ RNt×Nt).

Second-Order State-Space System

The statement (3.27) is directly expressible for Ne considered 3D eigenmodes as the
second-order system

d2

dt2




x1(t)
x2(t)

...
xNe(t)




︸ ︷︷ ︸
xsc(t)

=




−ω̃2
1 0 . . . 0

0 −ω̃2
2 . . . 0

...
...

. . .
...

0 0 . . . −ω̃2
Ne




︸ ︷︷ ︸
Asc




x1(t)
x2(t)

...
xNe(t)




︸ ︷︷ ︸
xsc(t)

+




h1,1,1 . . . h1,1,M1 . . . h1,P,1 . . . h1,P,MP

h2,1,1 . . . h2,1,M1 . . . h2,P,1 . . . h2,P,MP

...
...

...
...

...
...

hNe,1,1 . . . hNe,1,M1 . . . hNe,P,1 . . . hNe,P,MP




︸ ︷︷ ︸
Bsc

d

dt




i1,1(t)
...

i1,M1(t)
...

iP,1(t)
...

iP,MP
(t)




︸ ︷︷ ︸
i(t)

.

(3.33)
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Based on (3.28) and the state-vector xsc(t), the corresponding output equation reads
as 



v1,1(t)
...

v1,M1(t)
...

vP,1(t)
...

vP,MP
(t)




︸ ︷︷ ︸
v(t)

=




h1,1,1 h2,1,1 . . . hNe,1,1
...

...
...

h1,1,M1 h2,1,M1 . . . hNe,1,M1

...
...

...
h1,P,1 h2,P,1 . . . hNe,P,1

...
...

...
h1,P,MP

h2,P,MP
. . . hNe,P,MP




︸ ︷︷ ︸
Csc




x1(t)
x2(t)

...
xNe(t)




︸ ︷︷ ︸
xsc(t)

. (3.34)

The subscript “sc” denotes that the matrices and vectors belong to the second-order
system arising from the continuous case. This second-order system has Ne degrees
of freedom (xsc ∈ RNe). The output matrix is the transpose of the input matrix
(Csc = BT

sc ∈ RNt×Ne). The state matrix Asc is a diagonal matrix and therefore
it is symmetric (Asc = AT

sc ∈ RNe×Ne). Moreover, Asc is negative semidefinite
(xT

sc Asc xsc ≤ 0∀xsc) (see Appendix C.3) and the direct input-output link equals
zero (Dsc = 0 ∈ RNt×Nt).

3.2.2 State Matrices Arising from Discrete Case

This subsection follows [40, 41] and discusses the generation of state-space systems
for lossless RF structures directly arising from the FIT approach (refer to Chap-
ter 2.2). Constructing the state-space systems from the discrete case requires the
FIT matrices which are obtained from the discretization of the geometry under
concern.

First-Order State-Space System

To formulate the FIT equations in terms of a state-space model, the magnetic fluxes
in the discrete induction law (2.24) are replaced by the magnetic grid voltages using
(2.41). In addition, the electric fluxes in the discrete form of Ampére’s law (2.25)
are replaced by the electric grid voltages employing (2.39). Both equations can be
combined to

d

dt

(
_e(t)
_

h(t)

)
=

(
0 M−1

ε CT

−M−1
µ C 0

)(
_e(t)
_

h(t)

)
−
(
M−1

ε

__

j ic(t)
0

)
(3.35)

assuming the convection grid currents
__

j cc(t) to be equal to zero. Moreover, on

account of the absence of losses, the Ohmic grid currents
__

j σ(t) are zero as well.
In contrast to Section 2.2, time-dependent quantities are highlighted accordingly
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3 System Theory and Model Order Reduction

in (3.35). The matrices Mε and Mµ are diagonal and therefore they are easily
invertible. The excitation current densities are determined by means of the mapping

−
__

j ic(t) = RDβ i(t). (3.36)

The vector i(t) comprises the modal excitation currents. Similar to the continuous
case (3.10), the statement (3.36) impresses currents on the surfaces of the waveguide
ports according to the considered 2D port modes. The output equation correspond-
ing to (3.35) is given by

v(t) =
(
RT 0

)(_e(t)
_

h(t)

)
. (3.37)

The matrix R ∈ R3Np×Nt contains the field patterns of the 2D port modes which
arise from the FIT analogon of the 2D Helmholtz equation (2.46) on the cross
sections of the ports. A rigorous discussion about determining the 2D port modes
by means of FIT can be found in [42, 60] whereas the generation of R is specified
in detail in [41, 42]. The diagonal matrix Dβ ∈ RNt×Nt contains coefficients for
a grid dispersion correction [41, 42, 60]. This dispersion correction is necessary
because excitation currents and grid voltages are not defined at the same place in
the discretized space: Electric grid voltages are defined along edges of the primary
grid G and excitation currents flow through facets of the dual grid G̃. Thus, modal
voltages and modal currents are not allocated in the same plane. However, for
sufficiently small edge lengths of the grid, the grid dispersion matrix tends to the
identity matrix, i.e. Dβ → I. Assuming the dispersion correction matrix to be equal
to the identity matrix and introducing the state

(
_e′(t)
_

h
′
(t)

)
=

(
M1/2

ε 0

0 M1/2
µ

)(
_e(t)
_

h(t)

)
(3.38)

in (3.35) and (3.37) results in

d

dt

(
_e′(t)
_

h
′
(t)

)

︸ ︷︷ ︸
xfd(t)

=

(
0 M−1/2

ε CTM−1/2
µ

−M−1/2
µ CM−1/2

ε 0

)

︸ ︷︷ ︸
Afd

(
_e′(t)
_

h
′
(t)

)

︸ ︷︷ ︸
xfd(t)

+

(
M−1/2

ε R
0

)

︸ ︷︷ ︸
Bfd

i(t)

(3.39)

with

v(t) =
(
RTM−1/2

ε 0
)

︸ ︷︷ ︸
Cfd

(
_e′(t)
_

h
′
(t)

)

︸ ︷︷ ︸
xfd(t)

. (3.40)
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3.3 Important Properties of State-Space Systems

The state-space system is a first-order system, which is obtained from the discrete
case. It has Nf = 6Np degrees of freedom (xfd(t) ∈ R6Np). The output matrix is the
input matrix transposed (Cfd = BT

fd ∈ RNt×6Np), the sparse state matrix is skew-
symmetric5 (Afd = −AT

fd ∈ R6Np×6Np), and the direct input-output link is equal to
zero (Dfd = 0 ∈ RNt×Nt).

Second-Order State-Space System

To derive the second-order state-space system from the discrete case, the first row
of the block equation (3.39) is derived with respect to time:

d2

dt2
_e′(t) = M−1/2

ε CTM−1/2
µ

d

dt

_

h
′
(t) + M−1/2

ε R d

dt
i(t). (3.41)

Subsequently, the second row of (3.39)

d

dt

_

h
′
(t) = −M−1/2

µ CM−1/2
ε

_e′(t) (3.42)

is employed to replace the time derivative of
_

h
′
(t) in (3.41). This results in the

second-order state equation of the system which is obtained from the discrete case:

d2

dt2
_e′(t)︸︷︷︸
xsd(t)

= −M−1/2
ε CTM−1

µ CM−1/2
ε︸ ︷︷ ︸

Asd

_e′(t)︸︷︷︸
xsd(t)

+M−1/2
ε R︸ ︷︷ ︸
Bsd

d

dt
i(t). (3.43)

The corresponding output equation arises from (3.40) and is given by

v(t) = RTM−1/2
ε︸ ︷︷ ︸

Csd

_e′(t)︸︷︷︸
xsd(t)

. (3.44)

This system is equipped with Ns = 3Np degrees of freedom (xsd(t) ∈ R3Np). The
output matrix is the transpose of the input matrix (Cfd = BT

fd ∈ RNt×3Np) just as
in all previous cases. The sparse state matrix is symmetric (Asd = AT

sd ∈ R3Np×3Np)
and negative semidefinite (xT

sd Asd xsd ≤ 0 ∀xsd) (see Appendix C.3). The direct
input-output link is equal to zero (Dfd = 0 ∈ RNt×Nt).

3.3 Important Properties of State-Space Systems

After the introduction of state-space systems and the derivation of state matrices
dedicated to RF structures, some general concepts are discussed for the sake of
completeness. The subsection follows [65, 67].

5It should be stressed that the symmetrization is straightforward in FIT due to the diagonal-
ity of Mε and Mµ. However, this symmetrization is computationally demanding for other
discretization approaches such as the FEM.
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3.3.1 Lumped and Distributed Systems

A system with an infinite number of states or degrees of freedom is called distributed
system. Typically, the modeling of processes which are governed by partial differ-
ential equations, results in distributed systems. The state-space equations (3.31)
- (3.32) and (3.33) - (3.34) resulting from Maxwell’s equations are distributed sys-
tems because the number of states tends to infinity for a complete 3D eigenmode
expansion. Distributed systems are difficult to handle and therefore they are typi-
cally approximated by systems with a finite number of states. These so-called lumped
systems are obtained from distributed systems by, for example, the simple restriction
to a finite number of 3D eigenmodes in the expansions (3.18) or the discretization
of the continuous space as it is sketched in Section 2.2.

3.3.2 Causality of Systems

A dynamical system is said to be causal or nonanticipatory if the present output
v(t) solely depends on previous inputs6 and present inputs i(t) and not on future
inputs i(t+ T ), with T > 0 s. A non-causal system has the ability to predict future
inputs. All physical processes however do not have this property and are inherently
causal. A system is said to be strictly causal if the present output v(t) depends
solely on previous inputs. The state-space systems for RF structures derived in
Section 3.2 are strictly causal as their direct input-output link equals zero (Df = 0)
so that their output v(t) exclusively depends on the state x(t).

Despite the fact that causality is a crucial constraint for time-domain formulations,
frequency-domain approaches do not rely on the principle of causality. In [39], the
concept of inverse lengths is introduced to de-embed the properties of waveguides
with constant cross section in scattering parameters. Inverse lengths however violate
causality principles. Nonetheless, the concept of inverse lengths is successful for
frequency-domain computations as demonstrated in e.g. [1].

3.3.3 Stability of Systems

Stability is a key property for state-space models. However, there is no unique
definition of stability in the theory of linear systems. A system is, for example,
bounded-input bounded-output (BIBO) stable if every bounded excitation ‖i(t)‖ re-
sults in a bounded response ‖v(t)‖. In contrast, internal stability is focussed on
the non-excited system, i.e. i(t) = 0. The zero-input response of first- or second-
order state-space equations is said to be marginally stable if every finite initial state
‖x(t = 0)‖ = ‖x0‖ results in a bounded response. It is said to be asymptotically
stable if every finite initial state ‖x0‖ results in a bounded response which tends to
zero as time tends to infinity, i.e. limt→∞ x(t) = 0. The internal stability is a more

6Previous inputs are reflected in the states xf(t) and xs(t).
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profound demand, because instabilities, which are not excited by the input signal,
are detectable. However, BIBO stability does not follow from internal stability.

Internal Stability Consideration for First-Order State-Space Systems

The derived state matrices Af of first-order state-space systems for lossless RF struc-
tures are real-valued, skew-symmetric and the number of rows and columns is even.
Following a spectral theorem [57, pp. 661 - 662], these matrices can be decomposed7

in the form Af = QfΛfQ
T
f . The matrix Qf is real-valued and orthogonal and

Λf = diag
( (

0 ω̃1
−ω̃1 0

)
,
(

0 ω̃2
−ω̃2 0

)
, . . .

)
(3.45)

is a block diagonal matrix holding the real-valued resonant frequencies ω̃n of the 3D
eigenmodes of the (continuous or discretized) RF structure. Employing this matrix
decomposition to replace Af in the first-order state equation without excitation and
multiplying QT

f from left-hand side delivers

d

dt
QT

f xf(t)︸ ︷︷ ︸
yf(t)

= QT
f Qf︸ ︷︷ ︸
I

Λf QT
f xf(t)︸ ︷︷ ︸
yf(t)

(3.46)

with the new state vector

yf(t) = QT
f xf(t) =

(
ŷf,1(t), yf,1(t), ŷf,2(t), yf,2(t), . . .

)T
. (3.47)

Due to the block diagonal form of the matrix Λf , the new states are only coupled
pairwise:

d

dt
ŷf,n(t) = ω̃n yf,n(t), (3.48)

d

dt
yf,n(t) = −ω̃n ŷf,n(t). (3.49)

This coupled system of differential equations is a second-order representation of
the commonly known harmonic oscillator. The real-valued solution of the coupled
system is given by

ŷf,n(t) = Πn sin (ω̃nt)−Ψn cos (ω̃nt) , (3.50)

yf,n(t) = Πn cos (ω̃nt) + Ψn sin (ω̃nt) . (3.51)

7For the first-order state matrix Afc from the continuous consideration the decomposition is
trivial, because the matrix is already in the form of (3.45), so that Qfc = I and Λfc = Afc. In
contrast, the discussion is of theoretical nature for Afd due to the numerical effort to compute
the described decomposition for large skew-symmetric matrices of general form.
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Here, Πn and Ψn are constants which are determined by the initial conditions. Based
on the skew symmetry of the state matrix Af , the consideration shows that the states
yf(t) remain bounded (but do not tend to zero for t → ∞), if the initial constants
Πn and Ψn are finite. In this case, the original states xf(t) = Qf yf(t) are bounded as
well. Therefore, first-order state-space systems with skew-symmetric state matrices
are internally marginally stable.

Internal Stability Consideration for Second-Order State-Space Systems

The state matrix of the second-order state-space systems for lossless RF structures is
real-valued, symmetric, and negative semidefinite. Thus, its eigendecomposition8 is
given by As = QsΛsQ

T
s . The orthogonal matrix Qs holds the real-valued eigenvec-

tors and the diagonal matrix Λs the real-valued eigenvalues on the main diagonal.
Due to the symmetry and the negative semidefiniteness of As its eigenvalues are
real-valued and smaller than or equal to zero (refer to Appendix C.3.2). As a mat-
ter of fact, the negative squares of the resonant frequencies of the 3D eigenmodes
of the (continuous or discretized) RF structure are contained on the main diago-
nal: Λs = diag (−ω̃2

1,−ω̃2
2, . . .). Using the eigendecomposition to replace As in the

second-order state equation without excitation and multiplying QT
s from left-hand

side, yields
d2

dt2
QT

s xs(t)︸ ︷︷ ︸
ys(t)

= QT
s Qs︸ ︷︷ ︸
I

Λs QT
s xs(t)︸ ︷︷ ︸
ys(t)

, (3.52)

where ys(t) is the new state vector determined by ys(t) = QT
s xs(t). On account of

the diagonality of the new state matrix, the states ys(t) are not mutually coupled.
Writing (3.52) for the nth state gives

d2

dt2
ys,n(t) + ω̃2

n ys,n(t) = 0. (3.53)

This equation is a second-order representation of the harmonic oscillator. The gen-
eral real-valued solution of this differential equation is given by

ys,n(t) = Πn cos (ω̃nt) + Ψn sin (ω̃nt) . (3.54)

The constants Πn and Ψn are determined by the initial conditions. The solution
conveys that the states ys,n(t) are bounded, if the coefficients Πn and Ψn are finite.
In this case the original states xs(t) = Qsys(t) remain bounded as well. Therefore,
second-order state-space systems with a symmetric and negative-semidefinite state
matrix are internally marginally stable.

8For the state matrix Asc from the continuous consideration the eigendecomposition is straight-
forward, because the matrix is already diagonal, so that Qsc = I and Λsc = Asc. In contrast,
the consideration is of formal nature for Asd, because it is not practical to compute complete
eigendecompositions of large matrices.
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3.3.4 Frequency-Domain Transfer Functions

Frequency-domain transfer functions of multiport networks as depicted in Figure 3.4
are important to characterize the relationship between the scalar quantities assigned
to the individual port modes at the different ports. These relations are expressed
by frequency-dependent matrices which are commonly known as network matri-
ces. Aside from computing network matrices with analytical or numerical methods,
they can be recorded by means of vector network analyzers. The current thesis is
restricted to impedance and scattering parameters despite the fact that literature
[33, 54, 55] defines a set of further network matrices. As a matter of fact, the network
matrices can be transferred from one into the other.

Impedance Parameters

Impedance parameters relate modal voltages v to modal currents i at the ports of
the device under test. To determine the impedance matrix, the second-order state
equation9 is transformed to frequency domain:

(jω)2

︸ ︷︷ ︸
−ω2

xs = As xs + Bs jω i, (3.55)

where jω is the complex angular frequency. Subsequently, this equation is sorted
for the complex-valued state vector:

xs =
(

(jω)2

︸ ︷︷ ︸
−ω2

I−As

)−1

Bs jω i. (3.56)

The complex state xs is replaced in the frequency-domain transform of the second-
order output equation, so that

v = BT
s

(
(jω)2 I−As

)−1
Bs jω︸ ︷︷ ︸

=:Z(jω)

i (3.57)

is obtained. The arising impedance matrix

Z(jω) =




z1,1,1,1(jω) . . . z1,1,1,M1
(jω) . . . z1,1,P,MP

(jω)
...

. . .
...

...
z1,M1,1,1

(jω) . . . z1,M1,1,M1
(jω) . . . z1,M1,P,MP

(jω)
...

...
. . .

...
zP,MP ,1,1

(jω) . . . zP,MP ,1,M1
(jω) . . . zP,MP ,P,MP

(jω)




(3.58)

9The derivation employing the first-order system delivers the same impedance matrix Z(jω).
However, in such cases a linear system of equations with complex coefficients and twice as
many degrees of freedom has to be solved in general for each complex angular frequency jω.
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is continuous in the complex angular frequency jω and allows for the determination
of the terminal voltages based on current excitations. According to (3.57), the
evaluation of Z(jω) ∈ CNt×Nt for a specific complex angular frequency jω requires
the solution of a linear system of equations with real-valued coefficients.

Due to the linearity of Maxwell’s equations, the voltage at each terminal is a linear
superposition of the inflowing currents at all ports multiplied with the corresponding
impedance coefficients zp,m,η,ν(jω). Each coefficient is determined by the voltage
V p,m of the mth mode at the pth port normalized to the current Iη,ν of the νth
mode at the ηth port if all other currents are equal to zero:

zp,m,η,ν(jω) =
V p,m

Iη,ν

∣∣∣∣
Ik,g(jω)=0 ∀ (k,g)6=(η,ν)

. (3.59)

If the waveguide ports are only equipped with one 2D port mode each, the indices
addressing the port modes are omitted in order to have a compact notation, e.g.
zp,η(jω) is the modal voltage V p at the 2D port mode at port p normalized with
respect to the excitation current Iη at the 2D port mode at port η.

The formula (3.57) defining the frequency-dependent impedance matrix can be
modified by means of the eigendecomposition As = QsΛsQ

T
s (refer to Subsec-

tion 3.3.3) as follows:

Z(jω) = BT
s

(
(jω)2 I−QsΛsQ

T
s

)−1
Bs jω

= BT
s Qs︸ ︷︷ ︸
GT

(
(jω)2 I−Λs

)−1
QT

s Bs︸ ︷︷ ︸
G

jω =
N∑

n=1

jω

(jω)2 + ω̃2
n

gT
r,ngr,n.

(3.60)

The vector gr,n is the nth row of the matrix G. The representation (3.60) reveals that
the impedance matrix is a summation of rational fractions. The resonant frequencies
ω̃n of each eigenmode of the structure correspond to a pole in the impedance matrix.
For the second-order state-space system arising from the continuous consideration
(Ns = Ne →∞) the matrix

(
gT

r,ngr,n

)
∈ RNt×Nt is explicitly given by

gT
r,ngr,n =




h2
n,1,1 . . . hn,1,M1hn,1,1 . . . hn,P,MP

hn,1,1
...

. . .
...

...
hn,1,1h1,1,M1 . . . h2

n,1,M1
. . . hn,P,MP

h1,1,M1

...
...

. . .
...

hn,1,1hn,P,MP
. . . hn,1,M1hn,P,MP

. . . h2
n,P,MP




(3.61)

with the constants specifying the interaction integrals (3.26) between the 3D eigen-
modes and the 2D port modes. Note that representations of the frequency-dependent
impedance matrix similar to (3.60) are available in [40, 41, 42, 43] as well.
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Another property of the impedance matrix is its symmetry Z(jω) = ZT(jω) which
is a consequence of the reciprocity of Maxwell’s equations [54, pp. 235 - 236]. More-
over, the real part of the impedance matrix equals zero for lossless structures [54,
pp. 236 - 237], i.e. < (Z(jω)) = 0.

Scattering Parameters

As mentioned in Section 2.3, voltages and currents are difficult to measure directly
in the microwave regime. Consequently, impedance parameters are not the preferred
formalism to describe the frequency-domain transfer properties of structures under
test. Scattering parameters are of broader practical relevance as they relate incident
and scattered wave amplitudes which can be measured. The definitions of normal-
ized wave amplitudes in Subsection 2.3.4 can be employed to express incident and
scattered waves in terms of voltages and currents. Writing (2.64) and (2.65) for all
Nt terminals of the RF structure yields

a =
1

2

(
D
− 1

2
Z (jω) v + D

1
2
Z(jω) i

)
, (3.62)

b =
1

2

(
D
− 1

2
Z (jω) v −D

1
2
Z(jω) i

)
. (3.63)

The vector

a =
(
a1,1, . . . , a1,M1

, . . . , aP,1, . . . , aP,MP

)T
(3.64)

collects the amplitudes of incident waves, whereas the vector

b =
(
b1,1, . . . , b1,M1

, . . . , bP,1, . . . , bP,MP

)T
(3.65)

holds the amplitudes of scattered waves. The matrix

DZ(jω) = diag
(
Z1,1(jω), . . . , Z1,M1

(jω), . . . , ZP,1(jω), . . . , ZP,MP
(jω)

)
(3.66)

contains the wave (for TE or TM modes) or the line impedances (for TEM modes)
of the respective 2D port modes on the main diagonal.

The impedance matrix formulation (3.57) can be transferred to the scattering
matrix formulation

b =

[(
D
− 1

2
Z (jω) Z(jω) D

− 1
2

Z (jω) + I
)−1(

D
− 1

2
Z (jω) Z(jω) D

− 1
2

Z (jω)− I
)]

︸ ︷︷ ︸
S(jω)

a (3.67)

based on (3.62) and (3.63). Similar to the impedance matrix, the arising complex
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scattering matrix

S(jω) =




s1,1,1,1(jω) . . . s1,1,1,M1
(jω) . . . s1,1,P,MP

(jω)
...

. . .
...

...
s1,M1,1,1

(jω) . . . s1,M1,1,M1
(jω) . . . s1,M1,P,MP

(jω)
...

...
. . .

...
sP,MP ,1,1

(jω) . . . sP,MP ,1,M1
(jω) . . . sP,MP ,P,MP

(jω)




(3.68)

is a function in the complex angular frequency jω. The entries on the main diagonal
of S(jω) ∈ CNt×Nt are referred to as reflection coefficients. The scattering matrix
formulation (3.67) states that the scattered wave amplitudes are superpositions of
the incident wave amplitudes multiplied with the respective scattering coefficients.
Every scattering coefficient is determined by the scattered wave amplitude bp,m of
the mth 2D mode at the pth port normalized to the incident wave amplitude aη,ν at
the νth mode at the ηth port if all other incident wave amplitudes equal zero, i.e.

sp,m,η,ν(jω) =
bp,m
aη,ν

∣∣∣∣
ak,g=0∀ (k,g) 6=(η,ν)

. (3.69)

In close analogy to the impedance parameters, the scattering parameter notation is
shortened, if the waveguide ports are solely equipped with one 2D port mode. In
that case sp,η(jω) is the amplitude bp of the wave scattered in the 2D port mode at
port p normalized with respect to the amplitude aη of the incident wave at port η.

3.4 Model Order Reduction of State-Space

Systems

As previously mentioned, state-space equations arising from partial differential equa-
tions have many degrees of freedom, on account of the distributedness of the under-
lying physical phenomena. Even for very simple RF structures, such as waveguides
with constant cross section, a large number of 3D eigenmodes (and therefore a large
number of degrees of freedom) is required to ensure that the truncation error of
the series expansion (3.18) is small10. For more sophisticated geometries such as
elliptical shaped RF cavities with couplers, no closed analytical formula for the
eigenmodes is available. In these cases, the state-space equations are generated
using discretization approaches which lead to state-space equations with several
million unknowns. Dealing with these large state-space models is demanding. For
instance, the computation of field distributions (3.56) and secondary quantities such
as impedance parameters (3.57) requires the solution of a large system of equations

10Refer to Appendix C.1 for convergence properties of 3D eigenmode expansions.
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for every complex angular frequency jω. Moreover, the determination of transient
system responses based on large state-space models is expensive because matrix vec-
tor multiplications with large matrices and vectors have to be performed for each
discrete time step.

Fortunately, the behavior of the state-space model is only of interest in a certain
frequency interval. This restriction allows for an approximation of the full state-
space models by state-space models with a drastically reduced number of degrees
of freedom or states. The smaller models are often referred to as reduced-order
models. Model order reduction algorithms are an active field of research and enable
the automatic generation of reduced-order models which still approximate the main
features of the full model in a restricted frequency interval. These algorithms require
as input: The full model to be approximated, the frequency interval of interest, and
a suitable stopping criterion for specifying the quality of the approximation. It is
obvious that the demand for a reduced-order model with a better accuracy leads to
more degrees of freedom. In the actual thesis, the following requirements are set to
the model order reduction approach.

1. The approximation error should be small, although the number of degrees of
freedom of the reduced-order model should be small as well.

2. The internal stability of the reduced-order model has to be preserved.

3. The reduced-order model should allow for reconstructing the field distribution
inside the structure.11

4. The model order reduction approach should be reliable and computationally
efficient.

3.4.1 Model Order Reduction by Projection

Following [68], reduction methods are based on a projection of the full state-space
into a reduced space. The fundamental idea of this projection is explained with a
second-order state-space system such as (3.33) - (3.34) or (3.43) - (3.44). The second-
order systems are the preferred representation for the model order reduction, because
the reduction can be performed by means of solving linear systems of equations with
real-valued coefficients and half the number of degrees of freedom when comparing
with the first-order representation. The projection methods are described by the
rectangular matrices Vsr ∈ RNs×Nsr and Wsr ∈ RNsr×Ns with WT

srVsr = I ∈ RNsr×Nsr .
The subscript “sr” indicates that the matrices refer to a second-order system and
they are reduction matrices. From the previous considerations it is obvious that
the number of states Nsr of the reduced model should be much smaller than the

11Some model order reduction approaches solely aim at the determination of secondary quantities
such as frequency-domain transfer functions.
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number of states Ns of the full model, i.e. Ns � Nsr. The model order reduction is
accomplished by expressing the full state in terms of the mapping

xs(t) = Vsr xsr(t), (3.70)

where xs(t) denotes the full state vector of the second-order system and xsr(t) the
reduced state vector accordingly. In a subsequent step, (3.70) is used to substitute
the state vector in the second-order system. Then, the resulting state equation is
multiplied from the left-hand side with WT

s . This delivers the reduced state-space
system

WT
s Vs︸ ︷︷ ︸
I

d2

dt2
xsr(t) = WT

s AsVs︸ ︷︷ ︸
Asr

xsr(t) + WT
s Bs︸ ︷︷ ︸

Bsr

d

dt
i(t), (3.71)

v(t) = BT
s Vs︸ ︷︷ ︸
BT

sr

xsr(t). (3.72)

Literature proposes a large number of ways to generate the matrices Wsr and Vsr

based on the characteristics of the full system [68].
Despite the fact that the introduced reduction approach with the matrices Vsr

and Wsr is very flexible, it does not guarantee the stability of the reduced-order
model. The choice Vsr = Wsr enforces the system matrix of the reduced second-
order system to be symmetric (Asr = AT

sr), because of As = AT
s . Moreover, on

account of the negative semidefiniteness of As, Asr is negative semidefinite as well
(refer to Appendix C.1). Therefore, the reduced model inherits the internal marginal
stability (refer to Subsection 3.3.3) from the full model for Vsr = Wsr.
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4 Compact State-Space Models
for Complex Structures

Model order reduction is often not suitable right away for state-space models arising
from very large and complex RF structures (e.g. the third-harmonic cavity strings
of FLASH or of the European XFEL), due to the size of the resulting state-space
systems (refer to the discussions in Section 1.3 and Section 1.4). This chapter intro-
duces the State-Space Concatenation approach (SSC) which overcomes the problem
of high computational demands for generating compact (reduced-order) state-space
systems for large and complex structures. To the author’s best knowledge, the SSC
approach is one of the original contributions of the thesis. Section 4.1 describes the
decomposition of the large structure into segments and Section 4.2 the model order
reduction technique used to determine a compact model for each segment. Sub-
sequently, Section 4.3 discusses the concatenation of the individual reduced-order
state-space models in such a way that a reduced-order model of the entire structure
arises. Section 4.4 illustrates the further reduction of this model and Section 4.5 in-
troduces different representations of this final state-space model. Section 4.6 depicts
how this final reduced-order model is used to determine RF properties of the full
structure, such as field distributions, impedance parameters, and external quality
factors.

It should be mentioned that for simple RF structures, whose state-space systems
allow for a direct reduction of model order, Section 4.1, Section 4.3, and Section 4.5
can be skipped. The methods depicted in Section 4.6 are applicable to compact
models which directly arise from MOR as well.

4.1 Decomposition of RF Structure and

Description of Segments

This section corresponds to Step I in the high-level chart presented in Figure 1.1.
For reasons of clarity, the decomposition of an RF structure is discussed with the
help of the example shown in Figure 3.3. Figure 4.1 shows the decomposition of
the example structure into segments, namely a 3 dB power splitter (r = 1), wave-
guide bendings (r = 2 and r = 3), and rectangular waveguides with uniform cross
section (r = 4 and r = 5). Here, r denotes the index of the segments. The
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Figure 4.1: Rectangular waveguide structure serving as a decomposition example (refer
to Figure 3.3). The decomposition planes are indicated by dashed lines. Waveguide
ports employed to excite the structure are indicated in terms of green lines. The index
r is assigned to every segment. The segment r = 1 is a 3 dB power splitter, r = 2 and
r = 3 are waveguide bendings, and r = 4 and r = 5 are rectangular waveguides with
uniform cross section.

dashed lines show the cut planes. At each cut plane waveguide ports are assigned.
In addition, waveguide ports to excite the entire structure are located at the green
lines. All respective 2D port modes Lt,m(rt) are determined by the cross section of
the cut planes. Figure 4.2 shows the abstract counterpart of the decomposed RF
structure. Every segment is indicated as a white box with terminals accounting for
the 2D port modes. The corresponding port voltages and currents are labeled by
vr,p,m(t) and ir,p,m(t) whereas the index r denotes the segment, p the port, and m
the port mode. At the pth waveguide port of the rth segment Mr,p port modes are
regarded. Ports generated by the decomposition are referred to as internal ports
(located at the dashed lines in Figure 4.1) whereas ports used to excite the entire
structure (located at the green lines in Figure 4.1) are referred to as external ports.
At internal ports the same number of 2D port modes is assigned on both sides of
the cut planes, i.e. M1,2 = M3,1, M1,3 = M2,1, M3,2 = M5,2, and M2,2 = M4,1 in
Figure 4.2. The choice of cut plane locations and the total number of cut planes
is a crucial issue for a reasonable decomposition. As a matter of fact, many cut
planes lead to small segments so that their numerical treatment is convenient. How-
ever, cut planes should be located at regions of uniform cross section to reduce
the number of port modes needed for the 2D field expansion on the cut planes.
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4.1 Decomposition of RF Structure and Description of Segments

Figure 4.2: Abstract counterpart of the decomposed RF structure depicted in Figure 4.1.
Each segment is indicated by a white box with terminals.

The choice of the decomposition plane locations distinguishes the proposed method
from classical mode matching techniques [34, 38] and is subsequently discussed in
a closer manner: Figure 4.3 shows two segments which are connected by a rectan-
gular waveguide with constant cross section (a = 22.86 mm and b = 10.16 mm) as
an example. Following (2.43) and (2.44), the electromagnetic fields in the region
of constant cross section can be expressed by a superposition of an infinite number
of waveguide modes with corresponding modal voltages and currents. If the char-
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zconst = 60mm
z

Figure 4.3: Close-up of two segments which are connected by a rectangular waveguide
with constant cross section (a = 22.86 mm and b = 10.16 mm). The cut plane (dashed
line) is located at the region of uniform cross section. The electromagnetic fields in the
region of constant cross section can be expressed by a superposition of waveguide modes.
The longitudinal dependences of the modal voltages of the first four waveguide modes
(refer to Table A.1) are sketched by the solid lines: blue TE10, red TE20, cyan TE01,
and green line TE11. The excitation takes place in the left segment with the frequency
12 GHz.

acterization of the RF structure is of interest in the frequency range fmin to fmax,
two sets of modes exist: one set whose cutoff frequency fco,m is smaller than fmax

(propagating waveguide modes) and one set whose cutoff frequency fco,m is larger
than fmax (evanescent waveguide modes). The solid lines in Figure 4.3 correspond
to the real parts of the frequency-domain modal voltages V +

m(z) of the first four
waveguide modes in the rectangular waveguide (cf. Table A.1), i.e. the solid lines

are proportional to <
{

exp
(
−γ

m
(jω)z

)}
. The frequency-domain voltages of the

waveguide modes emerge from a harmonic field excitation in the left segment with
f = fmax = 12 GHz. According to Table A.1, the TE10 mode (blue line) exclusively
belongs to the set of propagating modes. The TE20 mode (red line), the TE01 mode
(cyan line), and the TE11 mode (green line) belong to the set of evanescent modes.

Propagating waveguide modes have propagation constants with <
{
γ
m

(jω)
}

= 0

and do not experience an exponential decay along the region of constant cross sec-
tion. Thus, all 2D port modes which correspond to propagating waveguide modes
have to be regarded on the decomposition planes in general. In other words, all 2D
port modes with a cutoff frequency smaller than the largest considered frequency
are basically required for the field expansions on the cut planes. In addition, a finite
set of evanescent 2D waveguide modes is also required in general. In contrast to
propagating waveguide modes, evanescent modes have propagation constants with
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=
{
γ
m

(jω)
}

= 0 which results in an exponential decay of the field patterns along

the uniform cross section. The larger the cutoff frequency of the evanescent modes,
the faster the decay as depicted in Figure 4.3: the red curve refers to a mode with
fco,2 = 13.1174 GHz, the cyan to a mode with fco,3 = 14.7571 GHz, and the green
to a mode with fco,4 = 16.1489 GHz. The number of evanescent waveguide modes
necessary at the cut planes typically depends on the length of constant cross section
backward and forward of the cut planes. Qualitatively speaking, large lengths of
uniform cross section lead to a small number of evanescent modes needed on the
decomposition planes, because of the exponential decay. The influence of evanescent
port modes can be estimated for concrete geometries by the help of the transmission
coefficient

str,m(jω) = e−γm(jωmax)zconst (4.1)

deduced from (2.52). Here, zconst is the length of constant cross section backward and
forward of the cut planes and ωmax = 2πfmax. As there is no closed formula for the
number of 2D port modes to consider at the decomposition planes to reach a certain
accuracy, a convergence study has to be performed in practice. Alternatively, simple
validation structures which allow for a direct computation of the RF properties can
be used to estimate the number of 2D port modes required (see Chapter 6).

In contrast to internal waveguide ports, it is often sufficient to regard only one
port mode at each external waveguide port. As already discussed in Section 3.1, RF
structures are normally designed in such a way that only one mode propagates in
the frequency range of interest to have distinct propagation properties.

The RF properties of every segment of the decomposed structure are described
by means of the second-order state-space system

d2

dt2
xs,r(t) = As,r xs,r(t) + Bs,r

d

dt
ir(t), (4.2)

vr(t) = BT
s,r xs,r(t) (4.3)

arising either from analytical (see Subsection 3.2.1) or from discrete techniques (see
Subsection 3.2.2). The vectors ir(t) and vr(t) collect the transient modal currents
and voltages of the rth segment, i.e.

ir(t) =
(
ir,1(t), ir,2(t), . . . , ir,p(t), . . . , ir,Pr(t)

)T
, (4.4)

vr(t) =
(
vr,1(t),vr,2(t), . . . ,vr,p(t), . . . ,vr,Pr(t)

)T
, (4.5)

where Pr is the total number of ports at segment r. The vectors ir,p(t) ∈ RMr,p and
vr,p(t) ∈ RMr,p contain the quantities related to the pth waveguide port of the rth
segment:

ir,p(t) =
(
ir,p,1(t), ir,p,2(t), . . . , ir,p,m(t), . . . , ir,p,Mr,p(t)

)
, (4.6)

vr,p(t) =
(
vr,p,1(t), vr,p,2(t), . . . , vr,p,m(t), . . . , vr,p,Mr,p(t)

)
. (4.7)
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4.2 Generation of Compact Models

In the frame of the current thesis, a model order reduction approach based on an
incomplete eigenmode decomposition is used [40, 41, 42, 43]. The section corre-
sponds to the Step II and the Step IV in the top-level chart in Figure 1.1. Note
that the subscripts r, which denote that the state-space matrices in (4.2) - (4.3)
referring to the rth segment, are missing in this section. On the one hand, this en-
sures the compactness of the notation. On the other hand, the presented reduction
approach is later on applied to reduce the state-space model which results from the
concatenation, i.e. Step IV in Figure 1.1.

It follows from (3.60) that each eigenvalue of As corresponds to a pole in the
impedance spectrum. Thus, all eigenvectors of As whose corresponding eigenvalues
λn = −ω̃2

n satisfy ωmin ≤ ω̃n ≤ ωmax are computed by means of iterative algorithms
such as Arnoldi or Jacobi-Davidson methods. The incomplete set of computed
eigenvectors is listed as columns of the orthogonal matrix Qs,inc. Unfortunately, it is
not sufficient to restrict the algorithm to these eigenvalues and eigenvectors, because
the dynamical properties of the structure are still influenced by resonances whose
resonant frequencies are not in the interval of interest. This error induces a smooth
and bounded deviation of the transfer function of the reduced-order model, when
comparing with the nonreduced model (see Figure C.2 or [42, p. 94, Figure 6.4]).
To model the influence of the not considered eigenvectors, frequency-domain field
distributions in the segment are computed on equidistant angular frequency samples
ωi in the interval of interest by

xs,i =
(

(jωi)
2

︸ ︷︷ ︸
−ω2

i

I−As

)−1
Bs jωi. (4.8)

The involved matrix inversion is straightforward for state-space systems arising from
analytical techniques, because the matrices As = Asc ∈ RNe×Ne are diagonal. The
matrix inversion is not feasible for state-space systems generated by the FIT scheme
in general, because the symmetric matrices As = Asd ∈ R3Np×3Np have off-diagonal
bands and Np is typically larger than 5,000. In the case where the matrix inversion
is not feasible, (4.8) is determined by iterative solvers for linear real-valued systems
of equations. In order to reduce the number of required iteration steps, the previ-
ously computed incomplete set of eigenvalues and eigenvectors is used beforehand
to construct a reasonable initial guess. As a matter of fact, the computed states can
be considered as snapshots of the state-space model in frequency domain. These
snapshots are collected in a matrix as follows

Xs,sp = =
[(

xs,1

‖xs,1‖
,

xs,2

‖xs,2‖
, . . . ,

xs,i

‖xs,i‖
, . . .

)]
. (4.9)

The operator =(. . .) delivers the imaginary parts of the coefficients of a matrix. The
real parts are not of interest, because they are equal to zero according to (4.8), i.e.
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< (Xs,sp) = 0. After assembling the snapshot matrix, the economy size singular
value decomposition [69] of the block matrix [Qs,inc,Xs,sp] is performed:

UΣRT = [Qs,inc,Xs,sp] . (4.10)

Here, U is a real orthogonal matrix, Σ a rectangular diagonal matrix with non-
negative real numbers (the so-called singular values) on the diagonal, and R a real
quadratic matrix. The sampling frequencies and the total number of snapshots used
for the model order reduction is determined in a while-loop based on the accuracy
criterion εrd. Initially, two sampling angular frequencies are chosen for the snapshots
matrix Xs,sp such that ω1 = ωmin and ω2 = ωmax. If now the smallest singular value1

is larger than εrd, new snapshots are computed on frequencies in between the old
sampling frequencies. The new snapshots are attached to Xs,sp and the singular
value decomposition of the new matrix [Qs,inc,Xs,sp] is performed. This procedure is
iteratively repeated until the smallest singular value is smaller than or equal to εrd
or the maximal number of field computations is reached. The maximal number of
field computation is specified by the user when starting the model order reduction
script. In the case that the smallest singular value does not fall below the specified
accuracy criterion εrd and the maximal number of field computations is reached, the
iteration is stopped and the reduction script throws an error warning.

Based on the resulting matrix U the interims reduced-order model

d2

dt2
xsir(t) = UTAsU︸ ︷︷ ︸

Asir

xsir(t) + UTBs︸ ︷︷ ︸
Bsir

d

dt
i(t), (4.11)

v(t) = BT
s U︸ ︷︷ ︸

BT
sir

xsir(t) (4.12)

is generated. In order to diagonalize the state matrix of the reduced-order model,
the eigendecomposition Asir = QsirΛsirQ

T
sir is computed, where Λsir is a diagonal

negative-semidefinite matrix and Qsir is orthonormal. Note that the computation of
this decomposition is not very demanding due to the comparatively small number of
rows (or columns) of Asir. In a next step, the state xsir(t) is substituted by Qsir xsr(t)
to finally obtain the reduced-order model

d2

dt2
xsr(t) = Λsir︸︷︷︸

Asr

xsr(t) + QT
sirBsir︸ ︷︷ ︸
Bsr

d

dt
i(t), (4.13)

v(t) = BT
sirQsir︸ ︷︷ ︸
BT

sr

xsr(t). (4.14)

1i.e. the smallest coefficient on the diagonal of Σ
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Based on these considerations, the projection to reduce the full model according to
(3.71) - (3.72) is given by

xs(t) = Vsr xsr(t) = Wsr xsr(t) = UQsir xsr(t). (4.15)

4.3 Concatenation of Segments

This section corresponds to Step III in the chart in Figure 1.1 and closely follows [2,
Section II-D] where the concatenation of segments described by a first-order system
of coupled differential equations is derived. Before starting with the concatenation,
it is assumed that all segments are described by their respective reduced-order state-
space models

d2

dt2
xsr,r(t) = Asr,r xsr,r(t) + Bsr,r

d

dt
ir(t), (4.16)

vr(t) = BT
sr,r xsr,r(t). (4.17)

The involved matrices are given by Asr,r = VT
sr,rAs,rVsr,r and Bsr,r = VT

sr,rBs,r,
where Vsr,r is the reduction matrix of the rth segment. To combine the individual
segments to the entire structure, the reduced-order state equations (4.16) of all
segments are collected in the diagonal block system

d2

dt2




xsr,1(t)
xsr,2(t)

...
xsr,r(t)

...
xsr,R(t)




︸ ︷︷ ︸
xsb(t)

=




Asr,1 0 . . . 0 . . . 0
0 Asr,2 . . . 0 . . . 0
...

...
. . .

...
. . .

...
0 0 . . . Asr,r . . . 0
...

...
. . .

...
. . .

...
0 0 . . . 0 . . . Asr,R




︸ ︷︷ ︸
Asb




xsr,1(t)
xsr,2(t)

...
xsr,r(t)

...
xsr,R(t)




︸ ︷︷ ︸
xsb(t)

+




Bsr,1 0 . . . 0 . . . 0
0 Bsr,2 . . . 0 . . . 0
...

...
. . .

...
. . .

...
0 0 . . . Bsr,r . . . 0
...

...
. . .

...
. . .

...
0 0 . . . 0 . . . Bsr,R




︸ ︷︷ ︸
Bsb

d

dt




i1(t)
i2(t)

...
ir(t)

...
iR(t)




︸ ︷︷ ︸
ican(t)

,

(4.18)

where R is the total number of segments. In similar fashion, the output equations
(4.17) of the reduced-order models are embraced for all R segments by the block
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system:




v1(t)
v2(t)

...
vr(t)

...
vR(t)




︸ ︷︷ ︸
vcan(t)

=




BT
sr,1 0 . . . 0 . . . 0
0 BT

sr,2 . . . 0 . . . 0
...

...
. . .

...
. . .

...
0 0 . . . BT

sr,r . . . 0
...

...
. . .

...
. . .

...
0 0 . . . 0 . . . BT

sr,R




︸ ︷︷ ︸
BT

sb




x1(t)
x2(t)

...
xr(t)

...
xR(t)




︸ ︷︷ ︸
xsb(t)

. (4.19)

It is remarked that the block diagonal matrix Asb is symmetric negative semidefinite
because the matrices Asc,r are symmetric negative semidefinite. The subscripts “sb”
denote that the corresponding matrices and vectors refer to the second-order block
system.

Following [30], the order of the currents in ican(t) and the order of the voltages in
vcan(t) is referred to as canonical order. The currents and voltages are reorganized
to the so-called sorted order by means of the permutation matrix PT so that

isort(t) =

(
iint(t)
iext(t)

)
= PT ican(t), (4.20)

vsort(t) =

(
vint(t)
vext(t)

)
= PT vcan(t). (4.21)

Each row and each column of permutation matrices contain one coefficient which
is equal to one whereas the remaining coefficients are equal to zero. The vectors
iint(t) ∈ RNint and vint(t) ∈ RNint hold the terminal quantities related to internal
ports. The vectors iext(t) ∈ RNext and vext(t) ∈ RNext store terminal quantities
belonging to external ports. The total number of external terminals is denoted by
Next whereas the total number of internal terminals is labeled as Nint. Recall from
Section 4.1 that external ports (and terminals) are used to excite the entire structure
and internal ports (and terminals) are generated by the decomposition.

For the following derivation, it is of crucial significance that the vectors storing the
internal port quantities are ordered by the permutation matrix such that quantities
of ports and terminals to be connected are listed below each other. By way of
example, the internal port quantities of the structure shown in Figure 4.2 can be
arranged as follows:

iint(t) =
(
i1,2,1(t), i3,1,1(t), . . . , i1,2,M1,2(t), i3,1,M3,1(t),

i1,3,1(t), i2,1,1(t), . . . , i1,3,M3,1(t), i2,1,M2,1(t),

i2,2,1(t), i4,1,1(t), . . . , i2,2,M2,2(t), i4,1,M4,1(t),

i3,2,1(t), i5,1,1(t), . . . , i3,2,M3,2(t), i5,1,M5,1(t)
)T ∈ RNint

(4.22)
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and

vint(t) =
(
v1,2,1(t), v3,1,1(t), . . . , v1,2,M1,2(t), v3,1,M3,1(t),

v1,3,1(t), v2,1,1(t), . . . , v1,3,M3,1(t), v2,1,M2,1(t),

v2,2,1(t), v4,1,1(t), . . . , v2,2,M2,2(t), v4,1,M4,1(t),

v3,2,1(t), v5,1,1(t), . . . , v3,2,M3,2(t), v5,1,M5,1(t)
)T ∈ RNint .

(4.23)

The external port quantities are ordered according to

iext(t) =
(
i1,1,1(t), . . . , i1,1,M1,1(t), i4,2,1(t), . . . , i4,2,M4,2(t),

i5,2,1(t), . . . , i5,2,M5,2(t)
)T ∈ RNext

(4.24)

and

vext(t) =
(
v1,1,1(t), . . . , v1,1,M1,1(t), v4,2,1(t), . . . , v4,2,M4,2(t),

v5,2,1(t), . . . , v5,2,M5,2(t)
)T ∈ RNext .

(4.25)

In a next step, the orthogonality PT = P−1 of the permutation matrix is employed
to solve (4.20) and (4.21) for the canonical quantities. Subsequently, the canonical
quantities in (4.18) and (4.19) are replaced by the sorted quantities. This delivers

d2

dt2
xsb(t) = Asb xsb(t) + BsbP︸ ︷︷ ︸

B̄sb

d

dt
isort(t), (4.26)

vsort(t) = PTBT
sb︸ ︷︷ ︸

B̄T
sb

xsb(t). (4.27)

These equations are separated by the segmentation

B̄sb =
(
B̄sb,1 B̄sb,2

)
. (4.28)

The block B̄sb,1 is chosen to have Nint columns and the block B̄sb,2 is selected to
have Next columns. The matrix segmentation is utilized to separate internal and
external quantities in (4.26) and (4.27):

d2

dt2
xsb(t) = Asb xsb(t) + B̄sb,1

d

dt
iint(t) + B̄sb,1

d

dt
iext(t), (4.29)

vint(t) = B̄T
sb,1 xsb(t), (4.30)

vext(t) = B̄T
sb,2 xsb(t). (4.31)

The currents iint(t) of the internal terminals are linearly dependent for concate-
nated segments. Following Kirchhoff’s current law (or nodal rule), the currents
flowing into a node are equal to the currents out of that node, for instance for the
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connection between segment r = 1 and segment r = 5 in Figure 4.2 this reads
as i1,2,1(t) = −i3,1,1(t), . . . , i1,2,M1,2(t) = −i3,1,M3,1(t). The current law expresses the
tangential magnetic fields on the decomposition planes to be continuous as discussed
in Appendix C.2 in detail. According to (4.22), internal currents of terminals to be
concatenated are ordered below each other in iint(t) and therefore the linear depen-
dent currents are listed below each other as well. Kirchhoff’s current law is expressed
for all internal currents by

iint(t) = F îint(t), (4.32)

where
F = diag

((
1
−1

)
, . . . ,

(
1
−1

))
∈ RNint×Nint/2. (4.33)

The vector îint(t) ∈ RNint/2 contains the linearly independent currents flowing through
the coupled terminals. Replacing this vector in (4.29) delivers

d2

dt2
xsb(t) = Asb xsb(t) + B̄sb,1F

d

dt
îint(t) + B̄sb,2

d

dt
iext(t). (4.34)

Kirchhoff’s voltage law states that the directed sum of the voltage around a closed
circuit is zero. This results in v1,2,1(t) = v3,1,1(t), . . . , v1,2,M1,2(t) = v3,1,M3,1(t) for
the connection between segment r = 1 and segment r = 5 in Figure 4.2. Following
Appendix C.2, Kirchhoff’s voltage law enforces the tangential electric fields to be
continuous on the decomposition planes. Applying Kirchhoff’s voltage law for all
internal port voltages gives

FT vint(t) = FTB̄T
sb,1 xsb(t) = 0, (4.35)

because voltages of terminals to be linked are listed below each other in vint(t) as
well. Multiplying (4.34) from the left-hand side with FTB̄T

sb,1 delivers

d2

dt2
FTB̄T

sb,1xsb(t)
︸ ︷︷ ︸

0

= 0 = FTB̄T
sb,1Asb xsb(t)

+ FTB̄T
sb,1B̄sb,1F

d

dt
îint(t) + FTB̄T

sb,1B̄sb,2
d

dt
iext(t).

(4.36)

The left-hand side equals zero, because the second-order derivative of zero remains
zero. Sorting for the time derivative of the internal currents yields

d

dt
îint(t) = −

[
FTB̄T

sb,1B̄sb,1F
]−1

FTB̄T
sb,1Asb xsb(t)

−
[
FTB̄T

sb,1B̄sb,1F
]−1

FTB̄T
sb,1B̄sb,2

d

dt
iext(t).

(4.37)

Replacing the internal currents in (4.34) results in the state equation

d2

dt2
xsb(t) = K

[
Asb xsb(t) + B̄sb,2

d

dt
iext(t)

]
(4.38)
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with the idempotent (K2 = K) and symmetric (KT = K) matrix

K =
[
I− B̄sb,1F

[
FTB̄T

sb,1B̄sb,1F
]−1

FTB̄T
sb,1

]
. (4.39)

The statement (4.38) constitutes an orthogonal projection of the expression in the
brackets in the null space of FTB̄T

sb,1. Qualitatively speaking, the orthogonal projec-
tion (4.38) ensures the system to evolve on a subspace of xsb(t) so that the algebraic
constraint (4.35) arising from Kirchhoff’s voltage law is satisfied. The orthonormal
basis of the null space of FTB̄T

sb,1 is determined by

M = Null
(
FTB̄T

sb,1

)
(4.40)

with MTM = I. This orthonormal basis is used to remove Nint/2 redundant states
in xsb(t) ∈ RNsb by means of the mapping

xsb(t) = M xsl(t) = KM xsl(t). (4.41)

Here, xsl(t) ∈ RNsl is the reduced state vector with Nsb = Nsl +Nint/2. It should be
stressed that every vector M xsl(t) is in the null space of FTB̄T

sb,1. Formally speaking

this means that FTB̄T
sb,1M xsl(t) = 0 ∀xsl(t) holds. Therefore, the vector remains

unchanged when projecting it into this null space by multiplying from the left-hand
side with the projection matrix K (see right-hand side of (4.41)). Substituting (4.41)
in (4.38) and (4.31) yields the second-order state-space system

d2

dt2
xsl(t) = MTKAsbKM︸ ︷︷ ︸

Asl

xsl(t) + MTKB̄sb,2︸ ︷︷ ︸
Bsl

d

dt
iext(t), (4.42)

vext(t) = B̄T
sb,2KM

︸ ︷︷ ︸
BT

sl

xsl(t) (4.43)

describing the dynamical properties of the concatenated RF structure. The subscript
“sl” highlights that the matrices and vectors correspond to the second-order system
which is generated from linking the state-space models of all segments. In accordance
with the derivations for second-order systems in Section 3.2, the output matrix is
the transposed of the input matrix. Moreover, on account of the symmetry of K and
the symmetric negative definiteness of Asb, Asl is symmetric negative semidefinite as
well (cf. discussion in Appendix C.3). Following Subsection 3.3.3, state-space models
with symmetric negative-semidefinite state matrices are internally marginally stable.
In other other words, the internal marginal stability of the concatenated state-
space system is preserved, if the state-space models of the segments are internally
marginally stable.
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4.4 Model Order Reduction for the Linked

State-Space Model

This section corresponds to Step IV in the chart presented in Figure 1.1. Detailed
investigations [70] have shown that the state-space system (4.42) - (4.43) still con-
tains states which are not required in the frequency interval of interest. Therefore,
it is advantageous to perform the model order reduction (refer to Section 4.2) for
this system in order to have an even more compact model of the full structure. The
state-space system (4.42) - (4.43) after a final model order reduction is denoted by

d2

dt2
xslr(t) = Aslr xslr(t) + Bslr

d

dt
iext(t), (4.44)

vext(t) = BT
slr xslr(t). (4.45)

The subscript “slr” is introduced to highlight that the quantities refer to a second-
order system of the linked structure. The system is reduced by means of model order
reduction. The matrix which relates the system (4.42) - (4.43) with the reduced
system (4.44) - (4.45) is denoted by Vslr, i.e.

xsl(t) = Vslr xslr(t). (4.46)

4.5 Further Representations of the Compact

State-Space System

The second-order state-space system (4.44) - (4.45), which describes the complete
structure in an impedance formulation, is representable in terms of first-order state-
space systems in an impedance and in a scattering formulation as well. Subsequently,
the transfer of the second-order system to these first-order systems is discussed.

4.5.1 Transfer into First-Order Impedance Formulation

In order to obtain a first-order state-space system of the concatenated structure in
an impedance formulation, the diagonality of the state matrix Aslr is used and (4.44)
is expressed line by line:

d2

dt2
xslr,n(t) = −ω̃2

slr,n xslr,n(t) + bslr,n
d

dt
iext(t), (4.47)

where xslr,n(t) is the nth coefficient of the vector xslr(t), bslr,n ∈ R1×Nt is the nth
row of the matrix Bslr, and −ω̃2

slr,n are the diagonal coefficients of Aslr, so that
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Aslr = diag
(
−ω̃2

slr,1,−ω̃2
slr,2,−ω̃2

slr,3, . . .
)
. Integrating (4.47) with respect to time

yields
d

dt
xslr,n(t) = −ω̃2

slr,n x̂slr,n(t) + bslr,n iext(t), (4.48)

where
d

dt
x̂slr,n(t) = xslr,n(t). (4.49)

Introducing the state

yslr,n(t) = ω̃slr,n x̂slr,n(t) (4.50)

and collecting (4.48) and (4.49) for all elements delivers the state equation with
first-order derivatives and twice as many degrees of freedom in comparison with the
second-order system:

d

dt




yslr,1(t)
xslr,1(t)
yslr,2(t)
xslr,2(t)

...




︸ ︷︷ ︸
xflr(t)

=




0 ω̃slr,1 0 0 . . .
−ω̃slr,1 0 0 0 . . .

0 0 0 ω̃slr,2 . . .
0 0 −ω̃slr,2 0 . . .
...

...
...

...
. . .




︸ ︷︷ ︸
Aflr




yslr,1(t)
xslr,1(t)
yslr,2(t)
xslr,2(t)

...




︸ ︷︷ ︸
xflr(t)

+




0
bslr,1

0
bslr,2

...




︸ ︷︷ ︸
Bflr

iext(t).

(4.51)

The state matrix Aflr is skew symmetric and 0 ∈ R1×Next . The subscripts “flr”
denote that the the quantities refer to a first-order representation of the linked
system which is reduced. The output equation corresponding to (4.51) reads as

vext(t) =
(
0 bT

slr,1 0 bT
slr,2 . . .

)
︸ ︷︷ ︸

BT
flr




yslr,1(t)
xslr,1(t)
yslr,2(t)
xslr,2(t)

...




︸ ︷︷ ︸
xflr(t)

, (4.52)

where 0 ∈ RNext×1.

4.5.2 Transfer into First-Order Scattering Formulation

The first-order impedance representation (4.51) - (4.52) is transferable to a scattering
formulation by substituting the external voltages and currents of the concatenated
structure by the amplitudes of incident and scattered waves. The derivations pre-
sented hereinafter are basically following [41, Subsection 3.3.3] and [2, Section II].
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In order to obtain a time-domain relationship between modal voltages, modal cur-
rents, amplitudes of incident waves, and amplitudes of scattered waves, the identities
(3.62) and (3.63) must be inversely transformed. The inverse transformation results
in inconvenient convolutions (refer to [71, (7) - (8)]), if the frequency-dependent
wave impedances of TE (2.57) and TM (2.59) modes are listed on the diagonal
of DZ(jω). In order to avoid these convolutions, the frequency-dependent wave
impedances are evaluated for an angular frequency ω0 above the cutoff frequencies
so that DZ(jω0) = DZ becomes a real-valued frequency-independent diagonal ma-
trix2. Based on the specified assumptions, the convolutions are avoided and the
inverse transformation of (3.62) and (3.63) reads as

aext(t) =
1

2

(
D
− 1

2
Z vext(t) + D

1
2
Z iext(t)

)
, (4.53)

bext(t) =
1

2

(
D
− 1

2
Z vext(t)−D

1
2
Z iext(t)

)
. (4.54)

Combining (4.53) - (4.54) and (4.51) - (4.52) delivers a first-order state-space model
for the concatenated structure in a scattering formulation:

d

dt
xflr(t) =

(
Aflr −BflrD

−1
Z BT

flr

)
xflr(t)

+2 BflrD
− 1

2
Z aext(t)

(4.55)

and

bext(t) = D
−1/2
Z BT

flr xflr(t)− I aext(t). (4.56)

It can be seen that the state matrix in the scattering representation is not skew
symmetric on account of the term BflrD

−1
Z BT

flr. This term covers the loss of energy
via the waveguide ports, i.e. it accounts for external losses.

4.6 Computation of Relevant RF Quantities

This section refers to Step V in the top-level chart in Figure 1.1. The section
describes how the generated reduced-order models are employed to deduce relevant
RF properties of large and complex structures. The subsequent discussions are
focused on state-space models which arise from the proposed concatenation approach
such as (4.44) - (4.45) or (4.51) - (4.52). Nonetheless, the following approaches are
usable as well for reduced-order models which do not result from the concatenation
technique.

2Note that the line impedances of TEM port modes, which could be contained on the diagonal
of DZ(jω) as well, are real and frequency-independent anyhow.
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4.6.1 Field Distributions in 3D by Means of State Vectors

The state vectors xslr(t) (in time domain) and xslr (in frequency domain) of the
concatenated and reduced state-space model comprise data to reconstruct the 3D
field distributions in large and complex structures. These state-vectors can be ob-
tained for excitations at the waveguide ports as discussed in Subsection 4.6.2 or
from eigenmode computations as depicted in Subsection 4.6.4. By way of example,
the subsequent equations are focused on state vectors in time domain. Nonetheless,
the entire approach is valid in frequency domain as well. For the sake of clarity, the
construction of the 3D field distributions in the complete structure is visualized in
the top-level chart in Figure 4.4. Note that this chart is a modification of the chart
in Figure 1.1. In order to determine the field distribution in the complete structure,
it is assumed that the state vector xslr(t) of the linked and reduced state-space model
is already determined. This vector is mapped to the state vector of the concatenated
system (4.42) - (4.43) by means of

xsb(t) = M xsl(t) = MVslr xslr(t) (4.57)

as indicated in Step V in Figure 4.4. The mapping results from (4.41) with (4.46)
and gives the state vector xsb(t) of the block system (4.18). Subsequently, this state
vector is segmented in accordance with its definition given in (4.18) so that the
reduced state vectors xsr,r(t) of the individual segments arise. These are mapped
into the full space by means of the projection matrices of the state-space systems
for the segments:

xs,r(t) = Vsr,r xsr,r(t). (4.58)

If the rth segment is described by a state-space equation resulting from a FIT
discretization (e.g. segment r = 1 and segment r = 2 in Figure 4.4), the vector _er(t)
comprising the electric grid voltages for this segment is determined by

_er(t) = M−1/2
ε,r xsd,r(t), (4.59)

where Mε,r is the FIT matrix (2.39) for the rth segment and _e′r(t) = xsd,r(t) =
xs,r(t). In the case where the rth segment is described by a second-order state-
space equation which arises from the analytical techniques (for instance segment
r = 3 in Figure 4.4), the vector xsc,r(t) = xs,r(t) contains the weighting coef-
ficients for the 3D eigenmodes of the rth segment. Thus, the continuous elec-
tric field in the segment is reconstructed by (3.18) based on the coefficients of
xsc,r(t) = [xr,1(t), xr,2(t), . . . , xr,Ne,r(t)]

T:

Er(r, t) =

Ne,r∑

n=1

Ẽr,n(r)√
2Wr,n

xr,n(t). (4.60)

Here, Er(r, t) is the electric field distribution in the rth segment, Ne,r the number
of eigenmodes considered for the segment, Ẽr,n(r) the nth eigenmode in the rth
segment, and Wr,n the energy stored in the nth eigenmode of the rth segment.
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Figure 4.4: Determination of the 3D field distribution in the complete structure by the
state-vector xslr(t) of the linked and reduced-order state-space model. The chart is a
modification of Figure 1.1. Based on xslr(t), the vector xsb(t) of the block system is
calculated in Step IV. This vector is split into the states of the reduced-order models of
the segments in Step III. These vectors are mapped into the full state space xs,r(t) of the
individual segments in Step II. The emerging vectors finally deliver the field distributions
in the segments in Step I. In the case where the segment is discretized with FIT (segment
r = 1 and segment r = 2 in the chart), the electric grid voltages _er(t) in the rth segment

are determined by xs,r(t) = xsd,r(t) and the matrix M−1/2
ε,r . In the case where the

RF properties of the segment are described by analytical techniques (segment r = 3
in the chart), the field distribution is reconstructed in accordance with (4.60) based
on the eigenmodes Ẽr,n(r) in the rth segment and the weighting coefficients stored in
xs,r(t) = xsc,r(t).

The considerations mentioned above are focused on the electric field. This is
sufficient since the magnetic field distributions in the structure may be determined
straightforward from the electric field distributions by Maxwell’s equations.

4.6.2 Frequency-Domain and Time-Domain Excitations

The computation of frequency-domain field distributions in the complete structure
due to current stimuli at the waveguide ports is straightforward. The frequency-
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domain transformation of (4.44) is determined in accordance with Subsection 3.3.4.
The transformation is resorted to

xslr =
(
(jω)2I−Aslr

)−1
Bslr jω iext. (4.61)

The matrix inversion is conveniently computable, because Aslr is diagonal. Once
xslr is determined for the current stimulus of interest, the field distribution in the
concatenated arrangement is evaluated based on the approach described in Subsec-
tion 4.6.1.

In the case of computing transient field distributions due to transient current exci-
tations, the first-order system (4.51) - (4.52) is used, since most ordinary differential
equation solvers (e.g. routines implemented in [69]) require first-order systems. The
second-order state-space vector is related to the first-order vector by



xslr,1(t)
xslr,2(t)

...




︸ ︷︷ ︸
xslr(t)




0 1 0 0 . . .
0 0 0 1 . . .
...

...
...


 =




yslr,1(t)
xslr,1(t)
yslr,2(t)
xslr,2(t)

...




︸ ︷︷ ︸
xflr(t)

. (4.62)

The field distribution at time t is constructed based on xslr(t) and the technique
presented in Subsection 4.6.1.

4.6.3 Impedance and Scattering Parameters

The impedance parameters of the full structure are readily available from the frequency-
domain transfer function of (4.44) - (4.45) (refer to Subsection 3.3.4 for the derivation
of transfer functions):

Z(jω) = BT
slr

(
(jω)2 I−Aslr

)−1
Bslr jω. (4.63)

As already noted above, the required matrix inversion is easily computable, because
the comparatively small state matrix Aslr, obtained from the model order reduction,
is a diagonal matrix. Thus, fast broadband frequency sweeps are feasible to receive
the impedance parameters of the full structure. If scattering parameters are of
interest, (4.63) is substituted in (3.67). Alternatively, the frequency-domain transfer
function of (4.55) - (4.56) can be determined.

4.6.4 Eigenmodes

The proposed scheme provides field distributions and resonant frequencies of eigen-
modes of the full structure in the frequency interval of interest. The approach
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delivers eigenfrequencies and eigenmodes for perfect magnetic conducting and per-
fect electric conducting boundary conditions at the waveguide ports, whereas the
remaining boundaries of the RF structure are assumed to be perfect electric con-
ducting.

Eigenmodes with PMC Boundary Conditions at Waveguide Ports

Choosing perfect magnetic conducting boundary conditions on the facets of the
waveguide ports is natural for the introduced approach as it is based on an impedance
formulation. To compute the eigenmodes for the PMC case, the frequency-domain
transformation of (4.44) is regarded following Subsection 3.3.4:

(jω)2

︸ ︷︷ ︸
−ω2

xslr = Aslr xslr + Bslr jω iext︸︷︷︸
0

. (4.64)

In order to ensure that the transverse magnetic fields vanish on the waveguide port
surfaces, the excitation currents have to be equal to zero. The arising equation is
fulfilled if −ω2 is equal to an eigenvalue λPMC

slr,n and xslr is equal to an eigenvector
uPMC

slr,n of Aslr. As a consequence of the symmetry and the negative semidefiniteness
of Aslr, the eigenvalues are real-valued and are equal to or smaller than zero (refer
to Appendix C.3.2). On account of the diagonality of the state matrix, the eigen-
values are listed directly on the main diagonal, i.e. Aslr = diag(λPMC

slr,1 , λ
PMC
slr,2 , . . .).

Therefore, angular resonant frequencies of the eigenmodes with PMC conditions at
the waveguide ports are given by

ω̃PMC
slr,n =

√
−λPMC

slr,n = ω̃slr,n. (4.65)

The corresponding 3D field distributions in the full structure are calculated by

xslr = uPMC
slr,n (4.66)

according to Subsection 4.6.1. It should be recalled that the nth coefficient of
the normalized nth eigenvector of a diagonal matrix is equal to one whereas the
remaining coefficients are equal to zero. For e.g. n = 2 this reads as uPMC

slr,2 =(
0 1 0 . . .

)T
.

Eigenmodes with PEC Boundary Conditions at Waveguide Ports

To account for perfect electric conducting boundary conditions at the waveguide
ports, (4.44) - (4.45) have to be modified. To ensure that the tangential electric
fields on the waveguide ports are equal to zero, the modal voltages have to vanish.
Therefore, an orthogonal basis of the null space of BT

slr is determined:

Θ = Null
(
BT

slr

)
, (4.67)
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where ΘTΘ = I. In a next step, the state of the combined system is expressed in
terms of

xslr(t) = Θ xPEC
slr (t). (4.68)

Using this ansatz in (4.45) shows that all modal voltages are enforced to vanish:

0 = vext(t) = BT
slrΘ︸ ︷︷ ︸
0

xPEC
slr (t). (4.69)

Substituting the ansatz in the frequency-domain transformation of the state equation
(4.44) yields

(jω)2

︸ ︷︷ ︸
−ω2

xPEC
slr = ΘTAslrΘ xPEC

slr + ΘTBslr︸ ︷︷ ︸
0

jω iext. (4.70)

It should be remarked that the state matrix is symmetric negative semidefinite,
so that its eigenvalues λPEC

slr,n are smaller than or equal to zero (again refer to Ap-
pendix C.3.2). The identity (4.70) is fulfilled if −ω2 is equal to an eigenvalue λPEC

slr,n

and xPEC
slr is equal to an eigenvector uPEC

slr,n of ΘTAslrΘ. Therefore, the angular res-
onant frequencies of eigenmodes with PEC conditions at the waveguide ports are
given by

ω̃PEC
slr,n =

√
−λPEC

slr,n . (4.71)

The corresponding 3D field distributions in the full structure are reconstructed by

xslr = Θ uPEC
slr,n (4.72)

based on the description presented in Subsection 4.6.1. It is remarked that the com-
putation of the eigenvalues of ΘTAslrΘ is straightforward due to the comparatively
small size of the matrix.

4.6.5 Accounting for Losses and Computation of Quality
Factors

Subsection 2.4.1 introduces several loss mechanisms related to electromagnetic fields.
In the context of the considered RF structures losses due to finite surface resistivities
and due to coupling to the waveguide ports are most important. As a matter of
fact, the presented non-excited state-space models in the impedance formulation
do not account for losses in general. Nonetheless, these state-space models can be
modified to cover losses if additional constraints between electric and magnetic fields
are taken into account. These constraints are briefly sketched hereinafter before the
approach to compute (external) quality factors of resonances is presented in detail.
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Remarks on Accounting for Surface Losses

Following [3, p. 466] or [54, pp. 534 - 536] the electromagnetic fields in the presence
of large but finite surface conductivities can be estimated from the fields in the
lossless case, i.e. from the case of infinite surface conductivities. Therefore, the
flow of energy into the walls (surface losses) can be approximated by means of
the lossless state-space models in the impedance representation. The approach is
based on the assumption that the tangential magnetic field on the wall of the RF
structure does not change significantly if large but finite surface conductivities are
introduced. Moreover, the tangential electric field on the wall, which is basically
proportional to the tangential magnetic field on the wall, is assumed to be so small
that it can be considered as a perturbation of the field in the lossless structure.
The relationship between tangential electric fields and tangential magnetic fields on
lossy walls is expressed in frequency domain by the surface impedance boundary
condition (SIBC) [54, 55]

Et(r) = Zs(jωlsy) Js(r) (4.73)

with the surface impedance

Zs(jωlsy) =

√
jωlsyµ

σ
(4.74)

and the surface electric current density

Js(r) = n×H(r). (4.75)

Here, Et(r) is the tangential surface electric field due to finite surface conductivi-
ties, n is the unit outward normal vector to the conducting surface, and H(r) the
magnetic field on the surface for the lossless case. In order to modify the state-
space systems for the lossless case to account for surface losses, the SIBC has to
be incorporated as it is done for instance in [72]. Generally, this incorporation re-
quires the transfer of the SIBC to time domain which is an onerous task due to the√
jωlsy dependence of (4.74). Nonetheless, a set of auxiliary differential equations

can be constructed to approximate the non-rational dependence in time domain as
proposed in [73].

Remarks on Accounting for Losses through Waveguide Ports

Similar to the treatment of surface losses, losses due to the propagation of energy
through the waveguide ports are deducible from the lossless case as well. Rather than
enforcing constraints between tangential electric and magnetic fields on the surfaces
of the conducting walls, constraints between the tangential electric and magnetic
fields on the facets of waveguide ports are required. As previously discussed in
Section 3.1, the tangential fields on the facets of the waveguide ports are available
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in terms of a decomposition of transverse field patterns weighted with the respective
modal voltages and currents. To model the waveguide ports of the structure to be
infinitely long such that no energy is reflected into the structure, the exact infinite
guide [74, p. 476] modal termination conditions

V p,m = −Zp,m(jωlsy) Ip,m (4.76)

are required at the terminals of the concatenated structure. Here, V p,m and Ip,m
refer to the modal voltages and currents of the mth mode at the pth port whereas
Zp,m(jωlsy) is selected to be the wave impedance (2.57) or (2.59) in the case of TE
or TM port modes or the line impedance (2.63) in the case of TEM port modes.
The application of the modal termination conditions can be interpreted in terms
of connecting the matching impedances to the respective terminals as depicted in
Figure 4.5. Note that the minus sign in (4.76) results from the definition of voltages
and currents in Figure 4.5. In order to adapt the state-space systems for the lossless
case to cover losses trough waveguide ports, the modal termination conditions (4.76)
have to be regarded in the impedance formulation of the lossless state-space models.
This demands the transfer of the modal termination conditions to time domain.
While this is straightforward for the TEM case due to the frequency-independent
and real-valued line impedance, the inverse transformations of the wave impedances
(2.57) and (2.59) of TE and TM port modes are not straightforward due to their
non-rational characteristics: Below the cutoff frequency, the real part of the the
wave impedances is zero whereas the imaginary part is equal to zero above the
cutoff frequency. For frequencies much larger than the cutoff frequency the wave
impedance tends to Zfs. In order to avoid the convolutions [71, (7) - (8)] resulting
from the inverse transformations of (4.76) for TE and TM port modes, auxiliary
differential equations can be constructed as proposed in [71]. Alternatively, the
wave impedances for TE and TM modes can be calculated for a single evaluation
angular frequency above the cutoff frequencies so that real-valued and constant wave
impedances arise (cf. Subsection 4.5.2).

Computation of Quality Factors

As discussed in Subsection 2.4.1, quality factors are a substantial measure to quantify
losses of resonances. The total quality factor of the nth resonance can be estimated3

from the external quality factor and the intrinsic quality factor by

1

Qtot,n

≈ 1

Qext,n

+
1

Qint,n

. (4.77)

3The resonant frequencies in the case where only external losses are considered slightly differs
from the case where exclusively intrinsic losses are regarded. Therefore, (4.77) is only an
approximation.
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As mentioned in the introduction, the small intrinsic losses (surface losses) of su-
perconducting cavities result in intrinsic quality factors in the order of 109 . . . 1011.
Compared to that, the external quality factors Qext,n are expected to be orders of
magnitude smaller, so that Qext,n/Qint,n � 1 holds. In that case (4.77) can be
rearranged to

Qtot,n ≈
Qext,nQint,n

Qext,n +Qint,n

=
Qext,n(

Qext,n

Qint,n

)

︸ ︷︷ ︸
�1

+1

≈ Qext,n. (4.78)

The equation conveys that the external quality factors mainly determine the total
quality factors of superconducting RF structures. An experimental validation for
this assumption is available in [1, Section IV] on the basis of a comparison between
measured and simulated quality factors of superconducting third-harmonic cavities
in the FLASH linac at DESY. It is shown that the order of magnitude of measured
total quality factors Qtot,n agrees with the order of magnitude of external quality fac-
tors Qext,n obtained from a simulation (the simulation does not cover surface losses).
On account of these considerations, it is sufficient that the following derivations are
focused on the computation of external quality factors.

In order to regard losses via the waveguide ports, the method described in [41,
Subsection 3.3.3.] is applied. This approach can be considered as a generalization
of the modal approach described in [3] and in [75] so that structures with more than
one terminal can be treated. In a first step, the modal termination conditions (4.76)
are collected by

iext = −D−1
Z (jωlsy) vext. (4.79)

The matrix DZ(jωlsy) (also refer to Subsection 3.3.4) is a diagonal matrix which
contains complex-valued and frequency-dependent wave impedances for external
terminals accounting for TE and TM port modes and real-valued constant line
impedances for external terminals accounting for TEM port modes. The modal
termination conditions are used to replace the external voltages and currents in
the frequency-domain transformation of the first-order state-space system (4.51) -
(4.52). This delivers the nonlinear eigenproblem

jωlsy xflr =
(
Aflr −BflrD

−1
Z (jωlsy)BT

flr

)
xflr. (4.80)

In order to linearize this nonlinear problem [75, Section V. A.], the frequency-
dependent diagonal matrix holding the matching impedances is evaluated for a
real-valued evaluation angular frequency ω0 in the frequency interval of interest
so that DZ(jω0) = DZ ∈ RNext×Next is constant and real-valued. This results in the
linear eigenvalue problem

jωlsy xflr =
(
Aflr −BflrD

−1
Z BT

flr

)
xflr. (4.81)
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Figure 4.5: Accounting for external losses by matching of Mp terminals (corresponding
to Mp 2D port modes at the pth port) with the matching impedances Zp,m(jωlsy). These
impedances refer to the wave impedances (2.57) and (2.59) if the terminal corresponds to
TE and TM port modes and to the line impedance (2.63) if the terminal corresponds to
TEM port modes. At each terminal the modal terminal voltages V p,m and currents Ip,m
are indicated. For the sake of brevity solely the pth port of the concatenated structure
is considered in the sketch.

Note that the state matrix is equal to the state matrix of the first-order state equa-
tion (4.55) in the scattering representation. This is natural because the scattering
parameter representation also covers losses via waveguide ports. Moreover, the ap-
proximation DZ(jω0) = DZ ∈ RNext×Next is used in Subsection 4.5.2 as well. In
order to compute the external quality factors of the concatenated structure, all
complex-valued eigenvalues λsct

n of the nonsymmetric matrix
(
Aflr −BflrD

−1
Z BT

flr

)

are computed. Note that the computation of the eigenvalues is feasible due to the
comparatively small size of the matrix (several hundred rows and columns). Follow-
ing Subsection 2.4.1, the external quality factors of the concatenated structure are
related to the computed eigenvalues by

λsct
n = jωlsy,n = jωlsy,n −

ωlsy,n

2Qext,n

. (4.82)

It should be stressed that <
(
ωlsy,n

)
= ωlsy,n and =

(
ωlsy,n

)
= ωlsy,n/2/Qext,n. Finally,

the identity (4.82) is rearranged to

Qext,n =
=(λsct

n )

2<(λsct
n )

. (4.83)
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Note that the described approach does not suffer from difficulties of other tech-
niques to compute quality factors of structures with small losses. Analyses in time
domain require long settling times and their costs scale linearly with the quality
factors as discussed in [75]. Direct analyses in frequency domain include the hard
work of computing eigenvalues and eigenvectors of large, sparse, complex-valued,
and nonsymmetric matrices [76]. Other frequency domain techniques are based
on the computation of the scattering parameters followed by the application of a
system identification algorithm (see e.g. [1] or [77] and references therein). As al-
ready mentioned in Section 1.4, the adequate computation of scattering parameters
of resonant structures is a challenge in itself. Moreover, the system identification
algorithm includes a multivariate nonlinear optimization.
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5 Application Examples

This chapter presents a set of application examples for the proposed approach. The
examples are sorted based on their complexity in an ascending order. The first
example (refer to Section 5.1) is considered to be the proof of principle1 since the
geometry under concern is so simple that Maxwell’s equations can be solved an-
alytically. In contrast to the first, the last application example (see Section 5.5)
demonstrates the ability of the introduced scheme to deal with very large and com-
plex structures. All following sections are organized in a similar fashion. First, some
general remarks on the structure under concern are given. Subsequently, details on
the generation of state-space systems for the individual segments are discussed. Fi-
nally, the results from the concatenation scheme are presented and, if possible, are
compared to direct computations. Note that the following application examples do
not represent full and rigorous RF analyses of the investigated structures. Instead,
the examples aim at showing the capabilities of the SSC scheme. In particular, the
results presented in Section 5.4 and Section 5.5 are considered as predecessors for fu-
ture detailed studies. All discrete formulations of Maxwell’s equations are based on
FIT and a hexahedral mesh despite the fact that tetrahedral meshes are expected to
be more suitable for discretizing the fine features of the HOM couplers, for example.
Nevertheless, tetrahedral meshes are not used since the respective system matrices
generated with CST MWS [18] are difficult to export. The computations presented
hereinafter are performed on a computer equipped with four Intel(R) Core(TM) i5-
2400 CPUs @ 3.1 GHz and 8 GB RAM. The installed operating system is Windows 7
Professional. All concatenations are performed using a MATLAB [69] implementa-
tion of the SSC technique which has been created by Johann Heller. The specified
computation times are wall-clock times.

5.1 Rectangular Waveguide

Initially, the presented scheme is validated by decomposing a lossless rectangular
waveguide filled with air into four segments with different lengths Lr (see Fig-
ure 5.1). The lengths are deliberately chosen to be different: L1 = 100 mm,
L2 = exp(5) mm = 148.41 mm, L3 = 25πmm = 78.54 mm, and L4 = 66 mm. This
ensures that the length of one segment is not a multiple of the length of another

1Another proof of principle, which also works without numerical computations, can be found
in [2].
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(a)

(b)

Figure 5.1: (a) Sketch of the decomposition of an R-100 waveguide with constant cross
section into four segments with lengths L1 = 100 mm, L2 = exp(5) mm, L3 = 25πmm,
and L4 = 66 mm. (b) Abstract counterpart of the decomposition of the waveguide. The
indicated modal voltages vr,p(t) and currents ir,p(t) refer to the TE10 port mode.

segment or a multiple of the length of the entire waveguide. The cross section of the
waveguide is chosen in accordance with the R-100 specification (width a = 22.86 mm
and height b = 10.16 mm) [55]. For simplicity, the entire consideration is restricted
to the TE10 waveguide mode (refer to first row in Table A.1). Since Maxwell’s equa-
tions can be analytically solved for the segments of the decomposed structure as well
as for the entire structure, the complete consideration is free of discretization errors.
This qualifies the example for an initial benchmark of the introduced concatenation
scheme, because the results delivered by the method are directly comparable with
analytical results. The validation example provides principal evidence for the extent
to which broadband structures, such as open waveguides, can be accurately mod-
eled based on state-space models with real-valued eigenfrequencies. In particular,
the example allows for an estimation of the errors accumulated by the concatenation
of reduced-order models. Moreover, the decomposition of the rectangular waveguide
is considered as a toy example to become acquainted with the entire workflow of the
scheme, in particular with the choice of the matrices P and F.

5.1.1 Generation of State-Space Systems for Segments

To generate the state-space models for the waveguide segments, their 3D eigen-
modes with magnetic boundary conditions on the port planes, the respective eigen-
frequencies, and the considered 2D port modes are required. The derivation of the
eigenmodes and eigenfrequencies of a rectangular waveguide with width a, height b,
and length L can be found in Appendix B.3: The electric field distribution (B.15)
of the nth 3D eigenmode is described by the transverse field pattern LTE10

t (rt) and
the voltage Ṽn(z) of the eigenmode along the waveguide. This voltage accounts for
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Table 5.1: Details on the state-space models of the individual segments of the waveguide:
Ns is the number of states of the unreduced system, Nsr the number of states of the
reduced system, and Trd the computation time for reduction. The reduction interval is
1 GHz to 12 GHz and the stopping criterion for the reduction is εrd = 10−12.

r = 1 r = 2 r = 3 r = 4

Ns 100,000 100,000 100,000 100,000
Nsr 19 24 18 17
Trd 1.3 sec 1.5 sec 1.3 sec 1.3 sec

the longitudinal dependence of the field distribution. For the current example, it is
sufficient to exclusively regard the TE10n 3D eigenmodes, because other 3D eigen-
modes will not interact with the TE10 port modes used for the excitation. The field
pattern LTE10

t (rt) of the 2D port modes arises from (A.1) for mx = 1 and my = 0.
The state-space systems for the lossless waveguide segments are determined in ac-
cordance with Appendix B.4. Every individual segment is described by second-order
state-space equations accounting for 105 3D eigenmodes (or degrees of freedom) per
segment. The model order reduction approach, presented in Section 4.2, delivers the
compact models for each of the four segments. Table 5.1 collects details of the state-
space systems for the individual segments of the waveguide. For the sake of brevity,
properties of the reduced second-order state-space model of the first (r = 1) wave-
guide segment are discussed in detail exclusively. Figure 5.2(a) depicts the reference
impedance spectrum z12(jω) = z21(jω), obtained by analytical techniques (see Ap-
pendix B.2), as a solid blue line. For direct comparison, the impedance spectrum
arising from the reduced-order model (19 degrees of freedom) is shown as a dashed
red line. Both curves show an excellent agreement. The absolute difference between
both spectra is indicated as a solid green line. The mean absolute error is in the
order of −140 dB. Figure 5.2(b) is in close analogy to Figure 5.2(a) but shows the
transmission parameter s12(jω) = s21(jω) of the first segment. The transmission pa-
rameter is determined based on the impedance parameters and relation (3.67). The
maximal values of the absolute difference between the blue and the red curve are in
the order of −88 dB. The maximal artificial reflection |s11(jω)| = |s22(jω)| arising
from the reduced-order model approximately amounts to −100 dB (not depicted in
a diagram).

Apart from frequency-domain transfer functions, field distributions inside the seg-
ments are of interest as well. Note that the following considerations related to field
distributions in rectangular waveguides are restricted to the imaginary part of the
modal voltage V (z) along the waveguide. This is sufficient because the real part of
V (z) is equal to zero for the examined excitations in accordance with (B.10). In
Figure 5.3 the imaginary parts of the longitudinal dependences of the modal volt-
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Figure 5.2: Impedance spectrum z12(jω) = z21(jω) and scattering spectrum s12(jω) =
s21(jω) of the first waveguide section (r = 1). Solid blue depicts the spectra directly
obtained by analytical calculations (reference curves) whereas the dashed red curves
represent the spectra arising from the reduced-order model with 19 degrees of freedom.
The absolute differences between the spectra are plotted as solid green curves.
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Figure 5.3: Longitudinal dependence of the voltages in the waveguide segment r = 1
emerging from the excitation I1 = 0 A and I2 = 1 A at f = 12 GHz. The distribution
obtained by direct analytical calculations (solid blue line) shows an excellent agreement
with the distribution generated by the reduced-order state-space model (dashed red line).
The imaginary part of the difference between both curves is multiplied with the factor
104 and plotted as a solid green line. The maximal error is located at z = 100 mm and
amounts to 20 mV.

ages V (z) in the waveguide segment r = 1 for the excitation I1 = 0 A and I2 = 1 A
at f = 12 GHz are plotted. The blue curve shows the distribution obtained by
direct analytical calculations (refer to Appendix B.1) whereas the dashed red line
is generated by the reduced-order state-space model. The imaginary part of the
difference between both curves is multiplied with the factor 104 and plotted as a
green solid line. The multiplication with 104 ensures that at least the largest de-
viation at z = 100 mm (location of the excitation current density) becomes visible.
The maximal imaginary part of the difference amounts to approximately 20 mV at
z = 100 mm and to 10µV in the rest of the domain.

5.1.2 Concatenation of Waveguide Segments

The concatenation of the four segments is accomplished by means of the SSC ap-
proach. As mentioned, the permutation matrix relates the canonical order to the
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sorted order. For the four waveguide segments, this results in



i1,1(t)
i1,2(t)
i2,1(t)
i2,2(t)
i3,1(t)
i3,2(t)
i4,1(t)
i4,2(t)




︸ ︷︷ ︸
ican(t)

=




0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1




︸ ︷︷ ︸
P




i1,2(t)
i2,1(t)
i2,2(t)
i3,1(t)
i3,2(t)
i4,1(t)
i1,1(t)
i4,2(t)




︸ ︷︷ ︸
isort(t)

. (5.1)

Recall that the currents ir,p(t) correspond to the TE01 mode at the pth port of the
rth segment. It should be stressed that the first six entries of the vector isort(t) refer
to internal port quantities and the last two entries to external port quantities. In
addition to the permutation matrix, the matrix F expressing the linearly dependent
currents in terms of linearly independent currents is needed as well:




i1,2(t)
i2,1(t)
i2,2(t)
i3,1(t)
i3,2(t)
i4,1(t)




︸ ︷︷ ︸
iint(t)

=




1 0 0
−1 0 0
0 1 0
0 −1 0
0 0 1
0 0 −1




︸ ︷︷ ︸
F



i1,2(t)
i2,2(t)
i3,2(t)




︸ ︷︷ ︸
îint

. (5.2)

The statement enforces i1,2(t) = −i2,1(t), i2,2(t) = −i3,1(t), and i3,2(t) = −i4,1(t).
The relations follow from Kirchhoff’s current law and Figure 5.1. The employment
of the matrices P and F in the framework of the concatenation algorithm leads to the
second state-space model (4.42) - (4.43) of the coupled structure with 75 degrees
of freedom (sum of degrees of freedom of the reduced individual segments minus
number of internal terminals divided by two). This state-space model is reduced to
the state-space model (4.44) - (4.45) with 41 degrees of freedom using the model
order reduction approach described in Section 4.2. The error of the reduction is
specified by εrd = 10−12. The concatenation of state-space models without the
application of MOR would lead to a state-space model with 399,997 states (sum of
degrees of freedom of the unreduced individual segments minus number of internal
terminals divided by two). Thus, SSC allows for an overall reduction of states by a
factor of approximately 10−4.

5.1.3 Validation

This subsection compares RF properties delivered by the SSC scheme with directly
calculated RF properties of a waveguide with length Ltot = L1 + L2 + L3 + L4.
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Figure 5.4: Absolute value of the relative errors of the resonant frequencies in the wave-
guide with length Ltot. The frequencies refer to an eigenvalue problem with PMC bound-
ary conditions on the waveguide ports. Only eigenmodes with resonant frequencies in
the interval 1 GHz to 12 GHz are shown. The resonant frequencies calculated by means
of the analytical formula are denoted by f̃n, whereas the resonant frequencies computed
with the SSC scheme are given by f̃SSC,n.

Figure 5.4 presents the absolute value of the relative errors in the resonant fre-
quencies of the waveguide whose ports are closed with perfect magnetic conducting
walls. Solely eigenmodes with resonant frequencies in the interval 1 GHz to 12 GHz
are considered. The resonant frequencies calculated by the analytical formula (B.23)
are denoted by f̃n, whereas the resonant frequencies computed with the SSC scheme
according to Subsection 4.6.4 are given by f̃SSC,n. According to Figure 5.4, the
relative error in the resonant frequencies computed with the SSC scheme amounts
to 10−6.

Figure 5.5 presents the comparison of network parameters. Again, the solid blue
curves are obtained from direct analytical formulas and the dashed red curves are
generated by the reduced-order state-space model of the full structure. The ab-
solute difference between both curves is depicted in green. Figure 5.5(a) shows
the impedance parameter |z12(jω)| = |z21(jω)|. The spectrum obtained from the
concatenation does not agree with the reference curve for frequencies smaller than
5.5 GHz. However, |z12(jω)| is small in this regime anyhow. Figure 5.5(b) presents
the scattering spectrum |s12(jω)| = |s21(jω)| which is computed based on the
impedance spectra. The transmission curves show a very good agreement above
5.5 GHz. Below 5.5 GHz the transmission obtained from the state-space model is
almost constant at approximately −278 dB. The reflection coefficient |s11(jω)| =
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Figure 5.5: Impedance and scattering spectrum of the waveguide with length Ltot. The
solid blue curves directly arise from analytical calculations whereas the dashed red
curves are generated by the state-space model (41 states) based on the concatena-
tion approach. The absolute differences between the spectra are plotted as solid green
curves. Diagram (a) shows the frequency dependence of the absolute values of the
impedance parameter z12(jω) = z21(jω), whereas (b) plots the frequency dependence of
s12(jω) = s21(jω).
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Figure 5.6: Voltage distribution of the waveguide with length Ltot due to the excitation
I1 = 0 A and I2 = 1 A at f = 12 GHz. The blue curve is directly generated by analy-
tical formulas, whereas the dashed red curve arises from the reduced-order state-space
model of the full structure. The imaginary part of the difference between both curves is
multiplied with the factor 103 and plotted as a solid green line.

|s22(jω)| (not shown in the diagram) determined by the reduced-order state-space
model from the concatenation is equal to approximately −100 dB.

Figure 5.6 depicts the imaginary part of the longitudinal dependence of the voltage
V (z) in the complete waveguide due to the excitation I1 = 0 A and I2 = 1 A at f =
12 GHz. Blue is the reference curve obtained by direct analytical formulas, whereas
the dashed red curve arises from the concatenation approach. Both curves agree
very well. The imaginary part of the differences between both curves is multiplied
with a factor of 103 so that the distribution become visible as a solid green line. The
differences show discontinuities located at the decomposition planes. The relative
error (C.8) in the SSC field distribution is equal to 1.6 · 10−4

5.2 Excitation of the Waveguide by Means of

Coupling Probes

The previously considered rectangular waveguide with constant cross section is now
extended with two coupling probes at both ends so that the obtained structure can
be excited by coaxial waveguide ports (see Figure 5.7(a)). Both ports account exclu-
sively for the TEM port mode (see Appendix A.3). Despite the fact that theoretical
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(a) (b)

Figure 5.7: (a) Rectangular waveguide equipped with two coupling probes at both ends
and (b) its segmentation based on the decomposition introduced in Section 5.1. The
state-space model for the segments containing the probe couplers is generated with FIT
using CST MWS. At the decomposition planes solely the TE10 port mode is considered
for the concatenation, whereas at the two external waveguide ports only the TEM port
mode is regarded.

considerations related to coupling probes exist in [54, pp. 276 - 281], closed formulas
for the electromagnetic fields in the depicted structure, in particular in the vicin-
ity of the coupling probes, are not available. Thus, the subsequent considerations
involve discrete formulations. This example shows that the SSC scheme delivers
reasonable results if segments are described by numerical and analytical techniques.
Moreover, evidence is provided that time-domain computations are feasible with
compact models obtained from SSC.

5.2.1 Generation of Compact State-Space Model by Means
of SSC

To generate a compact state-space model of the complete structure by means of SSC,
the decomposition depicted in Figure 5.7(b) is used. To model the four waveguides
with constant cross section, the state-space systems which have been created for the
calculations in Section 5.1, are reutilized. The state-space model for the segments
with coupling probes is generated by means of FIT due to the absence of closed
analytical formulas. A hexahedral discretization, which accounts for the symme-
try of the segment, is created with CST MWS using 15 lines per wavelength and
yields a second-order state-space system (3.43) - (3.44) with 100,548 states (refer
to Figure D.1 for a mesh refinement study and a picture of the discretized coupling
probe). The full FIT system of the coupling probe is reduced to a system with
13 states (computation time 1 min 8 sec). Subsequently, the models of all segments
are combined using the TE10 port modes at the decomposition planes. The arising
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state-space model for the full structure has 99 states and is reduced to a compact
state-space model with 46 states (computation time 0.03 sec). The computation
time to compute the compact model of the full structure by means of the SSC ap-
proach is smaller than 1 min 10 sec. The stopping criteria for the described model
order reductions are set to εrd = 10−11. Linking the state-space models without the
application of MOR would result in a state-space model with 500,543 states, i.e. SSC
enables an overall reduction of the number of states by a factor of approximately
8.2 · 10−5.

5.2.2 Validation

For validation purposes, the RF structure shown in Figure 5.7(a) is completely dis-
cretized with a hexahedral mesh using CST MWS. The discretization with 15 lines
per wavelength accounts for one available symmetry plane2 and results in a second-
order state-space system (3.43) - (3.44) with 514,836 states. Based on this system,
the scattering parameters of the structure are determined in the frequency range
1 GHz to 12 GHz on 10,001 equidistant frequency samples by means of the Fast Res-
onant solver of CST MWS (computation time 1 min 15 sec). Complementarily, the
impedance and scattering parameters of the complete structure are determined based
on the compact state-space model from SSC in accordance with Subsection 4.6.3
(computation time 2.7 sec). The direct computation of the network matrices and
the computation using the SSC scheme approximately take the same amount of
time. Figure 5.8(a) presents the comparison between the transmissions from one
probe to the other via the rectangular waveguide. The blue curve is obtained from
the aforementioned direct computation using the Fast Resonant solver. The dashed
red curve is generated by means of the compact state-space model, which is deliv-
ered by the SSC approach. The absolute difference between both curves is depicted
as a solid green line. Both curves show a reasonable agreement. Nonetheless, larger
deviations are observable at frequencies below 6 GHz. Here, the transmission re-
sulting from the direct computation exponentially drops to −356 dB, whereas the
transmission from the SSC scheme stays at −284 dB. Furthermore, larger deviations
of the transmission curves are noticeable in the vicinity of the TE10 cutoff frequency
at 6.6 GHz. The absolute differences (green curve) are in the interval −15 dB to
−32 dB for frequencies larger than 8 GHz.

In addition to the frequency-domain validation, the generated compact model of
the full structure is validated by means of a time-domain computation. For this sake,
one waveguide port of the structure is excited by a Gaussian pulse with the center
frequency f0 = 9.5 GHz and the bandwidth ∆f = 5 GHz. The resulting system
response is computed by the state-space system arising from the FIT discretization

2Both symmetry planes of the structure are not usable in a straightforward manner in CST MWS,
because waveguides ports have to be completely inside the computational domain.
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Figure 5.8: (a) Comparison of the transmission between the left probe coupler and the
right probe coupler of the structure shown in Figure 5.7. The solid blue line is the
reference curve which arises from the direct computation, whereas the dashed red line
results from the compact model generated with SSC. The absolute value of the difference
between both curves is shown as a solid green line. (b) Comparison between the scattered
transient signals at the right probe of the structure due to an excitation with a Gaussian
pulse at the left probe. The solid blue curve is the reference curve which is directly
obtained from the full model. The dashed red curve is delivered by the compact SSC
model. The difference between both curves is depicted as a solid green line.

98



5.3 Waveguide Power Splitter

of the complete structure and the transient solver of CST MWS (computation time
22 sec). To determine the system response with SSC, the second-order state-space
equation in the impedance formulation is transferred to a first-order state-space
equation in a scattering formulation (refer to Subsection 4.5.2 for a detailed descrip-
tion). Based on this first-order scattering representation, an ordinary differential
equation solver, which is integrated in [69], is used to determine the scattered signals
due to the probe excitation with the Gaussian pulse (computation time 0.05 sec).
The system response computation using the SSC scheme approximately takes three
times longer than the direct transient system response computation. Figure 5.8(b)
depicts the comparison between the transient system responses resulting from the
excitation with the Gaussian pulse. The solid blue line is delivered by the transient
solver of CST MWS, whereas the dashed red curve is obtained from the SSC state-
space model and an ordinary differential equation solver. The difference between
both curves is plotted as a solid green line. The maximal absolute value of the
difference amounts to 0.052

√
W.

5.3 Waveguide Power Splitter

This section presents a validation example for the proposed scheme using the wave-
guide power splitter depicted in Figure 3.3. This example shows that SSC is capable
of dealing with topologies different from chains. The waveguide splitter is considered
in the interval 1 GHz to 10 GHz. The TE10 2D port modes are regarded at the three
external waveguide ports exclusively.

5.3.1 Generation of State-Space Model by Means of SSC

To generate a compact model, the structure is split into segments as it is presented
in Figure 4.1: tee piece (segment r = 1), waveguide bending (segment r = 2 and
r = 3), and waveguide with constant cross section (segment r = 4 and r = 5).
On the decomposition planes the TE10 2D port modes are solely considered. The
tee piece and the waveguide bending are discretized with CST MWS using 15 lines
per wavelength and one symmetry plane. The symmetry conditions are selected
in such a way that TE10 modes are regarded. Figure D.2 and Figure D.3 present
mesh refinement studies for both segments as well as pictures of the discretization
of the segments. The unreduced state-space model for the waveguide with constant
cross section (segment r = 4 and r = 5) is generated by analytical techniques in
accordance with Appendix B.4. Table 5.2 collects details of the state-space models
for the individual segments. All state-space equations are combined to (4.42) -
(4.43) according to the topology depicted in Figure 4.2. The combined system
has 92 states and is reduced in a final step to the system (4.44) - (4.45) with 46
states (computation time 0.1 sec). For all model order reductions, the reduction
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Table 5.2: Details on the state-space models of the power splitter segments: Ns is the
number of states of the unreduced system, Nsr the number of states of the reduced
system, and Trd the computation time for reduction. The reduction interval is 1 GHz to
10 GHz and the stopping criterion for the reduction is εrd = 10−12.

Tee Piece Bending Waveguide

Ns 12,672 47,628 100,000
Nsr 20 17 21
Trd 2.7 sec 4.8 sec 1.3 sec

error is specified by εrd = 10−12. Concatenating the state-space models without
reduction techniques would deliver a state-space model of the full structure with
160,296 states, i.e. SSC allows for an overall reduction of the number of states by a
factor of approximately 2.9 · 10−4.

5.3.2 Validation

The entire structure is discretized with a hexahedral mesh with 15 lines per wave-
length by means of CST MWS. The discretization using one available symmetry
plane delivers a second-order state-space system of the form (3.43) - (3.44) with
280,908 states. This second-order state-space system is employed to determine the
impedance and scattering parameters in the frequency range 1 GHz to 10 GHz on
10,001 equidistant samples by means of the Fast Resonant solver of CST MWS (com-
putation time 21 sec). For the sake of comparison, the frequency-domain transfer
function of the state-space model arising from SSC is evaluated on 10,001 equidis-
tant frequency samples and then transferred to scattering parameters in accordance
with Subsection 4.6.3 (computation time 3 sec). The amount of time required for
the direct computation of the network matrices is in the order of the amount of
time needed to compute the transmission by means of the SSC scheme. Figure 5.9
presents the transmission s13(jω) of the waveguide power splitter (the indices re-
fer to Figure 3.3). The solid blue curve represents the spectrum directly obtained
from the full structure by means of CST MWS. This curve is used as reference,
whereas the dashed red curve is generated by the compact SSC state-space model.
The absolute difference between the spectra is indicated as a solid green line. The
blue and the dashed red curve show a reasonable agreement above 5.5 GHz. Be-
low 5.5 GHz, the reference curve (blue) exponentially drops to −391 dB at 1 GHz
whereas the red curve is between −320 dB and −300 dB. Above the cutoff frequency
fco = 7.494 GHz, the blue and the dashed red curve are almost constant at −3 dB
and the absolute difference is equal to approximately −23 dB.

In addition to the computation of network matrices, the eigenmodes of the wave-
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Figure 5.9: Transmission spectrum s13(jω) = s31(jω) of the waveguide power splitter
depicted in Figure 3.3. The solid blue line (reference curve) represents the transmission
from waveguide port 1 to port 3 (refer to labeling in Figure 3.3) directly computed with
CST MWS. The dashed red curve is delivered by the proposed concatenation approach.
The absolute difference between the spectra is plotted as a solid green curve.

guide splitter are determined by the eigenmode solver of CST MWS based on the
discretization of the complete structure. Here, one run is performed with PMC
boundary conditions specified on the waveguide port planes and another run with
PEC boundary conditions on the port planes. Both considerations are restricted
to eigenmodes with resonant frequencies in the interval 1 GHz to 10 GHz. The
eigenmode computations are performed with the Jacobi-Davidson solver of CST
MWS (computation time 11 min 52 sec). Complementarily to the direct approach,
the eigenmodes are computed for PEC and PMC conditions at the waveguide port
planes based on the compact SSC model (computation time 0.03 sec). The applica-
tion of the SSC result in shorter computation times when comparing with the direct
eigenmode computation of the complete structure, i.e. less than 1 min using SSC ver-
sus approximately 12 min using the Jacobi-Davidson solver of CST MWS directly.
The relative errors in the resonant frequencies in the waveguide power splitter are
depicted in Figure 5.10. The resonant frequencies obtained from CST MWS are
denoted by f̃CST,n, whereas the resonant frequencies delivered by the SSC scheme
according to Section 2.4 are specified by f̃SSC,n. The blue plusses in Figure 5.10
indicate the relative errors of resonant frequencies of the waveguide splitter eigen-
modes with PMC boundary conditions enforced on the waveguide port planes. The
red crosses correspond to errors in the resonant frequencies of the waveguide split-
ter eigenmodes with PEC boundary conditions on the waveguide port planes. The
relative errors in the resonant frequencies are in the order of 10−3.
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Figure 5.10: Absolute values of the relative errors of the resonant frequencies in the
waveguide power splitter. The resonant frequencies delivered by SSC are denoted by
f̃SSC,n. The resonant frequencies f̃CST,n determined by the eigenmode solver of CST
MWS, based on the full structure, are employed as reference values. The blue plusses
emerge from an eigenvalue problem with PMC boundary conditions on the waveguide
port planes, whereas the red crosses arise from an eigenvalue problem with PEC bound-
ary conditions on the port planes.

5.4 Rotationally Symmetric Chains of

Third-Harmonic Cavities

This section is focused on the application of SSC on rotationally symmetric chains of
third-harmonic cavities of elliptical shape [13, 14, 15, 16]. The example shows that
SSC is able to cope with long RF structures. Figure 5.11 depicts three structures
which comprise third-harmonic resonators, beam pipes3, and bellows. The chain
shown in Figure 5.11(a) is made of two resonators, one bellow, and four waveguides.
This structure solely serves as validation example and does not have a practical cor-
respondence. The chain depicted in Figure 5.11(b) comprises four resonators, eight
beam pipes, and three bellows. This structure is a simplification of the cavity chain
which is accommodated in the FLASH [9] module ACC39. The structure in Fig-
ure 5.11(c) is built up from eight resonators, sixteen beam pipes, and seven bellows.
This structure models the cavity chain which will be part of the European XFEL [10]
beamline. The RF properties are investigated in the interval 1 GHz to 8.5 GHz. It
should be noted that due to the rotational symmetry of the three chains, their RF

3The beam pipes are in fact circular waveguides with constant cross section.
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(a)

(b)

(c)

Figure 5.11: Rotationally symmetric chains of third-harmonic TESLA cavities with bel-
lows in between. The chain (a) with two cavities is exclusively employed for validation
purposes. The chain (b) with four cavities is a model of the cavity chain in the FLASH
module ACC39 [9]. The chain (c) with eight cavities models the chain for the European
XFEL [10]. The black lines indicate the decomposition planes which are used to generate
the segments from the full structure.

properties could be determined by 2D solvers so that the computational costs are
significantly reduced. However, CST MWS does not support 2D formulations of
Maxwell’s equations for 3D rotational symmetric structures. Instead, symmetry
planes are chosen so that TM01 and TE21 field distributions are regarded. At both
ends of the structures, waveguide ports are assigned. Each waveguide port accounts
for two 2D port modes, namely TM01 and TE21 (see Figure A.2 for a drawing of the
field distributions). It is worth highlighting that there is no coupling between modes
with different azimuthal dependences or polarizations on account of the rotational
symmetry of the structure.

5.4.1 Generation of State-Space Models for Chains

The structures depicted in Figure 5.11 are decomposed into third-harmonic res-
onators, bellows, and beam pipes. The black lines in Figure 5.11 denote the decom-
position planes. At this planes, two 2D port modes (TM01 and TE21) are considered.
In a first step, all three segments are discretized using CST MWS with 15 lines per
wavelength. Mesh refinement studies for the bellow, the beam pipe, and the third
harmonic cavity as well as images of the discretizations of the segments are available
in Figure D.4, Figure D.5, and Figure D.6, respectively. Per segment, two symmetry
planes are chosen such that TM01 and TE21 field distributions and port modes are
considered. In addition, the symmetry plane, whose normal vector is parallel to the
rotational symmetry axis, is utilized as well to reduce computational costs. The
approach requires two individual model order reductions per segment: One for the
PEC boundary condition and one for the PMC boundary condition on this third
symmetry plane. Based on these two arising reduced-order models, the reduced-
order models of the entire segments are assembled. Details on the determination
of reduced-order models for the segments are given in Table 5.3. Despite the fact
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Table 5.3: Details on the state-space models of the individual segments of the rotationally
symmetric chains of third-harmonic cavities: Ns is the number of states of the unreduced
system, Nsr the number of states of the reduced system, and Trd the computation time
for reduction. The reduction interval is 1 GHz to 8.5 GHz and the stopping criterion for
the reduction is εrd = 10−11. The reduced-order models for the rotationally symmetric
segments are created based on two unreduced models accounting for different symmetry
conditions.

Nine-Cell Cavity Bellow Beam Pipe

Ns (2 ·) 172,380 (2 ·) 61,893 (2 ·) 12,150
Nsr 73 35 24
Trd 2 min 49 sec 46 sec 10 sec

Table 5.4: Number of states Nsr of the compact state-space models for the complete
structures. The reduction interval is 1 GHz to 8.5 GHz and the stopping criterion for the
reduction is εrd = 10−11. In total, less than 4 min computation time is required to create
the compact models for the cavity chains using SSC.

Figure 5.11(a) Figure 5.11(b) Figure 5.11(c)

Nsr 153 287 555

that Maxwell’s equations can be analytically solved for circular beam pipes, the
state-space model for the pipes is generated by FIT for the sake of convenience.

The generated compact state-space models of the segments are concatenated ac-
cording to the topologies in Figure 5.11. The arising model for the chain with two
cavities has 265 states and is reduced to a model with 153 states (computation time
0.42 sec). The concatenation of the segments to the arrangement with four ellipti-
cal cavities results in a second-order state-space model with 561 degrees of freedom
which is reduced to a model with 287 states (computation time 1.3 sec). The con-
catenation to the arrangement with eight elliptical cavities results in a second-order
state-space model with 1,153 degrees of freedom which is reduced to a model with 555
states (computation time 4.5 sec). Linking the state-space models without reduction
techniques would deliver a state-space model for the two-cavity string with 910,494
states, a state-space model for the four-cavity string with 1,944,770 states, and a
state-space model for the eight-cavity string with 4,013,322 states. SSC enables an
overall reduction of the number of states by a factor of 1.7 · 10−4, of 1.5 · 10−4, and
of 1.4 · 10−4, respectively. The computation time to compute the compact models
for the three cavity chains by means of the SSC approach is smaller than 4 min.
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5.4.2 Validation Using Chain with Two Nine-Cell
Resonators

The generated segments and the number of 2D port modes used for the concatena-
tion are validated using the compact model of the chain with two cavities, because
its RF properties can be determined with direct computations as well. To generate
reference values for the RF properties, the chain with two cavities is completely
discretized by means of a hexahedral mesh using CST MWS with 15 lines per wave-
length. The discretization accounts for two symmetry planes, so that TM01 and
TE21 are regarded. This discretization delivers a second-order FIT state-space sys-
tem with 1,310,064 states which is employed to compute the scattering parameters
of the chain with two cavities on 10,001 equidistant frequency samples by means of
the Fast Resonant solver of CST MWS (computation time 22 min 22 sec). Subse-
quently, the impedance parameters of the compact SSC model of the string with two
cavities are computed on 10,001 equidistant frequency samples and are transferred
to scattering parameters by (3.67) (computation time 3 sec). The application of SSC
results in shorter computation times when comparing with the direct scattering pa-
rameter computation of the complete structure, i.e. approximately 4 min using SSC
versus approximately 22 min using the Fast Resonant solver of CST MWS directly.
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Figure 5.12: Absolute value of the transmission from the left end of the structure de-
picted in Figure 5.11(a) to the right end. The spectra refer to the TM01 port modes
allocated at both ends and show the second monopole band. The solid blue curve (ref-
erence) is determined by a straightforward computation with CST MWS. The dashed
red curve arises from the proposed concatenation approach. The absolute value of the
difference between both curves is shown as a solid green line.
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Figure 5.13: Normalized longitudinal voltages on the symmetry axis in the arrangement
of two third-harmonic cavities as depicted in Figure 5.11(a). The blue plusses (refer-
ences) are determined by straightforward eigenmode computations with CST MWS and
its post-processing toolbox. The red crosses are generated by the eigenmode compu-
tation using the proposed concatenation approach. The relative error in the resonant
frequencies of the eigenmodes is in the order of 10−4.

Figure 5.12 presents the transmission curve from the TM01 port mode on the left
end of the chain to the TM01 port mode on the right end of the chain. The axes are
chosen such that the second TM01 band of the structure is visible in a detailed man-
ner. The first TM01 band is barely visible in the transmission spectra because its
resonant frequencies are below the cutoff frequencies of the circular waveguide-like
beam pipes (see Figure 1.4). The reference transmission in Figure 5.12 is shown as
a solid blue line, whereas the transmission arising from the concatenation approach
is depicted again as a dashed red line. Both plots show a good agreement and the
absolute value of the difference between both is shown as a solid green line.

In addition to the computation of network matrices, the eigenmodes of the chain
with two cavities are determined. For these considerations, PMC conditions are
specified on the symmetry planes which are tangential to the symmetry axis. To
save numerical costs, the third symmetry plane4 is used as well and two eigenmode
computations are performed to determine all eigenmodes whose resonant frequen-
cies are in the interval of interest. Both eigenmode computations are performed
by the Jacobi-Davidson solver of CST MWS (computation time 11 h 16 min). The
application of SSC leads to significantly shorter computation times when comparing

4plane whose normal component is parallel to the symmetry axis
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with the direct eigenmode computation of the complete structure, i.e. approximately
4 min using SSC versus approximately 11 h using the Jacobi-Davidson solver of CST
MWS directly. Based on the direct eigenmode computation, the normalized longitu-
dinal voltages (see Subsection 2.4.2) of the modes are determined by CST MWS in
a post-processing step. Complementarily, the normalized longitudinal voltages are
determined from the concatenation approach based on the field distributions and
the resonant frequencies of the eigenmodes (refer to Subsection 4.6.4). Figure 5.13
presents the comparison between both results. Each plus (or cross) corresponds to
an eigenmode in the cavity chain with PMC boundary conditions at the ends of the
beam pipes. The horizontal position of the plusses (or crosses) is determined by the
resonant frequency of the eigenmode. The relative error in the resonant frequencies
of the eigenmodes is in the order of 10−4 (not depicted in the diagram). The vertical
position of the plusses (or crosses) is fixed by the normalized longitudinal voltages
of the eigenmode. The diagram conveys a good agreement between normalized lon-
gitudinal voltages directly delivered by CST MWS and SSC. Predominantly, the
first monopole band in the interval 3.72 GHz to 3.9 GHz and the second monopole
band in the interval 6.95 GHz to 8.4 GHz have considerable normalized longitudinal
voltages (refer to resonant frequencies of monopole eigenmodes in a single cavity pre-
sented in Figure 1.4). While the monopole eigenmodes of the first band are trapped
in the individual resonator, the eigenmodes of the second monopole band may be
distributed along the entire cavity chain. In addition to monopole modes belonging
to the first and the second band, monopole modes in between these bands arise.
They cannot be observed in single cavity eigenmode computations and their field
energy is mainly allocated in between the cavities at the bellows. Therefore, they
are further referred to as bellow modes. Eigenmodes corresponding to quadrupole
bands (TE21-like) are not visible in the diagram due to their vanishing normalized
longitudinal voltages.

5.4.3 Longitudinal Voltages Depending on Number of
Cavities

After validating the reduced-order models of the individual segments and the num-
ber of 2D port modes used for the concatenation, the dependence of the longitudinal
voltages of the eigenmode on the number of cavities is examined. For this purpose,
the resonant frequencies and field distributions of the eigenmodes in the respective
structures are determined in accordance with Subsection 4.6.4. In the chain with two
cavities 125 eigenmodes exist in the frequency interval of interest, in the chain with
four cavities 259 eigenmodes, and in the chain with eight cavities 527 eigenmodes.
Figure 5.14 presents the longitudinal voltages of eigenmodes in the three different
structures in direct comparison. The red crosses refer to the structure shown in Fig-
ure 5.11(a), the black plusses to the geometry depicted in Figure 5.11(b), and the
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Figure 5.14: Normalized longitudinal voltages on the symmetry axis in the arrangement
of two (red crosses), four (black plusses), and eight (cyan dots) third-harmonic cavities
(refer to the geometries depicted in Figure 5.11). All presented normalized longitudinal
voltages of the eigenmodes in the respective arrangements are computed by the SSC
approach.

cyan dots to the chain presented in Figure 5.11(b). In close analogy to Figure 5.13,
eigenmodes belonging to the first monopole band (3.72 GHz to 3.9 GHz) and to the
second monopole band (6.95 GHz to 8.4 GHz) have non-negligible longitudinal volt-
ages. In addition to these bands, eigenmodes with resonant frequencies in between
3.9 GHz and 6.95 GHz arise, which are attributed to bellow modes. The diagram
in Figure 5.14 shows that the longer the chain becomes, the more the bands are
populated with eigenmodes. Moreover, the eigenmodes of longer structures tend to
have higher longitudinal voltages.

5.5 Third-Harmonic TESLA Cavities with HOM

and Power Couplers

This section discusses a more sophisticated model of the previously considered cavity
chains (refer to Section 5.4). The beam pipes, which are in fact circular waveguides
with constant cross section, are extended by HOM couplers and power couplers
as shown in Figure 5.15. The geometry of the HOM couplers (one-leg-design as
depicted in [1, Figure 3(a)]) is taken from technical drawings and is modeled with
CST MWS. The inclusion of HOM couplers in the resonator chains breaks the
rotational symmetry of the structures. Thus, it is impossible to strictly distinguish
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(a)

(b)

(c)

Figure 5.15: Chains of third-harmonic TESLA cavities with HOM and power couplers
which break the rotational symmetry. Bellows are placed in between the cavity coupler
combinations. The chain (a) does not have practical relevance. The chain (b) with four
cavities is a model of the third-harmonic module in FLASH [9]. The chain (c) with eight
cavities reflects the third-harmonic module of the European X-FEL [10]. The black lines
indicate the decomposition planes.

between field patterns such as monopole, dipole or quadrupole modes. Moreover, the
absence of symmetry results in drastically increased computational demands because
a reduction of the complexity of the problem by means of symmetry planes is not
possible for the complete discretization. An additional challenge of modeling the
HOM couplers is the reasonable discretization of the tiny HOM coupler parts which
are responsible for the notch effect. In close analogy to Section 5.4, the structures
depicted in Figure 5.15(b) and in Figure 5.15(c) are models for the third-harmonic
cavity chain in FLASH and in the European XFEL, respectively. Note that the
models considered here do not take into account the fact that there are two different
HOM coupler designs attached to the third-harmonic cavities in FLASH as shown
in [1, Figure 3]. Furthermore, the HOM couplers at both ends of the cavities are
rotated around the beam axis by 90° rather than by 115° and the power couplers
are on the opposite sides of the HOM couplers (see Figure D.8(b) for a close-up).
Note that rotations of individual segments of the chain around the beam axis can
basically be taken into account in the SSC approach by means of rotational objects
as discussed in [1, Appendix A] and in [39] for concatenations with CSC. In addition
to the aforementioned deviations from the original design (cf. [78, Figure 4]), the
position of the power couplers in the eight cavity string is chosen such that the
power couplers are next to each other.

Hereinafter, the RF properties of the three chains depicted in Figure 5.15 and
of the validation structure in Figure 5.16 are considered in the frequency interval
1 GHz to 6 GHz. Waveguide ports are allocated at both ends of the structures.
They account for three 2D port modes each: Two TE11 dipole modes and the TM01

monopole mode (refer to Figure A.2 for a sketch of the field patterns). According
to Table A.2, these three port modes correspond to all waveguide modes which are
able to propagate in the frequency interval of interest. In addition to these hollow
waveguide port modes, the TEM mode (see Figure A.3(a) for a sketch of the field
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pattern) is considered at the ends of the HOM and power couplers. Note that further
2D port modes are not considered at the coaxial waveguide ports which correspond
to the couplers.

5.5.1 Generation of Compact State-Space Models

To create compact state-space models of the structures shown in Figure 5.15, the
three chains are decomposed into HOM couplers (HOMC), HOM couplers with
power couplers (HOMPC), cavities, and bellows. The black lines in Figure 5.15
indicate decomposition planes. Three port modes, namely the two TE11 modes and
the TM01 mode, are considered at the arising decomposition planes. In addition
to these segments, a state-space model for a single-cell cavity is generated for the
validation structure in Figure 5.16. All segments are discretized using a hexahedral
mesh with 15 lines per wavelength. Table 5.5 collects details of the state-space mod-
els of the individual segments. While the treatment of the nonsymmetric segments is
straightforward, the treatment of the rotational symmetric segments (nine-cell and
one-cell cavities and bellows) is more elaborate, because all three symmetry planes
are used. In total, four state-space models for each symmetric segment are required.
The symmetry conditions are chosen such that TE11 modes in two polarizations and
the TM01 are considered.

In a next step, the compact state-space models of the individual segments are
concatenated to the structures depicted in Figure 5.15 and in Figure 5.16. Firstly,
the couplers are connected to both ends of the nine-cell cavity. This yields a con-
catenated system with 213 states which is reduced to a system with 132 states
(computation time 0.6 sec). The system is combined with the state-space model
for the bellows in accordance with the topology of the structure depicted in Fig-
ure 5.15(a). This delivers a state-space system with 312 states which is reduced to a
system with 236 states (computation time 1 sec). The obtained state-space system
is used to investigate properties of the two-cavity chain with couplers as depicted
in Figure 5.15(a). Moreover, the obtained state-space model is used in combina-
tion with the state-space model for the bellow to generate a state-space model for
the four-cavity chain with couplers shown in Figure 5.15(b). The arising system
has 520 states and is reduced to a model with 442 states (computation time 3 sec)
which is used to determine the properties of the four-cavity chain with couplers.
Apart from that, the arising system is exploited in combination with the state-space
model for the bellow to generate a model for the eight-cavity chain with couplers
as shown in Figure 5.15(c). This model has 932 states and is reduced to a model
with 854 states (computation time 11 sec). In addition to state-space models of the
chains, a state-space model for the validation structure shown in Figure 5.16 is gen-
erated. The concatenation of the state-space models for the couplers and the single
cell delivers a system with 145 states which is reduced to a system with 98 states
(computation time 0.2 sec). Table 5.6 collects the number of states of the final com-
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Table 5.5: Details on the state-space models of the individual segments: Ns is the number
of states of the unreduced system, Nsr the number of states of the reduced system, and
Trd the computation time for reduction. The reduction interval is 1 GHz to 6 GHz and
the stopping criterion for the reduction is εrd = 10−11. The reduced-order models for the
rotationally symmetric segments are created based on four unreduced models accounting
for different symmetry conditions.

HOMC HOMPC Nine-Cell Cav. Bellow Single-Cell Cav.

Ns 242,880 323,532 (4 ·) 71,478 (4 ·) 44,400 (4 ·) 2,916
Nsr 61 53 105 54 37
Trd 9 min 1 sec 11 min 4 sec 1 min 3 sec 31 sec 6 sec

Table 5.6: Number of states Nsr of the compact state-space models for the complete
structures. The reduction interval is 1 GHz to 6 GHz and the stopping criterion for the
reduction is εrd = 10−11. In total, less than 22 min computation time is required to
create the compact models for the cavity chains and the validation structure using SSC.

Figure 5.15(a) Figure 5.15(b) Figure 5.15(c) Figure 5.16

Nsr 236 442 854 89

pact models. Straightforwardly connecting the state-space models without MOR
would result a state-space model for the two-cavity string with 1,882,230 states, a
state-space model for the four-cavity string5 with 3,942,057 states, and a state-space
model for the eight-cavity string with 8,061,702 states. Therefore, SSC allows for
an overall reduction of the number of states by a factor of 1.3 · 10−4, of 1.1 · 10−4,
and of 1.1 · 10−4, respectively. The compact state-space models for the three chains
and the validation structure are determined in less than 22 min computation time.

5.5.2 Validation

To validate the generated state-space models of the segments and the number of
2D port modes used at the decomposition planes, the structure illustrated in Fig-
ure 5.16 is discretized in its entirety by means of a hexahedral mesh with 15 lines per

5In Section 1.3, the presented number of states is one order of magnitude larger, because the
direct discretization of the four-cavity chain with couplers by a hexahedral mesh leads to a
significant amount of mesh overhead.
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Figure 5.16: Single-cell cavity with HOM couplers and power coupler. The structure
serves as validation example for the subsequent consideration. The geometry is chosen
such that direct computations of its RF properties are feasible.

wavelength. The discretization results in a FIT state-space model with 1,616,877
degrees of freedom. At both ends of the beam pipes waveguide ports, which regard
the three port modes, are defined. In addition, waveguide ports are allocated at the
coaxial waveguide ports of the HOM and power couplers. These waveguide ports
exclusively account for the TEM port mode. Based on these specifications, the
Fast Resonant solver of CST MWS is employed to compute the scattering matrices
on 10,001 equidistant frequency samples in the interval 1 GHz to 6 GHz (compu-
tation time 20 min). Apart from that, the scattering parameters are determined
by means of the generated reduced-order model with 89 states in accordance with
Section 4.6.3 (computation time 10 sec). The SSC scheme delivers the scattering
parameters in approximately 22 min, whereas the direct scattering parameter com-
putation with the Fast Resonant solver of CST MWS requires 20 min. Related to
scattering parameters of this validation example, the concatenation scheme does not
save computation time, i.e. the break even point for SSC is not reached. Figure 5.17
presents the comparison of the transmission from one HOM coupler to the other
HOM coupler of the structure via the single cell. The solid blue curve represents
the transmission obtained from the direct computation using CST MWS, whereas
the dashed red line shows the transmission obtained from the SSC approach. Both
curves show a reasonable agreement. The absolute value of the difference between
both transmissions is indicated as a solid green line.

In addition to the comparison of scattering parameters, 28 resonant frequencies
and field distributions of the validation structure shown in Figure 5.17 are deter-
mined. The eigenmode computation is performed by the Jacobi-Davidson solver
of CST MWS based on the created discretization of the full structure with PMC
boundary conditions on the waveguide ports (computation time 16 h 27 min). Com-
plementarily to the direct eigenmode computation, the eigenmodes are computed
with PMC boundary conditions on the port planes based on the SSC reduced-order
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Figure 5.17: Transmission spectra from the left HOM coupler to the right HOM coupler
of the validation structure shown in Figure 5.16. The solid blue curve arises from the
direct computation of scattering parameters with CST MWS, whereas the dashed red
curve is obtained by the SSC approach. The absolute value of the difference between
the transmissions is plotted as a solid green line.
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Figure 5.18: Absolute value of the relative errors of the resonant frequencies f̃SSC,n of
the eigenmodes computed with SSC. The reference resonant frequencies f̃CST,n are deter-
mined by the eigenmode solver of CST MWS based on the full structure. The eigenmode
computations refer to PMC boundary conditions on the waveguide port planes.

model following Subsection 4.6.4 (eigenmodes with PMC boundary conditions on
the waveguide ports are directly available from the reduced-order model as dis-
cussed in Subsection 4.6.4). The SSC scheme determines the eigenmodes of the
validation structure in approximately 22 min, whereas the direct computation with
CST MWS requires 16 h 27 min.
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Figure 5.19: External quality factors of resonances in the validation structure shown
in Figure 5.16. The blue plusses represent results obtained from the direct computa-
tion with CST MWS, whereas the red crosses represent quality factors delivered by the
concatenation approach.

Figure 5.18 presents the absolute value of the relative error in the resonant fre-
quencies of the eigenmodes. The frequencies directly determined with CST MWS are
denoted by f̃CST,n, whereas the frequencies arising from the SSC approach are de-
noted by f̃SSC,n. The depicted relative errors are in the order of 10−3. In addition
to resonant frequencies of eigenmodes, the external quality factors of resonances in
the validation structure are considered. The post-processing of CST MWS yields
the external quality factors based on the full discretization of the structure. Com-
plementarily, the quality factors are determined on the basis of the SSC approach
as described in Subsection 4.6.5. Figure 5.19 presents the comparison between the
methods. Both results agree reasonably well. However, larger deviations are ob-
served for the TM01 monopole resonance of the single cell at 3.9 GHz. Moreover,
some modes are observed in the direct computation which do not have a clear cor-
respondence in the SSC computation and vice versa.

5.5.3 RF Properties of the Cavity Strings with Couplers

The scattering matrices for the different cavity chains in Figure 5.15 are determined
on 10,001 equidistant frequency samples by means of the respective reduced-order
state-space models following Subsection 4.6.3 (computation time 1 min 2 sec). The
resulting transmission from the left HOM coupler to the right HOM coupler via the
entire string is depicted in Figure 5.20. The red curve corresponds to the trans-
mission via the two-cavity string, the black to the four-cavity string, and the cyan
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Figure 5.20: Transmissions from left HOM to right HOM coupler via the cavity chains
illustrated in Figure 5.15. The red curve depicts the transmission of the chain with
two, the black curve the transmission of the chain with four, and the cyan curve the
transmission of the chain with eight resonators. All transmissions are determined by
means of the SSC approach.

to the eight-cavity string. The transmission basically gets smaller, the longer the
chain becomes. This is attributed to the fact that more couplers are present in
longer chains, i.e. in Figure 5.15(a) four couplers are in between the left and the
right HOM coupler, whereas in Figure 5.15(c) twentytwo intermediate couplers ex-
ist. Qualitatively speaking: The longer the chain, the more energy can be extracted
(or is lost) by the intermediate couplers, so that the absolute value of the trans-
mission coefficients becomes smaller as a consequence of the conservation of energy.
Another observation follows from the transmission curves: The bands in the eight
chain arrangements are much more distinct than the bands in the four chain or the
two chain arrangement.

In addition the the scattering parameters, the eigenmodes of the three chains with
PMC boundary conditions on the waveguide port planes are determined based on
the compact models. The two-cavity chain has 140 resonances, the four-cavity chain
has 288 resonances, and the eight-cavity chain has 584 resonances in the frequency
interval 1 GHz to 6 GHz. Figure 5.21 presents seven typical examples of resonant
field distributions inside the four-cavity chain. The eigenmodes in the chain with
eight cavities are not shown, because the required scaling of the plots would prevent
the visibility of HOM and power couplers. The field plots indicate the absolute
value of the electric field. The plots were generated in joint work with Johann
Heller by means of ParaView [79]. ParaView is an open-source visualization appli-
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cation for scientific purposes. Figure 5.21(a) depicts an eigenmode which belongs
to the TM01-π-modes in the chain. The resonant frequency of the eigenmode is
3.9016 GHz. The field energy is exclusively located in two cavities of the four-cavity
chain. Note that in addition to this TM01-π-mode, three further TM01-π-mode
modes with the resonant frequency 3.9016 GHz exist in the chain. For instance,
they can be superposed such that energy is solely stored in the first, second, third,
or fourth cavity. Figure 5.21(b) presents an eigenmode with a resonant frequency of
3.9721 GHz. The field energy is predominantly allocated in the vicinity of the power
couplers. The eigenmode in Figure 5.21(c) has the resonant frequency 4.6937 GHz
and is distributed along the entire chain. Energy is predominantly stored close to
the power couplers. Nonetheless, this mode is attributed to the first TE11 band.
The resonant frequency of the eigenmode in Figure 5.21(d) is equal to 5.2794 GHz.
Here, the field energy is mainly allocated in between the cavities in the bellow. The
eigenmodes presented in Figure 5.21(e) - Figure 5.21(g) have the resonant frequen-
cies 5.3840 GHz, 5.4073 GHz, and 5.4873 GHz, respectively. These modes belong to
the second TE11 band and their field distribution is allocated along the entire cavity
chain.

Figure 5.22 shows the external quality factors of the resonances computed in the
three different arrangements, based on the reduced-order model according to Subsec-
tion 4.6.5 (computation time 11 sec). The quality factors of modes in the two-cavity
chain are marked as red crosses, the quality factors of modes in the four-cavity chain
as black plusses, and the quality factors of modes in the eight-cavity chain as cyan
dots. According to Figure 5.22(a) there is a set of resonances with similar resonant
frequencies and quality factors as the nine modes of the fundamental band in the
vicinity of 3.8 GHz. These modes are localized in the individual cavities or couplers
and do not couple with the adjacent segments. Apart from this set, some modes
with large quality factors are observed in the four- and eight-cavity arrangements
which do not occur in the two-cavity chain. These quality factors correspond to
modes which predominantly have field energy in between the second and the third
cavity in the four-cavity structure, i.e. sufficiently far away from the power couplers.
In the string with eight cavities, these modes are particularly localized in between
the second and the third, the third and the fourth, and the sixth and the seventh
cavity. Figure 5.22(b) shows the magnification of modes belonging to the second
TE dipole band. Two general tendencies can be observed: The longer the chain, the
more dense the population with modes and the larger the quality factors become.
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(a) (b) (c) (d) (e) (f) (g)

Figure 5.21: Seven arbitrarily selected examples for eigenmodes in the string with four-
cavities which is shown in Figure 5.15(b). The plots qualitatively show the absolute
value of the electric field. The resonant frequencies are listed as follows: (a) 3.9016 GHz,
(b) 3.9721 GHz, (c) 4.6937 GHz, (d) 5.2794 GHz, (e) 5.3840 GHz, (f) 5.4073 GHz, (g)
5.4873 GHz. Note that the poor visibility of the bellow in the middle of the chain is a
plot artifact.
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Figure 5.22: External quality factors of resonances in the cavity chains depicted in Fig-
ure 5.15. The red crosses refer to resonances in the chain with two, the black plusses
to resonances in the chain with four, and the cyan dots to resonances in the chain with
eight resonators. (a) External quality factors in the interval 1 GHz to 6 GHz and (b)
zoom to external quality factors in the interval 5.32 GHz to 5.5 GHz. These modes are
attributed to the second TE dipole band. All quality factors are computed in accordance
with Subsection 4.6.5.
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6 Discussion, Summary, and
Outlook

The objectives of this thesis were the introduction of the State-Space Concatena-
tion scheme and the presentation of suitable application examples. These examples
aimed at showing that the scheme gives reasonable results on a wide band and that
it allows for a significant reduction of computational costs which result from the
determination of RF properties of complex structures. The novel contributions of
this thesis are the SSC scheme itself and the generation of state-space models for
(segments of) RF structures with multiple waveguide ports and waveguide modes
using analytical techniques. The SSC approach is based on the decomposition of
the complex structure into individual segments. Subsequently, reduced-order state-
space models for the segments are generated. These are concatenated by means
of algebraic constraints so that a reduced-order model of the complete structure
emerges. In a final step, this model is reduced as well. The thesis starts with an
introduction to particle accelerators and motivates the work in a detailed manner.
Fundamentals of electromagnetic field theory and of system theory are revised before
the SSC scheme is introduced and application examples are discussed. The examples
show that SSC can handle topologies different from chains, see the waveguide power
splitter in Section 5.3, for example. SSC can also handle different numbers of 2D
port modes on the waveguide ports and decomposition planes: The segments of the
examples in Section 5.4 and in Section 5.5 are concatenated using more than one 2D
port mode on the cut planes. A further key feature of SSC is the considerable re-
duction (factors in the order of 10−4) of degrees of freedom compared to state-space
models generated by concatenations without model order reductions. Despite the
fact that SSC describes the complete RF structures by a small number of states,
the corresponding compact state-space systems accurately model the respective RF
properties. The proof of principle in Section 5.1 works without the discretization
of segments and shows that the relative errors in the resonant frequencies of the
concatenated structure are in the order of 10−6 (cf. Figure 5.4). Similar compar-
isons of resonant frequencies are based on discrete formulations (see Figure 5.10
or Figure 5.18). In these cases, the relative errors in the resonant frequencies are
in the order of approximately 10−4 to 10−3. According to the mesh refinement
studies in Appendix D, this is the order of error which is expected from the FIT
discretization of the segments with a hexahedral mesh. It is therefore assumed that
the errors of concatenations with reduced-order models from FIT are not governed
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by an accumulation of errors resulting from the concatenation itself, but by errors
resulting from the discretization of the segments. Apart from resonant frequencies,
the thesis illustrates that SSC can determine field distributions. Figure 5.6 depicts
the voltage of the TE10 mode along the concatenated waveguide. The discontinu-
ities in the difference (green curve) between the reference field distribution and the
SSC approximation are attributed to the fact that field errors are larger on the de-
composition planes than field errors in the rest of the domain (cf. green curve in
Figure 5.3). However, the relative error (C.8) in the approximated field distribution
is small and amounts to 1.6 · 10−4. Figure 5.13 and Figure 5.19 provide evidence
that SSC can deliver longitudinal field profiles and external quality factors of modes
in structures with sophisticated shape. Unfortunately, Figure 5.19 shows modes re-
sulting from the direct computation which do not have a clear correspondence in
the SSC computation and vice versa. The origin of this effect is unclear because
it is not described how CST MWS exactly determines the external quality factors.
In addition to eigenmodes and their properties, the application examples illustrate
that SSC correctly determines impedance and scattering parameters on a wide band
without the redundant handling of multi-frequency data. However, Figure 5.5(b),
Figure 5.8(a), and Figure 5.9 depict that the SSC model fails if the transmission
spectra fall below approximately −300 dB. This does not limit the proper dynamic
description of the full structure, because the transmissions are small in this regime.
Network analyzers typically have dynamic ranges1 in the order of 100 dB . . . 140 dB
so that transmissions of −300 dB do not play a role in practical applications. In
addition to frequency-domain considerations, the SSC state-space models also allow
for time-domain computations: Section 5.2 describes how state-space models arising
from analytical considerations can be combined with such emerging from discretiza-
tion approaches. The resulting compact model of the complete structure is stable
and can be used for transient investigations.

In addition to the reduction of degrees of freedoms, the SSC scheme enables a
significant reduction of computational costs, particularly for eigenmode computa-
tions: The direct computation of 125 eigenmodes in the rotationally symmetric
chain of two cavities in Figure 5.11(a) requires approximately 11 h, whereas the SSC
computation needs less than 4 min. The eigenmodes of the validation structure in
Figure 5.16 are straightforwardly computed in 16 h 27 min, whereas the SSC delivers
the eigenmodes in less than 22 min. Studies with CST MWS have shown that the
computation times of the iterative eigensolvers scale with Ns per eigenmode, where
Ns is the number of rows and columns of the corresponding sparse system matrix.
Thus, it is estimated that the straightforward determination of one eigenmode in
the chain with four cavities in Figure 5.11(b) requires approximately 2 · 11 h/125.
Compared to the two-cavity chain in Figure 5.11(a), the number of degrees of free-

1For instance, the dynamic range of the scattering parameter measurement presented in Figure 1.5
is approximately −100 dB.
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dom2 is approximately doubled for the four-cavity chain, so that the computation
times per eigenmode are expected to be two times larger. However, 259 eigenmodes
exist in the four-cavity chain in the frequency range of interest for the specified sym-
metry conditions. Consequently, it is estimated that an eigenmode computation for
the four-cavity chain requires 2 · 11 h · 259/125, i.e. four times longer than the com-
putation for the two-cavity chain. The eight-cavity chain has 4,013,322 states, i.e.
approximately four times the number of degrees of freedom of the two cavity chain.
According to Subsection 5.4.3, 527 eigenmodes exist in the eight-cavity chain in the
frequency range of interest for the specified symmetry conditions. Therefore, it is
estimated that an eigenmode computation for the string in Figure 5.11(c) would
require 4 · 11 h · 527/125, i.e. sixteen times longer than the computation for the
two-cavity chain. In contrast to CST MWS, general statements about the scaling
behavior of SSC computations cannot be made. The computation times to generate
reduced-order models of complex structures by means SSC are heavily dependent
on the structure itself: For instance, computation times can be drastically reduced
if the complex structure contains repetitive segments or if the decomposition allows
for exploiting the symmetry of segments. Basically, the reduction of the state-space
models of the individual segments is the most expensive step in the scheme.

Section 5.5 presents the key strength of SSC. The described application example
closely corresponds to the problem statement given in the introduction: As dis-
cussed in Section 1.3, brute-force approaches to determine the RF properties of the
four-cavity string require hours of computing time on cluster computers due to the
complexity of the problem. In contrast, the SSC computation of all eigenmodes
in the interval from 1 GHz to 6 GHz in the two-, four-, and eight-cavity chains are
determined on a standard workstation in 22 min. The significant reduction of com-
puting infrastructure demands and computation times results from the combination
of segmentation techniques with model order reduction approaches. Section 5.5 de-
picts the complexity of computed field patterns such as the TM01-π-mode excited
in two cavities in Figure 5.21(a), a bellow mode in Figure 5.21(d), or a multi-cavity
mode in Figure 5.21(e). Moreover, Figure 5.14 in Section 5.4 and Figure 5.22 in
Section 5.5 show that RF bands of longer chains are more densely populated with
modes. These results once more justify the need for multi-cavity analysis. In sum-
mary, the main contribution of SSC is that it enhances the application domain of
cheap workstation computers, i.e. the technique empowers these machine to cope
with problems which previously required supercomputers. In this sense, the SSC
approach can also be classified as environmentally sustainable, because the usage of
energy-intensive supercomputers can be avoided.

SSC is currently used for design studies to upgrade the BESSY facility such that
bunches of charged particles with different lengths can be stored in the ring (refer
to [80] for a concept of the upgrade). The planned upgrade of the machine requires

2The discussion refers to the numbers of degrees of freedom given in Subsection 5.4.1.
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6 Discussion, Summary, and Outlook

the insertion of four additional superconducting cavities in the beamline. Two cav-
ities will be operated at 1.5 GHz whereas the other two cavities will be operated
at 1.75 GHz. Both cavities will be accommodated in one cryomodule. Numerical
studies with SSC revealed that multi-cavity HOMs with non-negligible longitudinal
voltages exist in the two-cavity chain. It is planned to use SSC to optimize the de-
sign of cavities taking their mutual coupling into consideration. For instance, SSC
conveniently allows for determining the influence of the location and the number
of HOM couplers on RF properties of the cavity string. Thus, the novel method
can contribute to find an adequate final design for the BESSY VSR cryomodule.
Moreover, the SSC scheme could be applied in order to generate modal books of
reference for the third harmonic cavity chains in FLASH [9] and in the European
XFEL [10]. These modal books of reference could be structured similarly to [22] but
could cover properties of eigenmodes of the entire chains. Consequently, the modal
books could contribute to a more profound understanding of the beam-excited fields
in the superconducting cavity chains. Complementary to the computation of RF
properties for concrete geometries, issues directly related to the method itself are
of interest from a scientific point of view: A direct comparison of the SSC scheme
with other approaches using a benchmark structure with a well-defined geometry is
preferable. It is also planned to use the SSC scheme to concatenate reduced-order
models which emerge from FEM discretizations based on tetrahedral meshes. In
this context, open-source FEM packages like FEniCS [81] are promising platforms,
because the system matrices of the discrete formulation of Maxwell’s equations are
available. Moreover, this platform supports basis functions with different order.
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A Commonly Used Waveguides
Modes or Port Modes

In the following, properties of 2D port or waveguide modes in waveguides with the
three most common cross sections are shown. The presentation mainly follows [55, 63].

A.1 Modal Field Patterns in Rectangular

Waveguides

The 2D Helmholtz equation (2.46) with the boundary condition (2.48) can be analyt-
ically solved for rectangular cross section such as shown in Figure 2.3. A separation
technique [63] in a Cartesian coordinate system delivers the transverse patterns of
TE waveguide modes
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and the transverse patterns of TM waveguide modes

LTM
t (x, y) = ATM

(
mxπ
a

cos
(
mxπ
a
x
)

sin
(myπ

b
y
)

myπ

b
sin
(
mxπ
a
x
)

cos
(myπ

b
y
)
)

(A.2)

in rectangular waveguides. The constants a and b specify the width and the height
of the rectangular waveguide. The scaling constants ATE and ATM are chosen such
that the orthonormality relation (2.49) is fulfilled. The variables mx and my are
integer numbers running from zero to infinity for (A.1) and from one to infinity for
(A.2). The separation constants and the respective cutoff angular frequencies are
given for the TE and the TM cases by

kt = ωco
√
εµ = π

√
m2
x

a2
+
m2
y

b2
. (A.3)

Table A.1 lists the properties of the first eight waveguide modes of a rectangular
R-100 waveguide (a = 22.86 mm and b = 10.16 mm) whereas Figure A.1 shows
the corresponding field patterns Lt,m(rt) of TE and TM modes which are ordered
according to their separation constants kt (or cutoff frequencies ωco).
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Table A.1: Properties of waveguide modes in a rectangular R-100 waveguide (a =
22.86 mm and b = 10.16 mm) ordered in an ascending manner according to the sepa-
ration constants. Degenerated couples are highlighted in grey. The corresponding field
patterns are depicted in Figure A.1.

Figure A.1 Mode m Type mx my kt,m/m ωco/2/π/sec

(a) 1 TE 1 0 137.428 6.55869 · 109

(b) 2 TE 2 0 274.855 13.1174 · 109

(c) 3 TE 0 1 309.212 14.7571 · 109

(d) 4 TE 1 1 338.376 16.1489 · 109

(e) 5 TM 1 1 338.376 16.1489 · 109

(f) 6 TE 3 0 412.283 19.6761 · 109

(g) 7 TE 2 1 413.712 19.7443 · 109

(h) 8 TM 2 1 413.712 19.7443 · 109

(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure A.1: First eight transverse modal patterns Lt,m(r) in a rectangular R-100 wave-
guide (a = 22.86 mm and b = 10.16 mm) ordered according to their separation constants.
The respective properties are listed in Table A.1. The plots are created with CST MWS.

A.2 Modal Field Patterns in Circular Waveguides

Apart from the rectangular waveguide, the circular waveguide in Figure 2.3 is a
structure of practical relevance whose transverse field patterns can be determined
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A.2 Modal Field Patterns in Circular Waveguides

analytically. Employing a separation technique [63] for the 2D Helmholtz equation
(2.46) with the boundary condition (2.48) in a cylindrical coordinate system gives
the transverse field patterns of TE waveguide modes
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and of TM waveguide modes
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in circular waveguides. Here, mϕ and mr are integer numbers, Jmϕ is the mϕth
order Bessel function of the first kind, J ′mϕ is the derivative of the mϕth order Bessel
function of the first kind, and Ro the radius of the circular waveguide [63]. The mrth
root of the mϕth order Bessel function of the first kind is given by χmϕ,mr whereas
χ′mϕ,mr is the mrth root of the derivative of the mϕth order Bessel function of first

kind. The scaling factors ATE and ATM are selected in accordance with (2.49) and
ϕ0 is a constant phase angle. The separation constants for the TE case are given by

kTE
t = ωco

√
εµ =

χ′mϕ,mr
Ro

(A.6)

and for the TM case by

kTM
t = ωco

√
εµ =

χmϕ,mr
Ro

. (A.7)

Table A.2: Properties of waveguide modes in a circular waveguide (Ro = 20 mm) ordered
in an ascending manner according to the separation constants. Degenerated couples are
highlighted in grey. The corresponding field patterns are depicted in Figure A.2.

Figure A.2 Mode m Type mϕ mr kt,m/m ωco/2/π/sec

(a) 1 TE 1 1 92.0592 4.39246 · 109

(b) 2 TE 1 1 92.0592 4.39246 · 109

(c) 3 TM 0 1 120.241 5.73713 · 109

(d) 4 TE 2 1 152.712 7.28641 · 109

(e) 5 TE 2 1 152.712 7.28641 · 109

(f) 6 TE 0 1 191.585 9.1412 · 109

(g) 7 TM 1 1 191.585 9.1412 · 109

(h) 8 TM 1 1 191.585 9.1412 · 109
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure A.2: First eight transverse modal patterns Lt,m(r) in a circular waveguide (Ro =
20 mm) ordered according to their separation constants. The respective properties are
listed in Table A.2. The plots are created with CST MWS.

Table A.2 lists the properties of the first eight waveguide modes in a circular wave-
guide (Ro = 20 mm) and Figure A.2 depicts the respective field patterns Lt,m(rt)
which are ordered based on their separation constants.
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A.3 Modal Field Pattern in Coaxial Waveguides

A.3 Modal Field Pattern in Coaxial Waveguides

A fundamental property of the coaxial waveguide is the existence of a TEM mode
due to the inner conductor in the waveguide. The TEM mode can propagate for
ω ≥ 0 and is typically used in most technical applications when operating coaxial
cables. Nonetheless, TE and TM modes can also propagate in the coaxial cable if
an excitation with frequencies larger than their respective cutoff frequencies takes
place. TE and TM modes are often unwanted in the cable, because they limit the
bandwidth due to modal dispersion effects. In the current thesis, TE and TM modes
in coaxial cables are not discussed, because they are not able to propagate for

ω <
1√
εµ

2

Ri +Ro

, (A.8)

whereas Ri is the radius of the inner conductor and Ro is the radius of the outer
conductor [55, p. 83, (3.89)]. The approximation (A.8) only holds for Ri/Ro > 0.2.
A rigorous analysis of TE and TM modes in coaxial cables is available in [55, 63].

The field pattern for TEM modes in coaxial cables is given by

LTEM
t (r, ϕ) = ATEM

(
1
r

0

)
(A.9)

with the scaling constant ATEM, so that (2.49) is satisfied. As previously discussed,
the separation constant for TEM modes as well as their cutoff frequency is zero:

kTEM
t = ωco

√
εµ = 0. (A.10)

The line impedance of the coaxial cable is determined by

ZTEM
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=
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V TEM,+(z)

ITEM,+(z)
=

ln(Ro/Ri)

2π
Zfs. (A.11)

Figure A.3(a) depicts the field pattern of a TEM mode in a coaxial cable.

(a) (b) (c)

Figure A.3: Transverse field pattern LTEM
t (r, ϕ) of a TEM mode (a), and of the first two

TE modes (b) and (c) in a coaxial cable. The plots are created with CST MWS.
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B Analytical Derivations Related
to Rectangular Waveguides

This part of the appendix presents analytical considerations related to a rectangular
waveguide as shown in Figure B.1. The boundary of the waveguide is assumed to
be perfect electric conducting while the inner domain is assumed to be a perfect
insulator. The length of the waveguide is given by L, its width by a, and its height
by b. The grey facets in the sketch indicate waveguide ports which are used to
excite the structure. The presented analytical considerations are restricted to TE10

waveguide modes. The following derivations are predominantly required for the
proof of principle in Section 5.1. This part of the appendix covers the calculation
of the following RF properties of the rectangular waveguide: 3D field distributions
due to frequency-domain modal waveguide port stimuli, impedance parameters, 3D
eigenmodes, and a state-space model.

B.1 Frequency-Domain Field Distributions

To derive electromagnetic field distributions due to modal current excitations at the
waveguide ports in the rectangular waveguide, the ansatz (2.43) for electric fields in
waveguides is transformed into frequency domain and the modal voltage along the

Figure B.1: Sketch of a rectangular waveguide with constant cross section. The length
of the waveguide is denoted by L, the width by a, and the height by b. The grey
facets Γprt,1 and Γprt,2 indicate waveguide ports which exclusively account for TE10 port
modes. The wall of the waveguide is assumed to be a perfect electric conductor whereas
the inner domain is assumed to be a perfect insulator with the permittivity ε and the
permeability µ.

129



B Analytical Derivations Related to Rectangular Waveguides

waveguide is expressed by (2.52):

E(r) =
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with the transverse modal field pattern of the TE10 port mode
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The voltage of the TE10 mode along the waveguide is denoted by V (z) whereas the
voltages of the waves propagating in positive and negative z-direction are represented
by V + and V −. The propagation constant of the TE10 port mode is given by
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√
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The magnetic field corresponding to (B.1) is determined by means of Faraday’s law
of induction (2.3):
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Following (2.44), this magnetic field can be reformulated in terms of

H(r) = nz × LTE10
t (rt)

1
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+nzH
TE10
z (r), (B.5)

where nz is the unit vector in longitudinal direction, ZTE10
w (jω) the wave impedance

(2.57) of the TE10 waveguide mode, I(z) the current of the TE10 mode along the
waveguide, and HTE10

z (r) the longitudinal component of the magnetic field of the
waveguide mode.

In a next step, the amplitudes V + and V − of the traveling waves are replaced
by the modal currents at the ends of the waveguide. These currents are in fact the
modal waveguide port currents:
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[
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]
, (B.6)

I2 = −I(z = L) =
1

ZTE10
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[
−V + e−γ(jω)L + V − e γ(jω)L

]
. (B.7)
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These equations are combined and used to determine the voltages of the waves
traveling in positive and negative z-direction in dependence on the port currents:
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where coth(x) = 1/tanh(x) and csch(x) = 1/sinh(x). The identities (B.8) and (B.9)
are used to substitute V + and V − in the definition of V (z) in (B.1). Simplifying
the arising equation finally delivers
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In combination with (B.1) this statement allows for determining the electric field
distribution inside the waveguide due to port current stimuli in frequency domain.

B.2 Impedance Parameters of Rectangular

Waveguide

To derive the impedance parameters of the TE10 mode in the rectangular waveguide,
the modal voltages at the waveguide ports are required:
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Based on definition (3.59) the impedance parameters are given as follows
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B.3 Eigenmodes in a Rectangular Waveguide

To derive TE10n eigenmodes of the rectangular waveguide, the product ansatz
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is chosen. Here, Ṽn(z) is a function accounting for the longitudinal dependence of the
nth eigenmode. This function is referred to as voltage of the nth eigenmode along
the waveguide. The expression in parenthesis denotes the transverse dependence
of the electric field of the eigenmode. The substitution of the ansatz into (2.68)
delivers
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The voltage Ṽn(z) of the eigenmode along the waveguide has to satisfy

Ṽ ′′n (z) + k2
n,zṼn(z) = 0. (B.17)

The real-valued solution of this differential equation is given by

Ṽn(z) = ΠTE
n sin (kn,z z) + ΨTE

n cos (kn,z z) , (B.18)

where ΠTE
n and ΨTE

n are scaling constants. To ensure PMC boundary conditions
at the ends of the waveguide as requested in Subsection 3.2.1, the magnetic field
corresponding to (B.15) is determined by means of Faraday’s law:
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To ensure that the transverse magnetic fields at both ends of the waveguide (located
at z = 0 and z = L) are equal to zero, the identity

ΠTE
n cos (kn,z z)−ΨTE

n sin (kn,z z) = 0 (B.21)

has to hold for z = 0 and z = L. Thus, ΠTE
n = 0 and kn,z = (n − 1)π/L. The

constant ΨTE
n determines the energy stored in the nth eigenmode. In summary,

the electric field distributions of TE10n eigenmodes in a rectangular waveguide with
PMC conditions at both ends is given by
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)
, where n = 1, 2, . . . (B.22)

in combination with (B.15). The resonant angular frequencies which correspond to
these 3D eigenmodes are determined by
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B.4 State-Space System for Rectangular

Waveguide

To generate a state-space system for a rectangular waveguide, the electric field dis-
tributions (B.15) of the eigenmodes in the structure, its resonant angular frequencies
(B.23), and the 2D port modes (B.2) are required. The state matrix in the first-order
representation is given by the block matrix

Afc = diag
( (

0 ω̃1
−ω̃1 0

)
,
(

0 ω̃2
−ω̃2 0

)
, . . . ,

(
0 ω̃n
−ω̃n 0

)
, . . . ,

(
0 ω̃Ne

−ω̃Ne 0

))
, (B.24)

whereas the state matrix in the second-order representation is determined by

Asc = diag
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n, . . . ,−ω̃2
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)
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As mentioned, the angular resonant frequencies ω̃n are chosen in accordance with
(B.23). Recall that Ne is the number of eigenmodes used for the electric field expan-
sion (3.18). To establish the input and output matrices of the state-space system,
the interaction coefficients (3.26) are required. Based on the field distributions of the
3D eigenmodes (B.15) and the field patterns of the 2D port modes the interaction
coefficients1 are given by

hn,1 =
1√

2Wn

¨

Γprt,1

Ẽn(rt) · LTE10
t (rt) dA =

1√
εL

{
1 if n = 1,√

2 if n > 1
(B.26)

and

hn,2 =
1√

2Wn

¨

Γprt,2

Ẽn(rt) · LTE10
t (rt) dA =

1√
εL

{
1 if n = 1,√

2(−1)n−1 if n > 1.
(B.27)

The coefficient hn,1 quantifies the interaction between the nth 3D eigenmode and
the TE10 port mode at port 1 whereas the coefficient hn,2 describes the interaction
between the nth 3D eigenmode and the TE10 port mode at port 2. Based on these
coefficients the input matrix in the first-order representation reads as

Bfc =
1√
εL

(
0 1 0

√
2 0

√
2 0

√
2
√

2 . . .

0 1 0 −
√

2 0
√

2 0 −
√

2
√

2 . . .

)T

. (B.28)

Following Subsection 3.2.1, the output matrix is equal to Cfc = BT
fc. The input

matrix in the second-order representation is given by

Bsc =
1√
εL

(
1
√

2
√

2
√

2
√

2 . . .

1 −
√

2
√

2 −
√

2
√

2 . . .

)T

. (B.29)

The corresponding output matrix is obtained by Csc = BT
sc.

1The third index of the interaction coefficients is neglected because only one 2D port mode is
considered per waveguide port.
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This chapter examines the accuracy and the convergence of 3D eigenmode expan-
sions. Furthermore, Kirchhoff’s circuit laws are derived from field continuity con-
straints and properties of negative-semidefinite matrices, which are relevant to this
thesis, are discussed.

C.1 Accuracy and Convergence of Eigenmode

Expansions

This section discusses accuracy and convergence properties of 3D eigenmode expan-
sions. Firstly, the order of approximation of 3D eigenmode expansions is examined
by means of a theoretical consideration. Subsequently, the convergence properties
of a 3D eigenmode expansion is examined by a concrete application example. In
other words, the error in the electric field arising from a truncated series expansion
is investigated in dependence on the number of 3D eigenmodes used.

C.1.1 Order of Approximation of Electric Fields

To investigate the order of approximation of an electric field arising from a truncated
eigenmode expansion, the ansatz (3.18) is transformed into frequency domain:

E(r) =
∞∑

n=1

Ẽn(r)√
2Wn

xn. (C.1)

The complex-valued weighting coefficients xn (not to be confused with the x coordi-
nate) are dependent on the excitation conditions at the waveguide ports. Expressing
(3.33) for the nth weighting coefficient delivers

(jω)2 xn = −ω̃2
n xn + jω bsc,n i, (C.2)

where bsc,n is the nth row of the matrix Bsc. Recall that the matrix contains the
constant terms hn,p,m which are determined by the interaction integrals between the
nth 3D eigenmode and all considered 2D waveguide port modes. The identity (C.2)
can be resorted to

xn =
jω

(jω)2 + ω̃2
n

bsc,n i. (C.3)
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This statement is used to replace the complex weighting factors in (C.1):

E(r) =
N∑

n=1

Ẽn(r)√
2Wn

jω

ω̃2
n − ω2

bsc,n i

+
∞∑

n=N+1

Ẽn(r)√
2Wn

jω

ω̃2
n − ω2

bsc,n i

︸ ︷︷ ︸
Eres(r)

,
(C.4)

where Eres(r) is referred to as residual term of the summation. The integer number
N (i.e. the splitting of the summation) is chosen such that ω � ω̃n holds. In other
words, the frequencies of the poles of Eres(r) are much larger than the evaluation
frequency ω, so that Eres(r) is a continuous function in ω. In that case, the frequency
dependence of the residual of the electric field is expressible in terms of the Taylor
series expansion:

jω

ω̃2
n − ω2

=
∞∑

k=1

j

ω̃n
(ω̄n)2k−1 =

j

ω̃n

(
ω̄n + ω̄3

n + ω̄5
n + . . .︸ ︷︷ ︸

O(ω̄3
n)

)
, (C.5)

where ω̄n = ω/ω̃n � 1 is the angular frequency normalized with respect to the
angular resonant frequency of the nth eigenmode. As ω̄n is much smaller than one,
the inequalities ω̄n � ω̄3

n � ω̄5
n hold. The symbolO(ω̄3

n) indicates that the term with
the smallest exponent of the underbraced sum is equal to three. This term governs
the underbraced sum since ω̄3

n is much larger than the remaining terms. In other
words, terms with exponents larger than three are negligible and the underbraced
sum is approximately proportional to ω̄3

n. Using the Taylor series expansion (C.5)
to replace the frequency dependence of the residual electric field gives

Eres(r) =
∞∑

n=N+1

Ẽn(r)√
2Wn

jω̄n
ω̃n

bsc,n i +O(ω̄3
n). (C.6)

If only a finite number of terms is used for the upper series expansion, terms which
are linear in ω̄n are omitted. These terms are indicated by O(ω̄n). The linear terms
are governing the truncation error and therefore the terms contained in O(ω̄3

n) can
be neglected:

Eres(r) =
Ne∑

n=N+1

Ẽn(r)√
2Wn

jω̄n
ω̃n

bsc,n i +O(ω̄n). (C.7)

This equation shows that the approximation of the residual of the electric field by
means of a truncated 3D eigenmode expansion is a first-order approximation in ω.
Thus, the approximation of the electric field E(r) is a first-order approximation in
ω as well.
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C.1.2 A Practical Convergence Consideration of Electric
Fields

To check the convergence of a 3D eigenmode expansion, the electric field in the rect-
angular waveguide shown in Figure B.1 is expanded by means of 3D eigenmodes of
the structure. The 3D eigenmode expansion is based on the results of Appendix B.4.
The electromagnetic fields in the waveguide are determined for the excitation con-
ditions I1 = 1 A exp(j2πft) and I2 = 1 A exp(j2πft) with f = 7.5 GHz. The modal
currents I1 and I2 refer to the TE10 port modes at both ends of the structure. The
quantity

εerr(Ne) =
‖V (z)−∑Ne

n=1
1√

2Wn
Ṽn(z)xn‖

‖V (z)‖ (C.8)

is used as an error measure for the 3D eigenmode expansion which is truncated after
Ne terms. The involved norm is defined in terms of

‖ . . . ‖ =

ˆ L

0

| . . . | dz. (C.9)
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Figure C.1: Log-log plot of the relative error (red dots) of the 3D eigenmode expansion
in the rectangular waveguide in dependence on the number Ne of used eigenmodes (red
dots). The solid black line is determined by the function csN

−1
e and is plotted for

purposes of comparison. The scaling constant cs is chosen such that the black line
coincides with εerr(Ne) for Ne = 104. The diagram shows that in the limit the error of
the 3D eigenmode expansion shows a N−1

e dependence.
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For the sake of completeness, it is remarked that the practical convergence con-
sideration is performed for a rectangular waveguide with the width a = 22.86 mm,
the height b = 10.16 mm, and the length L = 100 mm. However, the convergence
properties do not depend on these concrete dimensions.

Figure C.1 shows a log-log plot of the relative error εerr(Ne) of the 3D eigenmode
expansion depending on the number Ne of eigenmodes (red dots). The solid black
line is computed by cs N

−1
e . The scaling constant cs is selected such that the black

solid line agrees with εerr(Ne) for Ne = 104. The purpose of this line is to illustrate
the slope of a function with the exponent minus one. Figure C.1 shows that in
the limit the error of the 3D eigenmode expansion is inversely proportional to the
number of eigenmodes used, i.e. εerr(Ne) = cs N

−1
e if Ne is sufficiently large. Doubling

the number of 3D eigenmodes leads to a reduction of the error by a factor of two.

C.1.3 Impedance Parameters based on Eigenmode
Expansions

This subsection discusses the error in the impedance parameters which are obtained
from truncated eigenmodes expansion (3.18), i.e. from an incomplete set of eigen-
modes. For this purpose, the impedance parameters of the waveguide with constant
cross section in Figure B.1 are regarded. Similarly to the previous derivations, this
part of the appendix focuses on TE10 port modes. To compute the impedance ma-
trix based on the incomplete eigenmode expansion with Ne 3D eigenmodes, the
frequency-domain transfer function of the second-order state-space system for the
waveguide (see Appendix B.4) is determined:

Z(jω) = BT
s

(
(jω)2 I−As

)−1
Bs jω. (C.10)

The expression in the outer parenthesis gives the diagonal matrix

(
(jω)2 I−As

)
= diag

(
ω̃2

1 − ω2, ω̃2
2 − ω2, ω̃2

3 − ω2, . . .
)

, (C.11)

where ω̃n is defined by (B.23). The inversion of the matrix and its multiplication
from the right-hand side with jω and Bs given by (B.29) results in the matrix

(
(jω)2 I−As

)−1
Bs jω =

1√
εL




jω
ω̃2

1−ω2
jω

ω̃2
1−ω2

jω
ω̃2

2−ω2

√
2 − jω

ω̃2
2−ω2

√
2

jω
ω̃2

3−ω2

√
2 jω

ω̃2
3−ω2

√
2

...
...




. (C.12)
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Figure C.2: Impedance parameter z11(jω) of the waveguide with constant cross section
depicted in Figure B.1. The dimensions of the waveguide are given by L = 100 mm,
a = 22.86 mm, and b = 10.16 mm. The blue curve (reference) is obtained by (B.13),
the solid red curve by (C.13) accounting for eight eigenmodes and the cyan curve by
(C.13) accounting for sixteen eigenmodes. The black curve shows the absolute value of
the difference between the blue and the red curve whereas the green curve depicts the
difference between the blue and the cyan curve. A direct correspondence to the plot is
available in [42, p. 94, Figure 6.4].

The multiplication of this equation with BT
s from the left-hand side yields the

impedance matrix

Z(jω) =
1

εL

(
jω

ω̃2
1 − ω2

(
1 1
1 1

)
+

jω

ω̃2
2 − ω2

(
2 −2
−2 2

)

+
jω

ω̃2
3 − ω2

(
2 −2
−2 2

)
+ . . .+

jω

ω̃2
n − ω2

(
2 −2
−2 2

)

+ . . .+
jω

ω̃2
Ne
− ω2

(
2 −2
−2 2

))
(C.13)

for the waveguide with constant cross section. The impedance matrix is determined
based on Ne 3D eigenmodes. Height a and length b of the waveguide do not explicitly
occur in the equation but are hidden in the resonant angular frequencies ω̃n of the
nth 3D eigenmode. Note that (C.13) is a special case of (3.60).

Figure C.2 presents impedance parameter emerging from an incomplete eigenmode
expansion with Ne = 8 3D eigenmodes (red curve) and Ne = 16 3D eigenmodes
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(cyan curve) in direct comparison with the impedance parameter obtained from
(B.13) (blue curve). Following (3.60), the resonant frequencies of the 3D eigen-
modes correspond to poles in the impedance spectra. Since at least Ne = 8 3D
eigenmodes are considered in the series expansion, all seven poles are observable in
the approximations of z11(jω) in Figure C.2. In contrast to the poles, the roots differ
from the reference values. However, the locations of the approximated roots move
to the locations of the reference roots as the number of 3D eigenmodes increases.
The incorrect location of the roots and the deviations in the interval 1 GHz to 6 GHz
are a result of the truncated series expansions. The absolute value of the difference
between the blue and the red curve is shown as black line whereas the absolute value
of the difference between the blue and the cyan line is shown in terms of the green
line. These differences (or the truncation errors) correspond to the residual terms
Eres(r) in (C.4). Thus, the differences are smooth and bounded functions in jω since
they do not have poles in the considered frequency range (cf. Appendix C.1.1).

Despite the fact that the overall agreement between the reference impedance pa-
rameter and its approximation is remarkable for Ne = 16, it does not describe the
properties of the waveguide structure in an appropriate manner: The location of the
poles poorly agrees with the reference solution. Thus, it is not sufficient to restrict
the model order reduction to eigenmodes whose eigenvalues correspond to resonant
frequencies in the interval of interest (cf. Section 4.2). As a matter of fact, the
snapshot matrix (4.9) aims to approximate the residual terms using a small number
of poles with frequencies larger than ωmax.

C.2 Kirchhoff’s Circuit Laws Emerging from

Continuity Constraints

The applied circuit laws do not hold generally: Kirchhoff’s voltage law demands
the change in time of the magnetic flux linking through closed loops to be zero.
Kirchhoff’s current law assumes that currents which flow into one end of a conductor
directly flow out the other end, i.e. the total charge in the conductor does not
change in time. These assumptions typically hold if the wavelength is orders of
magnitude larger than the size of the structure under concern. This assumption
is not valid for RF structures, because they are operated at frequencies at which
the resulting wavelengths are often smaller than the structure itself. Nonetheless,
Kirchhoff’s circuit laws are applicable to concatenate the segments of RF structures
as it is proposed in Section 4.3. The circuit laws are used such that they express the
continuity of tangential electric and magnetic fields on the decomposition planes.
This statement is subsequently clarified with the aid of an example. Figure C.3(a)
shows a close-up of two internal waveguide ports which are connected to each other.
The plane Γprt of the two waveguide ports is indicated by the dashed black line.
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(a)

(b)

Figure C.3: (a) Cutplane of two internal waveguide ports which are connected to each
other. The domains Ωle and Ωri of the left and the right segment are filled with an
insulator (conductivity σ = 0) with the permittivity ε and the permeability µ. The
normal vectors on the common waveguide port plane Γprt (dashed line) are denoted by
nle and nri. The electric and magnetic field on the port plane of the left segment are
denoted by Et,le(rt, t) and Ht,le(rt, t) whereas the port quantities of the right segment
are labeled as Et,ri(rt, t) and Ht,ri(rt, t). (b) Abstract counterpart of the decomposition
plane shown in (a). Voltages and currents of the left segment are denoted by vle,m(t) and
ile,m(t) whereas voltages and currents of the right segment are marked by vri,m(t) and
iri,m(t). Terminals which correspond to the same field patterns Lt,m(rt) are connected
to each other. The diagram solely accounts for M port modes.

The tangential electric field on the internal waveguide port of the left segment is
denoted by Et,le(rt, t) and the tangential electric field on the internal waveguide port
of the right segment by Et,ri(rt, t). The tangential magnetic fields on the waveguide
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ports are given by Ht,le(rt, t) and Ht,ri(rt, t), respectively. The vectors nle and nri

are normal with respect to the internal port plane and point inside the left and
the right segment. On account of the continuity of tangential electric and magnetic
fields [33, 54, 55], the constraints

Et,le(rt, t) = Et,ri(rt, t), (C.14)

Ht,le(rt, t) = Ht,ri(rt, t) (C.15)

have to hold for concatenated internal waveguide ports (see Figure C.3(a)). Follow-
ing Section 3.1, tangential electric and magnetic field can be expressed in terms of
eigenfunctions Lt,m(rt) of the 2D Helmholtz equation (2.46) on the cross section of
the waveguide ports. Using the expansion (3.3) for the tangential electric fields on
the waveguide port planes in (C.14) gives

∞∑

m=1

Lt,m(rt) vle,m(t) =
∞∑

m=1

Lt,m(rt) vri,m(t), (C.16)

where vle,m(t) and vri,m(t) are the modal voltages which correspond to the left and
the right waveguide port, respectively. Note that the 2D eigenfunctions Lt,m(rt)
can be used for both field expansions, because waveguide ports which arise from
the decomposition have the same cross section (see Section 4.1). Therefore, the
eigenfunctions of the 2D Helmholtz equation are the same for both waveguide ports.
Multiplying (C.16) with the ξth eigenfunction Lt,ξ(rt) and integrating over the port
plane yields

∞∑

m=1

¨

Γprt

Lt,ξ(rt) · Lt,m(rt) dAvle,m(t) =
∞∑

m=1

¨

Γprt

Lt,ξ(rt) · Lt,m(rt) dAvri,m(t). (C.17)

On account of the orthonormality condition (2.49), the integrals are equal to one
for m = ξ and are equal to zero elsewise. Therefore, (C.17) can be simplified to

vle,m(t) = vri,m(t). (C.18)

This statement directly corresponds to the application of Kirchoff’s voltage law to
the network in Figure C.3(b).

Substituting the tangential magnetic fields on the waveguide port planes in (C.15)
with the expansion (3.4) yields

∞∑

m=1

nle × Lt,m(rt) ile,m(t) =
∞∑

m=1

nri × Lt,m(rt) iri,m(t). (C.19)

Multiplying (C.19) from the left-hand side with nle× delivers

∞∑

m=1

nle × nle × Lt,m(rt)︸ ︷︷ ︸
−Lt,m(rt)

ile,m(t) =
∞∑

m=1

nle × nri × Lt,m(rt)︸ ︷︷ ︸
Lt,m(rt)

iri,m(t). (C.20)
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The operation nle × Lt,m(rt) rotates the field pattern Lt,m(rt) around the normal
vector nle with angle of π/2. Thus, nle×nle×Lt,m(rt) corresponds to two rotations
with angle of π/2, i.e. a rotation with angle of π. To accomplish these two rotations,
the field pattern of Lt,m(rt) is simply multiplied with minus one. The operation
nri × Lt,m(rt) rotates the field pattern Lt,m(rt) around the normal vector nri with
angle of π/2. Due to the different directions of the parallel normal vectors nle and nri,
the operation nle×nri×Lt,m(rt) corresponds to a rotation with angle of π/2 followed
by a rotation with angle of −π/2 so that the original field pattern Lt,m(rt) results.
Multiplying (C.20) from the left-hand side with the ξth eigenfunction Lt,ξ(rt) and
integrating over the waveguide port plane gives

−
∞∑

m=1

¨

Γprt

Lt,ξ(rt)·Lt,m(rt) dA ile,m(t) =
∞∑

m=1

¨

Γprt

Lt,ξ(rt)·Lt,m(rt) dA iri,m(t). (C.21)

Again, on account of the orthonormality condition (2.49), the integrals are equal to
one for m = ξ and are equal to zero elsewise. Consequently, (C.21) can be simplified
to

−ile,m(t) = iri,m(t). (C.22)

This equation directly corresponds to the application of Kirchoff’s current law to
the network in Figure C.3(b).

C.3 Symmetric Negative-Semidefinite Matrices

This section discusses properties of symmetric negative-semidefinite matrices with
real-valued coefficients. These properties are predominantly required in Chapter 3
for stability considerations of state-space models.

A matrix A ∈ RN×N is called symmetric negative semidefinite if the symmetry
condition

A = AT (C.23)

and the negative-semidefiniteness condition

xTA x ≤ 0 ∀ x ∈ RN (C.24)

are satisfied. Here, N denotes the number of rows and columns of A and the number
of rows of x.

C.3.1 Generation of Negative-Semidefinite Matrices

If a quadratic matrix A ∈ RN×N is generated by a rectangular matrix R ∈ RM×N

with M rows and N columns as follows

A := −RT R, (C.25)
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the resulting quadratic matrix A is symmetric negative semidefinite. While the
symmetry of A is directly observable from the definition (C.25), the negative semi-
definiteness is shown by substituting (C.25) in (C.24):

xT
(
−RT R

)
x = −

(
xTRT

)
(R x) = −

(
R x

)T

︸ ︷︷ ︸
yT

(
R x

)
︸ ︷︷ ︸

y

≤ 0 (C.26)

The vector y ∈ RM is the zero vector y = 0, if x is in the null space of R or x = 0.
Otherwise y 6= 0 holds. Since y is real-valued, the scalar yTy is larger than or equal
to zero. Therefore, the expression on the left-hand side of (C.26) is smaller than or
equal to zero.

It is worth to mention that the state matrices of the presented second-order sys-
tems are expressible in terms of (C.25). For the state matrix Asc arising from the
continuous case, the matrix R is given by

Rsc = diag (ω̃1, ω̃2, . . . , ω̃n, . . . , ω̃Ne) , (C.27)

for the state matrix obtained from FIT by

Rsd = M−1/2
µ CM−1/2

ε , (C.28)

for the state matrix Asr created by the model order reduction by

Rsr = RsVsr, (C.29)

and for the state matrix Asl arising from the concatenation by

Rsl = RsbKM, (C.30)

where
Rsb = diag(Rsr,1,Rsr,2, . . . ,Rsr,r, . . . ,Rsr,R). (C.31)

If the state-space model for the rth segment is obtained by analytical considerations,
Rs is equal to the matrix Rsc. If the state-space model for the rth segment arises
from the discretization approach, Rs is equal to the matrix Rsd.

C.3.2 Eigenvalues of Symmetric Negative-Semidefinite
Matrices

The eigenvalues λn of real-valued symmetric matrices are real-valued as well and the
corresponding eigenvectors vn ∈ RN can be selected such that they form a complete
set of orthonormal basis vectors [57, 82]:

vT
nvi =

{
1 for n = i,

0 else.
(C.32)
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In that case, each vector x ∈ RN can be expressed in terms of the eigenvectors vn
of A as follows

x =
N∑

n=1

wnvn, (C.33)

where wn ∈ R are scalar weighting coefficients. Substituting this expansion in (C.24)
gives (

N∑

n=1

wnvn

)T



N∑

i=1

wi A vi︸︷︷︸
λi vi


 ≤ 0. (C.34)

This inequality is simplified by means of the orthonormality condition (C.32) to

w2
n λn ≤ 0. (C.35)

For arbitrary x the constant w2
n must be larger than zero. Therefore, all eigenvalues

of symmetric negative-semidefinite matrices must be smaller than or equal to zero:

λn ≤ 0. (C.36)
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D Mesh Refinement Studies

This chapter presents mesh refinement studies for the discretization of the segments
used in Chapter 5. The studies investigate the dependence of the resonant frequen-
cies on the number Np of primary grid nodes, i.e. f̃n(Np). The resonant frequencies
refer to an eigenmode problem with PMC boundaries on the waveguide port planes.
The relative accuracy criterion

εFIT = max
n

∣∣∣∣∣
f̃ref,n − f̃n(Np)

f̃ref,n

∣∣∣∣∣ (D.1)

is used for the subsequent mesh refinement studies. It is a measure for the extent to
which RF properties of the segments are influenced by the hexahedral discretization
of the segments. The accuracy criterion is in fact the maximal absolute value of
the relative error in the resonant frequencies. The criterion exclusively accounts
for resonant frequencies f̃n(Np) in the interval fmin to fmax. The reference resonant
frequencies f̃ref,n are obtained from the eigenmode computation with the largest
number Np of grid nodes, i.e. from the final run. In the final run, f̃ref,n = f̃n(Np)
holds and εFIT is always equal to zero. However, this does not mean that the error
in the computation is equal to zero because the relative accuracy criterion (D.1)
does not refer to the exact values of the resonant frequencies f̃n of the segments.
These frequencies are not available because closed analytical solutions of Maxwell’s
equations do not exist for the segments.
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Figure D.1: (a) Mesh refinement study of the waveguide coupling probe which is used in
Section 5.2. The dots refer to a mesh with 5, 7, 9, 11, 13, and 15 lines per wavelength.
The considered frequency interval is 1 GHz to 12 GHz. The improvement for 15 lines
per wavelength compared to 13 lines per wavelength approximately amounts to 5 · 10−4.
(b) Discretization of the waveguide coupling probe using 15 lines per wavelength (Np =
33,516). The plane in which the mesh is depicted indicates the used symmetry plane.
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Figure D.2: (a) Mesh refinement study of the waveguide bending which is used in Sec-
tion 5.3. The dots refer to a mesh with 5, 7, 9, 11, 13, and 15 lines per wavelength.
The considered frequency interval is 1 GHz to 10 GHz. The improvement for 15 lines per
wavelength compared to 13 lines per wavelength approximately amounts to 6.7 · 10−4.
(b) Discretization of the waveguide bending using 15 lines per wavelength (Np = 15,876).
The plane in which the mesh is depicted indicates the used symmetry plane.
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Figure D.3: (a) Mesh refinement study of the tee piece which is used in Section 5.3. The
dots refer to a mesh with 5, 7, 9, 11, 13, and 15 lines per wavelength. The considered
frequency interval is 1 GHz to 10 GHz. The improvement for 15 lines per wavelength
compared to 13 lines per wavelength approximately amounts to 7.8 · 10−4. (b) Dis-
cretization of the tee piece using 15 lines per wavelength (Np = 4,224). The plane in
which the mesh is depicted indicates the used symmetry plane.
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Figure D.4: (a) Mesh refinement study of the third harmonic cavity which is used in
Section 5.4. The dots refer to a mesh with 5, 7, 9, 11, 13, and 15 lines per wavelength.
The considered frequency interval is 1 GHz to 8.5 GHz. The improvement for 15 lines per
wavelength compared to 13 lines per wavelength approximately amounts to 1 · 10−3. (b)
Discretization of the third harmonic cavity using 15 lines per wavelength (Np = 57,460).
The plane in which the mesh is shown indicates one of three used symmetry planes.
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Figure D.5: (a) Mesh refinement study of the bellow which is used in Section 5.4. The
dots refer to a mesh with 5, 7, 9, 11, 13, and 15 lines per wavelength. The considered
frequency interval is 1 GHz to 8.5 GHz. The improvement for 15 lines per wavelength
compared to 13 lines per wavelength approximately amounts to 6 · 10−4. (b) Discretiza-
tion of the bellow using 15 lines per wavelength (Np = 20,631). The plane in which the
mesh is depicted indicates one of three used symmetry planes.
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Figure D.6: (a) Mesh refinement study of the circular waveguide (or beam pipe) which
is used in Section 5.4. The dots refer to a mesh with 5, 7, 9, 11, 13, and 15 lines per
wavelength. The considered frequency interval is 1 GHz to 8.5 GHz. The improvement for
15 lines per wavelength compared to 13 lines per wavelength approximately amounts to
1 ·10−3. (b) Discretization of the circular waveguide using 15 lines per wavelength (Np =
4,050). The plane in which the mesh is shown indicates one of three used symmetry
planes.
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Figure D.7: (a) Mesh refinement study of the HOM coupler which is used in Section 5.5.
The dots refer to a mesh with 7, 9, 11, 13, and 15 lines per wavelength. The considered
frequency interval is 1 GHz to 6 GHz. The improvement for 15 lines per wavelength com-
pared to 13 lines per wavelength approximately amounts to 2.1 ·10−3. (b) Discretization
of the HOM coupler using 15 lines per wavelength (Np = 80,960). No symmetry planes
can be used.
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Figure D.8: (a) Mesh refinement study of the HOM coupler with power coupler which
is used in Section 5.5. The dots refer to a mesh with 7, 9, 11, 13, and 15 lines per
wavelength. The considered frequency interval is 1 GHz to 6 GHz. The improvement for
15 lines per wavelength compared to 13 lines per wavelength approximately amounts to
1.8 · 10−3. (b) Discretization of the HOM coupler with input coupler using 15 lines per
wavelength (Np = 107,844). No symmetry planes can be used.
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Figure D.9: (a) Mesh refinement study of the third harmonic cavity which is used in
Section 5.5. The dots refer to a mesh with 7, 9, 11, 13, and 15 lines per wavelength.
The considered frequency interval is 1 GHz to 6 GHz. The improvement for 15 lines per
wavelength compared to 13 lines per wavelength approximately amounts to 1.3 · 10−3.
(b) Discretization of the single cell using 15 lines per wavelength (Np = 23,826). The
plane in which the mesh is depicted indicates one of three used symmetry planes.
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Figure D.10: (a) Mesh refinement study of the bellow which is used in Section 5.5. The
dots refer to a mesh with 7, 9, 11, 13, and 15 lines per wavelength. The considered
frequency interval is 1 GHz to 6 GHz. The improvement for 15 lines per wavelength
compared to 13 lines per wavelength approximately amounts to 5.4 · 10−4. (b) Dis-
cretization of the bellow using 15 lines per wavelength (Np = 14,800). The plane in
which the mesh is depicted indicates one of three used symmetry planes.
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Figure D.11: (a) Mesh refinement study of the single cell which is used in Section 5.5
for validation purposes. The dots refer to a mesh with 7, 9, 11, 13, and 15 lines per
wavelength. The considered frequency interval is 1 GHz to 6 GHz. The improvement for
15 lines per wavelength compared to 13 lines per wavelength approximately amounts to
2.2·10−3. (b) Discretization of the single cell using 15 lines per wavelength (Np = 3,610).
The plane in which the mesh is depicted indicates one of three used symmetry planes.
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