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## Introduction to this thesis

This thesis is about applications of the mathematical theory of networks to practical optimization problems. It is a cumulative thesis, and its main part consists of the papers [1] 8 which are already published or submitted for publication. In this introductory part of the thesis it will be explained how the results in the attached papers are related. To this end we provide an overview of some important results of network theory and explain how they are used in the papers. We will also introduce the application areas that are covered by the papers: optimal treatment planning in intensity modulated radiation therapy in [5-8], and strategic and operational planning for supply chain networks in [1-4].

I would like to thank all of my coauthors for agreeing on including our joint papers. In the following list I outline my own contributions to these papers in the order in which they appear in this thesis.

- The method proposed in [8] is based on a combination of [79] and [54]. I had the idea to apply the methods from [79] to the approximation problem introduced in [54], and the details were worked out in discussions with Antje Kiesel.
- For the paper [4] I proved the NP-hardness of the problem (Proposition 1), and I formulated preliminary versions of the heuristic algorithms described in Section 3 of that paper, which were then refined as a result of discussions. For the experimental part I did the runs with the commercial solver CPLEX that were used as a benchmark for our different heuristics, and I also prepared the statistical analysis of the results, i.e. the tables and diagrams in Section 4.
- For the paper [3] I made the observation that certain logical conditions for the availability of machines can be described by a network flow model, which is essential for the mixed integer programming (MIP) approach presented in this paper. I formulated an initial MIP model which was then refined in discussions with the coauthors and industry partners. I implemented the model and analyzed the test results, where again the experimental setup was changed several times after discussions with the coauthors.
- For the paper [2] I did the analysis for the unit capacity case (Section 3) and the special case of series-parallel networks (Proposition 5). For the remaining results in Section 2 I was contributing to the discussions that led to the results and I simplified the proofs and prepared the final presentation.
- For the paper 1] I did the analysis of the two greedy heuristics (Section 6), and I developed and analyzed an initial version of the approximation algorithm in Section 7 which was later simplified significantly by the coauthors.


## 1 Preliminaries on network problems

In this section, we collect some important results on network optimization problems related to paths and flows and we indicate how these are used in the attached papers. Our presentation follows Part I of Schrijver's book [113]. Many more details can be found there and in other standard references on network flows such as the books of Ford and Fulkerson 68] and Ahuja, Magnanti and Orlin [10].

A network (or directed graph) $N=(V, A)$ is a pair consisting of a finite set $V$ whose elements are called nodes and a finite set $A$ whose elements are called arcs. Any arc $a$ is associated with an ordered pair $(u, v) \in V \times V$, and the nodes $u$ and $v$ are also denoted by $a^{-}$and $a^{+}$, respectively. Throughout the cardinalities of $V$ and $A$ will be denoted by $n$ and $m$, respectively. We denote the set of arcs going into a note $v$ by $\delta^{\text {in }}(v)$ and the set of arcs leaving $v$ by $\delta^{\text {out }}(v)$, or formally,

$$
\delta^{\text {in }}(v)=\left\{a \in A: a^{+}=v\right\}, \quad \delta^{\text {out }}(v)=\left\{a \in A: a^{-}=v\right\}
$$

A walk in a network is a sequence $\left(v_{0}, a_{1}, v_{1}, a_{2}, v_{2} \ldots, a_{k}, v_{k}\right)$ alternating between nodes $v_{0}, \ldots, v_{k}$ and arcs $a_{1}, \ldots, a_{k}$ such that $a_{i}^{-}=v_{i-1}$ and $a_{i}^{+}=v_{i}$ for $i=1, \ldots, k$. A walk with distinct nodes is called a path from $v_{0}$ to $v_{k}$ (or a $v_{0}-v_{k}$-path), and a walk with distinct nodes $v_{i}(i=0,1, \ldots, k-1)$ and $v_{k}=v_{0}$ is called a cycle.

### 1.1 The shortest path problem

Let $l: A \rightarrow \mathbb{R}$ be a given function which we call length. This function extends to the power set of $A$ by $l(X)=\sum_{a \in X} l(a)$ for $X \subseteq A$. In particular, identifying the walk $P=\left(v_{0}, a_{1}, v_{1}, \ldots, a_{k}, v_{k}\right)$ with the set of $\operatorname{arcs}\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ we can speak of the length $l(P)$ of this walk. The basic version of the shortest path problem is the following: Given a network $(V, A)$, a length function $l: A \rightarrow \mathbb{R}$ and two nodes $s, t \in V$, find a path that minimizes the length over all paths from $s$ to $t$. The idea underlying the classical algorithms for this problem, the Dijkstra method and the Bellman-Ford method, is to start with a labeling of the nodes given by $d(s)=0$ and $d(v)=\infty$ for all nodes $v \neq s$, and then iteratively pick an arc $a$ with $a^{-}=u, a^{+}=v$ and $d(v)>d(u)+l(a)$ and relabel $d(v) \leftarrow d(u)+l(a)$. Provided there are no cycles of negative length, this procedure terminates with every node $v$ labeled with the minimum length of a path from $s$ to $v$. How efficiently this general framework can be implemented depends on properties of the length function.

Nonnegative arc lengths. The original algorithm of Dijkstra [46] solves the problem in time $O\left(n^{2}\right)$, while in more efficient implementations using sophisticated data structures the run-time can be reduced: Using Fibonacci heaps the problem can be solved in time $O(m+n \log n) \sqrt[69]{ }$, and using scaling techniques it can be done in time $O(m+n \sqrt{\log L})$ 11] for integer arc lengths where $L=\max \{l(a): a \in A\}$.

Networks without cycles of negative length. The Bellmann-Ford algorithm, proposed by Bellmann [21], Ford 64 and Moore [100], runs in time $O(m n)$, and using scaling techniques developed by Goldberg [71] the problem can be solved in time $O\left(\sqrt{n} m \log L^{\prime}\right)$ for integer arc lengths where $L^{\prime}=\max \{2, \max \{-l(a): a \in A\}\}$.

Arbitrary lengths. If cycles of negative length are allowed the problem is already NPcomplete even when all arcs have length -1 .

If we are not only interested in the shortest path between two special nodes $s$ and $t$ but in shortest paths between all pairs of nodes, we can run the Bellman-Ford algorithm $n$ times to obtain a run-time of $O\left(n^{2} m\right)$. A more efficient method, at least for dense networks, is the Floyd-Warshall algorithm 63, 127 which runs in time $O\left(n^{3}\right)$. For sparse networks, the faster methods of Johnson [78] and Bazaraa and Langley [20 can be combined with the Fibonacci heap implementation of Dijkstra's algorithm due to Fredman and Tarjan [69] to solve the all-pairs shortest path problem in time $O(n(m+n \log n))$.

Building on the ideas of [79, shortest paths are used in the papers [5] and [8] to design efficient algorithms for the optimization of treatment plans in intensity modulated radiation therapy using multileaf collimators. This is described in more detail in Section 2.

The paper [1] deals with a variant of the shortest path problem as the first case of a new class of network optimization problems which is introduced in this work: incremental network problems. The basic idea is that arcs can be added to the network over time (subject to budget constraints) and in each time period some network problem, for instance a shortest path problem, has to be solved. The shortest path problem was chosen as the first example for a detailed analysis, because it is among the simplest network optimization problems. Interestingly, the incremental version of the shortest path problem is NP-complete already in very special cases, and consequently natural greedy heuristics are analyzed and an approximation algorithm is derived. In this approximation algorithm, a modified Bellman-Ford algorithm is used to determine the minimum length of a path after adding at most $k$ arcs. More details on incremental network design problems can be found in Section 3.3,

### 1.2 The maximum flow problem

Let $s$ and $t$ be two special nodes, called the source and the sink respectively. A flow is a function $f: A \rightarrow \mathbb{R}_{\geqslant 0}$ that satisfies the flow conservation constraints

$$
\sum_{a \in \delta^{\text {in }}(v)} f(a)=\sum_{a \in \delta^{\text {out }}(v)} f(a) \quad \text { for all } v \in V \backslash\{s, t\} .
$$

Extending $f$ to the power set of $A$ by $f(X)=\sum_{a \in X} f(a)$ for $X \subseteq A$, the value of a the flow $f$ is defined to be

$$
\operatorname{value}(f)=f\left(\delta^{\text {out }}(s)\right)-f\left(\delta^{\mathrm{in}}(s)\right)
$$

which is easily seen to be equal to $f\left(\delta^{\text {in }}(t)\right)-f\left(\delta^{\text {out }}(t)\right)$. Given a capacity function $c: A \rightarrow$ $\mathbb{R}_{\geqslant 0}$ a flow $f$ is called feasible if it satisfies $f(a) \leqslant c(a)$ for all $a \in A$. The maximum flow problem is to find, for a given network with capacity, a feasible flow of maximum value. An
$s$-t-cut in a network with source $s$ and $\operatorname{sink} t$ is a partition $V=S \cup T$ of the node set into two parts such that $s \in S$ and $t \in T$. The capacity of a cut is the sum of the capacities of the arcs crossing from $S$ to $T$, i.e.

$$
c(S, T)=\sum_{a \in A: a^{-} \in S, a^{+} \in T} c(a)
$$

Theorem 1 (Max-Flow Min-Cut Theorem[44, 65]). The maximum value of a feasible flow in a network with respect to a capacity function c equals the minimum capacity of an s-t-cut in that network.

The proof idea for this theorem can be turned into an algorithm for solving the maximum flow problem. The algorithm of Ford and Fulkerson $\sqrt{66}$ is based on an auxiliary network $D_{f}$, called the residual network, which can be associated with any feasible flow $f$. For an $\operatorname{arc} a$ with associated node pair $(u, v)$, let the reverse arc $\bar{a}$ be associated with the node pair $(v, u)$. The node set of the residual network $D_{f}$ is the same as for the original network, and it has the $\operatorname{arcset} A_{f}=A_{f}^{+} \cup A_{f}^{-}$where

$$
A_{f}^{+}=\{a: a \in A \text { with } f(a)<c(a)\}, \quad A_{f}^{-}=\{\bar{a}: a \in A \text { with } f(a)>0\}
$$

The algorithm starts with the feasible flow given by $f(a)=0$ for all $a \in A$ and then iteratively finds an $s$ - $t$-path $P$ in the residual network and pushes a sufficiently small amount $\varepsilon$ of flow along this path, which means that the flow on arcs in $A_{f}^{+} \cap P$ is increased by $\varepsilon$ while the flow on arcs in $A_{f}^{-} \cap P$ is reduced by $\varepsilon$. This algorithm also ensures that for integral capacities the resulting flow takes only integral values. The original algorithm is guaranteed to terminate only for rational capacities and has a run-time of $O(n m C)$ for integral capacities where $C=\max \{c(a): a \in A\}$. Variants of this basic idea due to Dinic 47] and Edmonds and Karp 49] work for arbitrary capacities and have a runtime of $O\left(n m^{2}\right)$. The design of efficient methods for the max-flow problem has been a very active research area leading to many beautiful results on algorithms and data structures, including capacity scaling [49], dynamic trees [119] and the push-relabel method [72. Recently, Orlin [105] solved the long-standing open problem to develop an $O(n m)$ algorithm for the max-flow problem.

Maximum flow computations are crucial for the greedy heuristic that is proposed in 4 for the annual maintenance scheduling of the Hunter Valley coal chain. This is a large supply chain in which coal is transported from the mines to the vessels in the port via a network consisting of rail track and different machines like stackers and reclaimers. Details on this maintenance scheduling problem can be found in Section 3.2.

### 1.3 The minimum cost flow problem

In addition to the capacity function, let there be a cost function $k: A \rightarrow \mathbb{R}$, and let the cost of a flow $f$ be defined by

$$
\operatorname{cost}(f)=\sum_{a \in A} k(a) f(a)
$$

For a given value $\varphi$, the minimum cost flow problem is to find a flow of minimum cost subject to value $(f)=\varphi$. It is convenient to reduce this to the minimum cost circulation problem which is defined as follows. For a network with a capacity function $c: A \rightarrow \mathbb{R}_{\geqslant 0}$ and a demand function $d: A \rightarrow \mathbb{R}$, find a feasible circulation $f$ of minimum cost, which is a function $f: A \rightarrow \mathbb{R}$ that satisfies $d(a) \leqslant f(a) \leqslant c(a)$ for all $a \in A$, as well as the flow conservation constraints

$$
\sum_{a \in \delta^{\text {in }}(v)} f(a)=\sum_{a \in \delta^{\text {out }}(v)} f(a) \quad \text { for all } v \in V
$$

The min-cost flow problem can be reduced to the min-cost circulation problem by adding an arc $a$ with $a^{-}=t, a^{+}=s$ and $d(a)=c(a)=\varphi$ and $k(a)=0$. As for the max-flow problem the residual network with arc set $A_{f}$ is useful. We can extend the cost function to the arc set $A_{f}$ by putting $k(\bar{a})=-k(a)$ for all $\bar{a} \in A_{f}^{-}$. The following observation, which is crucial for the development of algorithms solving the min-cost circulation problem, has been made several times in different contexts (cf. Chapter 12 in 113).

Theorem 2. A feasible circulation $f$ has minimum cost among all feasible circulations if and only if each cycle in $D_{f}$ has non-negative cost.

This gives a method to improve a given circulation $f$ which is not optimal: choose a negative cycle $C$ in $D_{f}$, increase $f(a)$ by $\tau$ for arcs $a \in A_{f}^{+} \cap C$ and decrease $f(a)$ by $\tau$ for arcs $a$ with $\bar{a} \in A_{f}^{-} \cap C$, where $\tau$ is chosen as large as possible such that $f$ stays a feasible circulation. Edmonds and Karp 49] use capacity-scaling to prove that for integer capacities with maximum capacity $C$ this problem can be solved in time $O\left(n^{4} \log C\right)$. The first strongly polynomial algorithm (i.e. with a run-time bound depending only on $m$ and $n)$ was developed by Tardos 123 . She reduces the problem to the solution of $O\left(m^{2} \log n\right)$ maximum flow problems. Together with Orlin's algorithm 105 for the maximum flow problem this yields a run-time of $O\left(m^{3} n \log n\right)$. The currently best run-time guarantee is due to Orlin 103,104 who reduces it to $m \log n$ shortest path problems which implies a run-time of $O(m \log n(m+n \log n))$.

In [7] , a minimum cost flow formulation is used to approximately solve a matrix decomposition problem that is again motivated by the treatment planning in intensity modulated radiation therapy as described in Section 2 .

## 2 Intensity modulated radiation therapy using multileaf collimators

The use of high energetic radiation is an important method in cancer treatment. In order to destroy tumor cells, the patient is exposed to high energetic radiation. The linear accelerator delivering the radiation is attached to a gantry which can be rotated about the treatment couch (see Figure 1). Radiation is useful in cancer therapy because the repair mechanism of cancer cells is less efficient than that of normal cells 115. The method of intensity modulated radiation therapy (IMRT), first proposed by Brahme [30], was developed in the


Figure 1: A linear accelerator on a gantry.


Figure 2: The leaf pairs of a multileaf collimator.
early 1990's in order to make this treatment method more efficient. Today IMRT is a widely used clinical treatment modality and a lot of research has been done on different aspects of the optimal delivery of IMRT which turned out to be a highly complex planning problem. We refer to the book of Webb 128 and the review paper of Bortfeld 28] for more details on the many facets of radiation therapy planning. On a basic level, the objectives are to ensure that the tumor receives a sufficiently high uniform dose while the damage to the normal tissue is as small as possible, and in particular the functioning of critical organs in the vicinity of the tumor is not affected. Due to the high complexity of the problem the planning process is usually divided into three phases [50]: (1) the selection of the number of beams and the directions from which radiation is delivered, (2) the selection of intensity patterns for the directions determined in the first step, and (3) the selection of an efficient way to deliver the intensity patterns. The first two steps (beam selection and intensity profile optimization) can be combined into one optimization routine, which was done, for instance, by Lee et al. [94], Preciado-Walters et al. [108] and Engel and Tabbert [55]. In aperture-based methods 110,114 all three steps are done in one phase and the optimization is directly in terms of deliverable radiation fields.

Any treatment optimization starts with discretizing the patient body into so-called voxels. The set of voxels is then partitioned into three sets: the clinical target volume, the critical structures and the remaining tissue. There are certain dose constraints for each of these parts: the dose in the target volume has to be sufficient to kill the cancerous cells and the dose in the critical structures must not destroy the functionality of the corresponding organs. Beam directions and intensity patterns are usually determined by inverse methods based on physical models of how the radiation passes through a body [55, 76, 92, 111]. In this section, we will focus on the third step, the realization of given intensity patterns, in particular using a multileaf collimator (MLC). An MLC consists of two banks of metal leaves which block the radiation and can be shifted to form irregular shaped beams (Figure 2). With an MLC it is possible to form homogeneous fields of different shapes, and an intensity modulated field can be delivered as a superposition of homogeneous fields. After
discretizing the beam into bixels we can assume that the required intensity pattern is given as a nonnegative integer matrix $A$, where each row of the matrix corresponds to a leaf pair of the MLC. There are two methods in IMRT using MLCs which differ in their technical realization, but the mathematical methods used to determine optimal treatment plans are similar. In the step-and-shoot mode the radiation is switched off whenever the leaves are moving, and the intensity modulation is the result of superimposing a finite number of homogeneous fields. In the dynamic mode [39, 85, 121, 122 the radiation is switched on during the whole treatment, and the modulation is achieved by moving the leaves with varying speed. The fluence at a particular point is proportional to the amount of time in which the point is exposed to radiation, i.e. not blocked by one of the leaves. We consider only the step-and-shoot mode, but the most common approach to the dynamic mode can be seen as an imitation of this case (see [81] and the references therein). The problem of finding optimal sequences of leaf positions was first studied by medical physicists 29 70, 117, 131], but soon it got considerable attention in the mathematical optimization and operations research communities, which is indicated by several survey papers [51, 81, 82]. In this section some important results on this problem are presented, in particular those that are relevant to the work in the papers [5-8].

### 2.1 The MLC shape matrix decomposition problem

The principle of using an MLC in the step-and-shoot mode is illustrated in Figure 3, Our aim is to determine a sequence of leaf positions and corresponding irradiation times such that the given fluence distribution is realized. Suppose the given matrix has size $m \times n$, i.e. we consider $m$ leaf pairs, and for each leaf there are $n+1$ possible positions. Then the leaf positions can be described by certain binary matrices of size $m \times n$ called shape matrices, where a 0 -entry means the radiation is blocked and a 1 -entry means that the radiation goes through. In the basic variant of the problem, the only requirement for shape


Figure 3: Intensity modulation by superimposing 3 beams of different shapes. In each step the left figure shows a leaf position and in the right figure the grey scale indicates the accumulated fluence.
matrices is that each row has the consecutive-ones property, i.e. there are integers $l_{i}$ and $r_{i}$
for $i=1,2, \ldots, m$ such that

$$
s_{i j}= \begin{cases}1 & \text { if } l_{i}<j<r_{i} \\ 0 & \text { otherwise }\end{cases}
$$

For example the first leaf position in Figure 3 corresponds to the shape matrix

$$
\left(\begin{array}{llll}
0 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 1 & 1 & 1
\end{array}\right)
$$

with leaf positions $\left(l_{1}, r_{1}\right)=(1,4),\left(l_{2}, r_{2}\right)=(0,4),\left(l_{3}, r_{3}\right)=(0,3)$ and $\left(l_{4}, r_{4}\right)=(1,5)$. The superposition of differently shaped beams corresponds to a positive linear combination of shape matrices, where the coefficient of a shape matrix measures how long the corresponding field is applied. So any representation of the given fluence matrix $A$ as a positive integer linear combination of shape matrices is a feasible solution for our decomposition problem. For instance:

$$
A=\left(\begin{array}{llll}
1 & 3 & 3 & 0  \tag{1}\\
0 & 2 & 4 & 1 \\
1 & 1 & 4 & 4 \\
3 & 3 & 1 & 0
\end{array}\right)=2 \cdot\left(\begin{array}{llll}
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0
\end{array}\right)+\left(\begin{array}{llll}
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0
\end{array}\right)+\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 0
\end{array}\right)
$$

We denote the set of shape matrices by $\mathcal{S}$, and consider decompositions of the form $A=$ $\sum_{S \in \mathcal{S}} u_{S} S$ with $u_{S} \in \mathbb{N}$ for all $S \in \mathcal{S}$. There are two major objectives that have been considered in the literature: the total beam-on time and the total setup time. The former one is proportional to the sum of the coefficients in the decomposition, and the second one can be measured by the number of beams, in other words the number of shape matrices used in the decomposition. Let $\mathcal{S}_{0}$ denote the set of matrices with nonzero coefficient. We follow the terminology introduced by Baatar et al. [18] and formulate two optimization problems, the decomposition time (DT) problem and the decomposition cardinality (DC) problem

$$
\begin{align*}
& (\mathbf{D T}) \quad \min \left\{\sum_{S \in \mathcal{S}} u_{S}: A=\sum_{S \in \mathcal{S}} u_{S} S, u_{S} \in \mathbb{N}\right\}  \tag{2}\\
& (\mathbf{D C}) \quad \min \left\{\left|\mathcal{S}_{0}\right|: \mathcal{S}_{0} \subseteq \mathcal{S}, A=\sum_{S \in \mathcal{S}_{0}} u_{S} S, u_{S} \in \mathbb{N}\right\} \tag{3}
\end{align*}
$$

More generally, the minimization of a weighted sum of decomposition time and decomposition cardinality leads to the objective function

$$
\begin{equation*}
\sum_{S \in \mathcal{S}_{0}} u_{S}+\alpha\left|\mathcal{S}_{0}\right| \tag{4}
\end{equation*}
$$

for a nonnegative constant $\alpha$. This objective function can be interpreted as the total treatment time, where the parameter $\alpha$ depends on the used MLC and measures the average
setup time, i.e. the time needed to move the leaves and check the setting. In a still more refined model, the varying setup time between different leaf positions can be taken into account depending on the amount of required leaf motion [42, 77]. Consequently, the order in which the beams are delivered becomes relevant and the corresponding objective function is

$$
\begin{equation*}
\sum_{S \in \mathcal{S}_{0}} u_{S}+\sum_{i=1}^{\left|\mathcal{S}_{0}\right|-1} \mu\left(S^{(i)}, S^{(i+1)}\right) \tag{5}
\end{equation*}
$$

where $S^{(1)}, S^{(2)}, \ldots, S^{\left(\left|\mathcal{S}_{0}\right|\right)}$ is a permutation of the set of used shape matrices $\mathcal{S}_{0}$, and for two shape matrices $S$ and $S^{\prime}, \mu\left(S, S^{\prime}\right)$ is proportional to the time necessary to change the setup of the MLC from the beam corresponding to $S$ to the beam corresponding to $S^{\prime}$. It can be shown by small examples [18, 51, 81] (matrices of size $2 \times 3$ ) that the objective functions (2) to (5) in general yield different optimal solutions. It has been observed that the objective values can be significantly improved if it is allowed to rotate the collimator by $90^{\circ}$, thus interchanging the roles played by rows and columns [36, 48, 80].

The optimal value of (2) can be computed efficiently while the problem (3) is strongly NP-complete. A common approach is to first compute the minimal DT, and then heuristically search for a decomposition which realizes this DT and also has a small DC.

### 2.2 The decomposition time problem

Starting with Bortfeld et al. [29] and Galvin et al. 70, a number of algorithms for the shape matrix decomposition problem have been proposed 43, 117, 131, some of them providing the optimal $D T$ while others use heuristic methods for both objectives $D T$ and $D C$. A more rigorous treatment of the problem, including mathematical optimality proofs, started a few years later $99,17,18,25,52,79,84$. First we consider the version without additional constraints, i.e. the leaves in different rows move independently, and then we discuss in some detail two common constraints that are relevant in this thesis: the interleaf collision constraint (ICC) and the tongue-and-groove constraint (TGC).

## The unconstrained problem

A fundamental insight that was already the basis of the algorithm of Bortfeld et al. 29] is that in the unconstrained case the decomposition problem can be solved for each row independently, and the optimal $D T$ for the whole matrix is the maximum of the optimal $D T$ s of the single rows. The optimality (in terms of $D T$ ) of both the sweep algorithm from [29] and the geometry based algorithm of Siochi [117] have been proved several times: based on network flow formulations by Ahuja and Hamacher [9], based on analyzing the leaf trajectories inspired by dynamic MLC models by Kamath et al. [84] and based on an explicit characterization of the minimal $D T$ in terms of the matrix entries by Engel 52 . The best run-time bound for the unconstrained shape matrix decomposition problem comes from the network flow argument of Ahuja and Hamacher (9].

Theorem 3 ( 9$]$ ). The shape matrix decomposition problem for an $m \times n$ intensity matrix $A$ can be solved in time $O(m n)$.

We describe Engel's characterization [52 of the optimal $D T$ in more detail because it motivates an approach to the $D C$ problem described below, and in addition it can be seen as an early version of the concepts underlying the papers [5, 7, 8, For simplicity of notation we add a 0 -th and an ( $n+1$ )-th column to the matrix $A$ by setting $a_{i, 0}=a_{i, n+1}=0$ for $i=1,2, \ldots, m$. The complexity of the matrix $A$ is defined by $c(A)=\max _{1 \leqslant i \leqslant m} c_{i}(A)$ where the $i$-th row complexity $c_{i}(A)$ is

$$
c_{i}(A)=\sum_{j=1}^{n} \max \left\{0, a_{i j}-a_{i, j-1}\right\} .
$$

Theorem 4 ([52). The minimal DT for a matrix $A$ equals $c(A)$.

## The interleaf collision constraint (ICC)

In some of the commercially available MLCs leaf overtravel is forbidden. That means the left leaf of row $i$ and the right leaf of row $i \pm 1$ must not overlap. In this case, a shape matrix cannot contain two consecutive rows as follows:

$$
\left(\begin{array}{lllllll}
0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1
\end{array}\right) .
$$

In terms of the left and right leaf positions this adds the constraints $l_{i}<r_{i+1}$ and $r_{i}>l_{i+1}$ for $i=1, \ldots, m-1$. Boland et al. [25] reduce the DT problem with ICC to a network flow problem with side constraints. The network has $O\left(m n^{2}\right)$ nodes arranged in $m$ layers, and the nodes in layer $i$ are labeled by $(i, l, r)$ where $(l, r)$ runs through the possible pairs of left and right leaf positions, i.e. all pairs with $0 \leqslant l<r \leqslant n+1$. The arcs are between consecutive layers and represent the combinations of leaf positions that are allowed by the ICC. In other words, the nodes $(i, l, r)$ and $\left(i+1, l^{\prime}, r^{\prime}\right)$ are connected by an arc if and only if $l<r^{\prime}$ and $r>l^{\prime}$. In addition, there is a source $D$, which is connected to all nodes in the first layer, and a sink $D^{\prime}$ to which all nodes in the last layer are connected. Then shape matrices correspond to paths from $D$ to $D^{\prime}$. Figure 4 shows the node set for the case $m=4$, $n=2$ and two paths corresponding to the shape matrices

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 1 \\
1 & 0
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{ll}
0 & 1 \\
1 & 1 \\
1 & 0 \\
0 & 1
\end{array}\right) .
$$

By identifying shape matrices with paths from $D$ to $D^{\prime}$ a shape matrix decomposition can be interpreted as a $D-D^{\prime}$-flow, where the flow value is the DT. This is the basis of the polynomial algorithm for the DT problem proposed by Boland et al. (25).

Theorem 5 ( $(25)$ ). The DT problem for a matrix $A$ is equivalent to finding a $D$ - $D^{\prime}$-flow of minimum value subject to the constraint that for every $(i, j) \in[m] \times[n]$ the total flow through the nodes $(i, l, r)$ with $l<j<r$ equals $a_{i j}$. In particular the problem can be solved in polynomial time.


Figure 4: The shape matrix graph for $m=4$ and $n=2$ with two paths corresponding to shape matrices.

In [5], a variant of the graph in Figure 4 is used in a heuristic approach to minimize the DC in a shape matrix decomposition, taking into account both the ICC and the tongue-and-groove constraint described below. The algorithms proposed by Baatar et al. 18 and Kamath et al. [84] are based on the observation that $\max \left\{0, a_{i, j+1}-a_{i j}\right\}$ is a lower bound for the time for which the left leaf has to be in position $j$, i.e. for the sum of the coefficients of shape matrices with $s_{i j}=0$ and $s_{i, j+1}=1$, and similarly for right leaf positions. Introducing variables for the amounts by which these lower bounds are exceeded, Baatar et al. 18 formulate a linear program and develop a combinatorial algorithm which implies that the ICC increase the run-time by a factor of $m$.

Theorem 6 (
Kamath et al. 84 describe a similar algorithm but with an optimality proof that works only under the additional assumption that the MLC leaves move only from left to right. An alternative approach to the decomposition time problem with ICC can be found in [79]. Generalizing Theorem 4, the minimal $D T$ of a shape matrix decomposition with ICC can be characterized as the maximal length of an $s$ - $t$-path in the directed graph $G=(V, A)$ with node set $V$ and $\operatorname{arc}$ set $A$ defined as follows:

$$
\begin{aligned}
V= & \{s, t\} \cup[m] \times[0, n+1], \\
A= & \{(s,(i, 0)): i \in[m]\} \cup\{((i, n+1), t): i \in[m]\} \\
& \cup\{((i, j),(i, j+1)): i \in[m], j \in[0, n]\} \\
& \cup\{((i, j),(i+1, j)): i \in[m-1], j \in[n]\} \\
& \cup\{((i, j),(i-1, j)): i \in[2, m], j \in[n]\} .
\end{aligned}
$$

The length function $l: A \rightarrow \mathbb{N}$ is defined by

$$
\begin{aligned}
l(s,(i, 0)) & =l((i, n+1), t)=0 & & (i \in[m]), \\
l((i, j-1),(i, j)) & =\max \left\{0, a_{i j}-a_{i, j-1}\right\} & & (i \in[m], j \in[n+1]), \\
l((i, j),(i+1, j)) & =-a_{i j} & & (i \in[m-1], j \in[n]), \\
l((i, j),(i-1, j)) & =-a_{i j} & & (i \in[2, m], j \in[n]) .
\end{aligned}
$$

This graph is called the DT-ICC-graph for the matrix $A$. Figure 5 shows the DT-ICC-graph


Figure 5: A DT-ICC-Graph.
for the matrix

$$
A=\left(\begin{array}{llllll}
4 & 5 & 0 & 1 & 4 & 5 \\
2 & 4 & 1 & 3 & 1 & 4 \\
2 & 3 & 2 & 1 & 2 & 4 \\
5 & 3 & 3 & 2 & 5 & 3
\end{array}\right) .
$$

Using duality the following min-max-characterization can be proved.
Theorem $7([79)$. The minimal DT of a shape matrix decomposition of the matrix A equals the maximum length of an $s$-t-path in the corresponding ICC shape matrix decomposition graph.

This characterization of the minimal $D T$ as a maximal path length is the basis of the approach to the approximated shape matrix decomposition problem proposed in [8].

## The tongue-and-groove constraint (TGC)

Another feature of many MLCs is the tongue-and-groove design [45, 129]. To prevent leaking radiation through the gap between two adjacent leaves a tongue-and-groove design is used which creates a small overlap of the regions covered by adjacent leaves. This overlap can cause significant under-dosage effects, and many researchers have proposed mechanisms to control these under-dosage effects [86, 97, 109, 117. A natural strategy is to require that
$a_{i j} \leqslant a_{i \pm 1, j}$ implies that in each of the used beams bixel $(i \pm 1, j)$ is open whenever bixel $(i, j)$ is open, or in terms of the shape matrices:

$$
\begin{aligned}
a_{i j} \leqslant a_{i-1, j} \wedge s_{i j}=1 & \Longrightarrow s_{i-1, j}=1, \\
a_{i j} \geqslant a_{i-1, j} \wedge s_{i-1, j}=1 & \Longrightarrow s_{i j}=1
\end{aligned}
$$

for $i=2, \ldots, m$ and $j=1, \ldots, n$. These conditions will be called tongue-and-groove constraints (TGC) and they ensure that the overlap region between two adjacent bixels receives the smaller of the two relevant doses. The method of Kamath et al. [84] can be modified to solve the DT problem with TGC. Imitating the synchronization approach proposed by van Santvoort and Heijmen [112] for MLCs in dynamic mode, this was done by Kamath et al. [86] under the additional assumption of unidirectional leaf movement.

Theorem 8 ([86]). Assuming unidirectional leaf movement, shape matrix decompositions with minimum DT can be determined in time $O\left(m^{2} n\right)$ for the problem with TGC as well as for the problem with both constraints, ICC and TGC.

This theorem can be proved in the same way as Theorem 6. For the problem with ICC and TGC the assumption of unidirectional leaf movement can be dropped: using the duality based algorithm from [79 with a modified length function yields a decomposition with unidirectional leaf movement which has minimum $D T$ among all shape matrix decompositions with ICC and TGC [5]. The complexity of the DT problem with TGC (but without ICC) is still open.

Problem. Determine the computational complexity of the DT problem with TGC.
Note that Engelbeen and Kiesel [57] showed that for a binary input matrix $A$ the DT problem with TGC can be solved in time $O\left(m^{2} n^{2}\right)$.

### 2.3 The decomposition cardinality problem

In contrast to the DT problem, the DC problem is already computationally hard for very special cases as shown by Baatar et al. [18] and Collins et al. [38].

Theorem 9 ( $\sqrt{18]}$ ). The DC problem (3) is strongly NP-hard for single row matrices.
Theorem 10 ([38]). The DC problem (3) is strongly NP-hard for single column matrices.
The proofs of these two hardness results proceed by reduction from 3-Partition and Positive NotAllEqual-3Sat, respectively. Using the reduction from 3-Partition, Bansal et al. [19] prove that the DC problem cannot be well approximated. More precisely, it is APX-hard, which means that there exists a positive $\varepsilon$ such that, unless $P=N P$, there is no polynomial time algorithm with an approximation ratio $1+\varepsilon$.

Theorem 11 (\|19]). The DC problem is APX-hard even for a single row with entries polynomially bounded in $n$.

The approaches that have been proposed to overcome this hardness can be roughly classified into three types.

Heuristics. Most of the early algorithms heuristically search for a decomposition with a small DC among all decompositions with the minimum DT. This can be seen as lexicographic minimization for the bi-objective problem to minimize the pair ( $D T, D C$ ). For instance, a greedy strategy derived from the characterization of the minimal DT in Theorem 4 is used by Engel [52]: While the intensity matrix $A$ is nonzero, find the maximal integer $u$ such that there exists a shape matrix $S$ with $c(A-u S)=c(A)-u$ and $A-u S$ still nonnegative, and continue with $A-u S$. The same strategy is applied in [79] for the decomposition with ICC, and in [5] for ICC and TGC. A similar greedy idea is used by Baatar et al. 18] for the decomposition with ICC. The algorithm of Baatar et al. 16 takes this approach a step further: instead of extracting a single shape matrix, each iteration step consists of the extraction of a set of shape matrices with the maximum coefficient. Gunawardena et al. 73] describe a multiple start local search heuristic using results of Engel [52]. An approach using ideas from computational geometry is developed by Chen et al. [33 35]. This method builds on the geometric interpretation of intensity maps as a 3 -D "mountain" made of unit cubes which goes back to Siochi 117]: The base of the mountain representing an $m \times n$ matrix $A$ is an $m \times n$-rectangle and on the square $(i, j)$ there is a pile of $a_{i j}$ unit cubes. Then the DC problem corresponds to the decomposition of such a mountain into polytopes build from unit cubes which represent the fields that can be delivered by the MLC.

Approximation algorithms. There have been some attempts to obtain algorithms with a guaranteed approximation ratio. An algorithm of Bansal et al. [19] is shown to have approximation ratio $24 / 13$ for the single row case. Building on this, approximation algorithms for general matrices were developed by Luan et al. 96 and extended by Biedl et al. [23]. The approximation guarantee obtained is in terms of the maximum value $L$ and the maximum row difference $D$ which are defined as (recall $a_{i 0}=a_{i, n+1}=$ 0 for all $i$ )

$$
\begin{aligned}
L & =\max \left\{a_{i j}:(i, j) \in[m] \times[n]\right\}, \\
D & =\max \left\{\left|a_{i j}-a_{i, j-1}\right|: i \in[m], j \in[n+1]\right\}
\end{aligned}
$$

One of the algorithms in 23] has run-time $O\left(m n^{2} h \log D\right)$ and approximation ratio $\frac{24}{13}(\log D+1)$.

Exact algorithms. More recently, there was some more activity in the area of exact algorithms for the problem. The integer programming approach of Langer et al. [93] is computationally feasible only for very small instances. The combinatorial algorithm in 83 solves the problem in time $O\left(m n^{2 L+2}\right)$ where $L$ is the maximal entry of the input matrix $A$. This is polynomial for fixed $L$, but computational tests show that the method is not efficient enough to tackle problems of practical relevance. The same is true for the combined integer and constraint programming model of Baatar et al. [15], the constraint programming approach of Ernst et al. $[58$ and the mixed integer programming model of Wake, Boland and Jennings 126. Another integer programming model was developed by Taşkın et al. 124, and their algorithm, combining
integer programming decomposition and combinatorial search techniques, was shown to be capable of solving real-world problems within practicable computational limits. Moreover, the model is flexible in that additional constraints like ICC and TGC can be easily included. There has also been some work on worst case run-time bounds for exact algorithms. Cambazard et al. [31] show that the problem for a single row is fixed parameter tractable for the parameter $L$. In particular, there is a shortest-path based algorithm with run-time $O\left(p(L)^{2} n\right)$, where $p(L)$ is the number of unordered partitions of $L$ as a sum of positive integers. Based on this they propose two hybrid methods [32] using Lagrangian relaxation and column generation, respectively. Finally, Biedl et al. 22 present an algorithm with an improved asymptotic runtime analysis. In particular, they show that the DC problem can be solved in time $O\left(m n^{L} / 2^{(1 / 2-\varepsilon)(H-1)}\right)$ for every $\varepsilon>0$.

### 2.4 Approximative shape matrix decomposition

The input data for the shape matrix decomposition problem is a matrix $A$ which is the result of optimizing beam directions and dose distributions. The algorithms producing the matrix $A$ are based on simplified models of the radiation physics which do not capture all the dosimetric details. Thus it makes sense to think of the entries of $A$ as having an error bar attached. In addition, the exact shape matrix decomposition of $A$ might imply a prohibitively large DT. These considerations motivate the question for the minimum DT in a segmentation of a matrix that approximates the matrix $A$ in some sense. The investigation of this problem was proposed first by Engel and Kiesel [54]. More precisely, the problem introduced in this paper is looking for a matrix $B$ that lexicographically minimizes the following two objectives:

1. the minimum DT of a shape matrix decomposition of the matrix $B$, and
2. the total change, defined as $\sum_{(i, j) \in[m] \times[n]}\left|a_{i j}-b_{i j}\right|$.

The condition that $B$ approximates $A$ is reflected by the constraints that $\left|a_{i j}-b_{i j}\right| \leqslant \delta$ for all $(i, j) \in[m] \times[n]$ where $\delta$ is an input parameter. Engel and Kiesel 54 solved this for the unconstrained case, and their algorithm has a run-time bound of $O\left(\delta^{3} m n^{2}\right)$. In [8] the min-max-characterization of the optimal DT for the problem with ICC from Theorem 7 is used to derive an algorithm for determining the minimum DT of an approximation matrix in time $O\left(\delta^{2} m n^{2}\right)$. For the total change minimization this paper suggests a heuristic approach. The complete bi-objective problem is considered in [7]. This paper presents a minimum cost network flow formulation for the dual of the problem to find a shape matrix decomposition with minimum total change subject to the condition that the DT equals a prescribed value, for instance the smallest possible one which can be determined according to [8]. From this formulation an algorithm is derived which solves the problem in time $O\left(m^{2} n^{2} \log ^{2}(m n)\right)$. Another approximation problem, motivated by known dosimetric shortcomings of certain radiation field forms, is treated by Kiesel and Gauer [88], where the set of allowed shape matrices is restricted to matrices that correspond to field shapes with good dosimetric properties. In many cases this restriction makes an exact shape matrix decomposition
impossible, hence an approximation is necessary. A related but more general problem is investigated by Engelbeen et al. [56] where a number of results on hardness of approximation are derived. The more general problem is to find, for an input set $\mathcal{S}$ of binary $m \times n$ matrices (for instance the set of dosimetrically acceptable shape matrices in [88]), the best approximation of a given matrix $A$ as a positive linear combination of elements of $\mathcal{S}$.

### 2.5 Decomposition into rectangle matrices

It is an interesting problem to study the shape matrix decomposition problem for smaller classes of binary matrices. In the IMRT application, intensity modulation without an MLC leads to the problem of decomposing the intensity matrix $A$ into binary matrices whose 1 entries form a rectangle [41, 130]. For binary input matrices this is a well studied problem in computational geometry $[59, ~ 95,102,120]$. For matrices with arbitrary nonnegative integer entries the problem was investigated by Engel [53]. For the special case of matrices with two rows his maximum flow formulation leads to a combinatorial algorithm which runs in time $O\left(n^{2}\right)$. For more than two rows an integer programming formulation is presented and an efficient algorithm based on the revised simplex method is described. The paper 53 ends with a list of open problems concerning the integrality gap of rectangle decomposition problems. The second of these problems asks for a proof of the conjecture that for binary input matrices this integrality gap vanishes, and this problem is settled in [6].

## 3 Dynamic network problems

In this section, we collect results about network problems with an additional time aspect. In Section 3.1 we describe some of the main results in the area of flows over time, and in Section 3.2 we provide some background on the scheduling problem studied in [2], [3] and [4] where the objective is to maximize the total flow through a network over a given time horizon. Finally, Section 3.3 contains the description of a new class of network design problems, introduced in [1], where a network is built over a number of time periods, and the aim is to arrange the construction process in such a way, that not only the ultimate network is optimal, but also the intermediate networks that are available in each time period.

### 3.1 Flows over time

Many real-world systems that are modeled by a mathematical network, such as transportation or telecommunication networks, have a time component which is not reflected in the basic models presented in Section 1. There are several ways to introduce a temporal dimension into the standard flow problems: the arcs can have associated transit times, or the network specifications like capacities and costs might change over time. Such temporal aspects in flow problems can be captured using the concept of flow over time (also called dynamic flow) which was introduced by Ford and Fulkerson [67, 68$]$ in the following form: given a network with transit times on the arcs, determine the maximum flow that can be sent from a source $s$ to a sink $t$ in $T$ time units. In 67] this problem is reduced to the computation of a static minimum cost circulation in the extended network obtained by
adding an arc from $t$ to $s$, and interpreting the transit times as costs. The correctness of the algorithm follows from a generalization of the Max-Flow Min-Cut Theorem (Theorem 1) using the appropriate notion of an $s$-t-cut over time. In contrast, the dynamic version of the minimum cost flow problem is NP-complete which was shown by Klinz and Woeginger [90], but it can be solved in pseudo-polynomial time using time-expanded networks. A time expanded network corresponding to the network $(V, A)$ contains copies of every node $v \in V$ for different points in time, and an arc $a=(v, w) \in A$ with transit time $\tau_{a}$ is replaced by arcs joining the copy of $v$ for time $i$ with the copy of $w$ for time $i+\tau_{a}$. The minimum cost flow problem over time has a fully polynomial-time approximation scheme based on condensed time-expanded networks introduced by Fleischer and Skutella 62]. For a comprehensive overview of the large area of flows over time we refer to the the survey papers of Aronson [14, Powell et al. [107] and Kotnyek [91], as well as the expository book chapter of Skutella 118.

In the problems relevant to this thesis the transit times are neglected, but the concept of a flow over time makes sense also for zero transit times. Suppose the goal is to send certain amounts of flow between different source-sink pairs and the capacity of the network is not sufficient to satisfy all demands. Then looking for a collection of flows such that their sum satisfies all demands is a flow over time problem which was studied by Hajek and Ogier 74 and Fleischer 60 . Another situation where flow over time with zero transit times naturally occurs is when the input data (capacities and costs) changes over time [12, 13, 75, 99, 106. In the problem studied in the papers [2], (3] and [4], the capacities are piecewise constant as a function of time. Variants of the maximum flow problem with piecewise constant capacities were investigated by Ogier [101] and Fleischer [61]. In contrast to their work, in the problem described in Section 3.2, the piecewise constant capacities are not given as input, but depend on the scheduling decisions that are made while solving the problem.

### 3.2 Maintenance scheduling for the Hunter Valley Coal Chain

The port of Newcastle, NSW, Australia, is the world's largest coal exporting facility, used for shipping around 80 different brands of coal from about 40 mines owned by 11 producers. Four train haulage operators bring the coal from the mines to three coal loading terminals. The inland portion of the coal export chain, following the path of the Hunter river, is the Hunter Valley Coal Chain (HVCC, see Figure 6). In 2009, the Hunter Valley Coal Chain Coordinator Limited (HVCCC, http://www.hvccc.com.au) was founded as an independent legal entity to plan and coordinate the daily operations as well as the long term strategic planning of coal producers and service providers. The book chapter of Boland and Savelsbergh [26] provides an excellent overview on the history of the HVCCC, as well as on a variety of challenging optimization problems that have been identified and that are in the focus of highly active research. These range from detailed models for the daily operational planning 24, 37, over medium term planning problems as the annual maintenance scheduling [3, 4], to decision support tools for the long term strategic planning of infrastructure expansion to satisfy increasing demand [27, 116].

The necessary steps to bring the coal from the mines to the ships in the port can be coarsely described as follows. From load points associated with one or more mines, the


Figure 6: The Hunter Valley Coal Chain ([26], see also http://www.hvccc.com.au).
coal is transported to the terminal by train. Upon arrival, a train dumps its contents at a dump station, and it is then transported to a pad where it is added to a stockpile by a stacker. It usually must dwell on the pad for up to ten days before the ship is available for loading. Reclaimers are used to reclaim the coal which is then transferred to a berth on a conveyor. Finally, it is loaded onto a ship with a ship loader. The structure of the coal chain is schematically shown in Figure 7.


Figure 7: Schematic view of the Hunter Valley Coal Chain (adapted from 40).

The problem discussed in the papers [3] and [4] is motivated by the annual maintenance planning process carried out by the HVCCC. Supply chain components such as railway track sections, terminal equipment and load points have to undergo regular preventive and corrective maintenance, causing a significant loss in system capacity (up to $15 \%$ ). The

HVCCC had observed that careful scheduling of the maintenance jobs - good alignment of them - could reduce the impact of maintenance on the network capacity, and established a regular planning activity to carry it out, called "capacity alignment".

The starting point of the work in [4] is the observation that the movement of the coal through the system can be viewed as a flow in a network, where the nodes are load-points at the mines and junctions in the railway network, and arcs are railway track sections or certain pieces of equipment at the terminals. In this model any maintenance job causes a temporary capacity reduction on the corresponding arc, so the evaluation of a fixed maintenance schedule with respect to the total annual throughput is a maximum flow over time problem with piecewise constant capacities, and this reduces to a sequence of independent maximum flow problems, one for each time interval of constant capacities. More formally, an optimization problem called maximum total flow with flexible arc outages (MaxTFFAO) is introduced. An instance of this problem is given by

- a network $(V, A)$ with a source $s \in V$ and a $\operatorname{sink} t \in V$,
- a time horizon $T$, and
- a list $J$ of jobs, where a $j o b j$ is specified by its associated arc $a_{j}$, its processing time $p_{j}$, its release date $r_{j} \in\left[T-p_{j}+1\right]$, and its deadline $d_{j} \in\left[r_{j}+p_{j}-1, T\right]$.

A solution of the problem is specified by start times $S_{j} \in\left[r_{j}, d_{j}-p_{j}+1\right]$ for the jobs $j \in J$. The arc $a_{j}$ is not available for carrying flow in the $p_{j}$ time periods $S_{j}, S_{j}+1, \ldots, S_{j}+p_{j}-1$. In order to evaluate a solution, we denote the set of available arcs at time $i$ by $A_{i}$, i.e.

$$
A_{i}=A \backslash\left\{a: a=a_{j} \text { for some } j \in J \text { with } S_{j} \leqslant i \leqslant S_{j}+p_{j}-1\right\} .
$$

The value of the solution $\left(S_{j}\right)_{j \in J}$ is $\sum_{i=1}^{T} F_{i}$ where $F_{i}$ is the maximum value of an $s-t$ flow in the network $\left(V, A_{i}\right)$. By reduction from 3-Partition, it can be shown that this problem is hard even when the network contains only one node except $s$ and $t$, a so-called transshipment node.

Theorem 12 ([4). The problem MaxTFFAO is strongly NP-complete even for a network with a single transshipment node.

In [4], several improvement heuristics are presented. They are based on a local search where the neighbourhood of a solution consists of all solutions that can be obtained by changing the start time of at most one job. Dual information from the maximum flow problems for evaluating the current solution is used to identify jobs for which changing the start time can improve the objective.

A special case of the problem MaxTFFAO is studied [2]: an arc can be associated with at most one job, all processing times and release dates are equal to 1 , and all deadlines are equal to $T$. Thus the release dates and deadlines are no constraints, and the job set can be identified with a subset of the arc set. Consequently, the problem can be stated as follows: given a network and a subset $J \subseteq A$ of arcs that have to undergo maintenance for exactly one time period in the time horizon, what is the maximum flow that can be
pushed through the network? The proof of Theorem 12 in [4] shows that this special case is strongly NP-complete. In 2 several problem characteristics are identified that influence the complexity.

Theorem $13([2])$. If all arcs have capacity 1 then the problem can be solved in polynomial time.

Theorem $14([2])$. Already for a network with a single transshipment node and a time horizon of two periods it is NP-hard to decide if scheduling all jobs at the same time is optimal.

Theorem $15(\sqrt[2]{2})$. For series parallel networks and fixed time horizon, there is a pseudopolynomial algorithm.

In [3] the HVCC is considered in much more operational detail. A large-scale mixed integer programming model for the maintenance scheduling problem is presented which takes into account the following aspects.

1. The coal is stored at the terminal, typically between three and ten days.
2. In reality, not every maintenance job makes the corresponding arc completely unavailable. In some cases, the capacity is reduced only by a certain amount.
3. There are constraints on which jobs can be done simultaneously, for instance due to availability of equipment or workforce, or due to safety reasons.
4. The capacities of the machines at the terminal are not independent. For instance, there are stackers whose stacking capacity depends on the dump station from which it gets the coal.
5. In practice, the maintenance scheduling does not start from scratch, but from preliminary schedules prepared by the individual service providers like railway companies and terminal operators. In addition to maximizing the total throughput, it is desirable that the optimized schedule deviates as little as possible from the initial schedule.

The first point is captured by introducing special nodes representing the pads where the coal is stored at the terminals. In these nodes flow can be stored which is a well studied concept in research on flows over time (cf. [91). This can be interpreted as introducing a time expanded network which has a copy of the original network for each time period and the networks for consecutive time periods are linked by arcs connecting the copies of the storage nodes. The second point makes it necessary to introduce binary variables for pairs $(a, \rho)$ of an arc $a$ and a ratio $\rho$, indicating if the arc $a$ is affected by a job which reduces its capacity by a factor of $\rho \in[0,1]$. This is possible because there are only very few possible values for $\rho$. The third point can be modelled by introducing clique constraints that ensure that from a set of jobs at most one job is processed at any given time. For the fourth point, it is established that for every terminal in the HVCCC instance the logic of the operations can be captured by a network model, although the one-to-one correspondence between arcs


Figure 8: A terminal network. Arcs with the same label represent the same piece of equipment.
and machines has to be given up. Figure 8 shows the most complicated terminal. For the fifth point, a two-stage approach is proposed. In the first phase, the total throughput is maximized without taking into account the initial schedule. In the second phase, the MIP is changed in two ways. (i) The objective is changed from maximizing the throughput to minimizing the number of jobs whose start time differs from the one in the initial schedule. (ii) A lower bound for the total throughput is added to ensure that the total throughput for the optimized schedule is sufficiently close to the value found in the first phase.

Because the planning horizon in the practical problem is a whole year and the maintenance jobs are scheduled at a time scale of a half hour, the MIP is too large to be solved directly. A method based on solving smaller subproblems is proposed to deal with this difficulty. Starting from any feasible solution, the values of all variables which model events outside a certain time window are fixed, and the resulting smaller model is solved. After updating the values for the variables that are not fixed, the time window is moved, and the procedure is iterated. The paper reports on extensive computational tests of this strategy.

### 3.3 Incremental network design problems

Another area where a temporal aspect naturally occurs in a network optimization context is network design. This fundamental class of optimization problems has a rich research tradition, and it is a very general framework, containing a variety of important problems as special cases. Magnanti and Wong [98] give an extensive overview of models and algorithms with a focus on applications in transportation planning, and Kerivin and Mahjoub [87] survey design problems for telecommunication networks. Recently, in the area of transportation network planning there has been a growing interest in network design in multiple stages 89 125]. This is very natural in a context where for instance a road network is expanded over
several years, and properties of the intermediate steps in the expansion process have to be taken into account in addition to the final result. A class of problems that captures this basic idea is introduced in [1]. An incremental network design problem can be associated with any network optimization problem like shortest path, maximum flow, etc. In the basic version, an instance of an incremental network design problem is given by a network ( $V, A$ ), a time horizon $T \in \mathbb{N}$, and a partition $A=A_{e} \cup A_{p}$ of the arc set into the set $A_{e}$ of existing arcs and the set $A_{p}$ of potential arcs. For a complete instance specification, there must be given some additional information like costs, capacities and budgets. The interpretation is that in the beginning of the planning horizon the network is $\left(V, A_{e}\right)$ and the potential arcs in $A_{p}$ represent the expansion options, i.e. they can be added to the network (possibly at a cost). In addition to limiting the expansion per time period by the cost structure, there can also be explicit budgets. The task is to decide, for each time period $i=1,2, \ldots, T$, which arcs are added. The objective is to optimize the cumulative value which is obtained as the sum of the values for the associated network problem when it is solved on the network that has been build up to time $i$ for $i=1,2, \ldots, T$.

After defining this general problem class, the paper [1] deals with the special case where the underlying problem is the shortest path problem, the time horizon equals the number of potential arcs, and the budget constraint is that at most one arc can be added per time period. This problem is called Incremental network design problem with shortest paths (IND-SP) [1]:

Instance. A network $(V, A)$, a source node $s \in V$ and a sink node $t \in V$, a partition $A=A_{e} \cup A_{p}$, a length function $l: A \rightarrow \mathbb{R}_{\geqslant 0}$, and the time horizon $T=\left|A_{p}\right|$.

Solution. A permutation $\left(a_{1}, \ldots, a_{T}\right)$ of $A_{p}$.
Value. $\sum_{i=1}^{T} L_{i}$ where $L_{i}$ is the length of a shortest $s$ - $t$ path in the network $\left(V, A \cup\left\{a_{1}, \ldots, a_{i}\right\}\right)$.
We call a shortest s-t-path in $\left(V, A_{e}\right)$ an initial shortest path and denote its length by $L_{0}$. Similarly, a shortest $s$ - $t$-path in ( $V, A_{e} \cup A_{p}$ ) is called ultimate shortest path and has length $L_{T}$ which is independent of the solution $\left(a_{1}, \ldots, a_{T}\right)$.

Theorem 16 ([1]). The problem IND-SP is NP-hard.
Two natural greedy strategies for the problem IND-SP are to

1. build an ultimate shortest path as quickly as possible, and
2. always build arcs that lead to a shorter path as quickly as possible.

In [1], it is shown that there are instances where both strategies, thus also the combined strategy that takes the better of the two solutions, are performing arbitrary bad in comparison to the optimal solution. On the other hand, a 4 -approximation algorithm is derived which is based on scaling the gap between the lengths of the initial shortest path and the ultimate shortest path. Let $\Delta=L_{0}-L_{T}$ denote this gap. Then $O(\log \Delta)$ paths are constructed whose lengths are bounded by $L_{T}+\Delta / 2^{i}$ for $i=1,2, \ldots,\left\lfloor\log _{2} \Delta\right\rfloor$. In an initial
step this algorithm requires the computation of shortest $s$ - $t$-paths containing at most $k$ potential arcs for each $k=1,2, \ldots, T$. The run-time of this step can be bounded by $O\left(T n^{3}\right)$ which dominates the run-time of the complete algorithm, thus giving the following result.

Theorem 17 ( 1$]$ ). A 4-approximation for the problem IND-SP can be computed in time $O\left(T n^{3}\right)$ 。
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# Reducing the tongue-and-groove underdosage in MLC shape matrix decomposition* 

Thomas Kalinowski


#### Abstract

We present an algorithm for optimal step-and-shoot intensity modulated radiation therapy minimizing tongue-and-groove effects. Adapting the concepts of 7 we characterize the minimal decomposition time as the maximal weight of a path in a properly constructed weighted digraph. We also show that this decomposition time can be realized by a unidirectional plan, thus proving that the algorithm of Kamath et al. 9 is monitor unit optimal in general and not only for unidirectional leaf movement. Our characterization of the minimal decomposition time has the advantage that it can be used to derive a heuristic for the reduction of the number of shape matrices following the ideas of 7 .


Key words: leaf sequencing, radiation therapy optimization, intensity modulation, multileaf collimator, IMRT
2000 MSC: $92 \mathrm{C} 50,90 \mathrm{C} 90$

## 1 Introduction

An important method in cancer treatment is the use of high energetic radiation. In order to kill tumor cells the patient is exposed to radiation that is delivered by a linear accelerator whose beam head can be rotated about the treatment couch. Inevitably the healthy tissue surrounding the tumor is also exposed to some radiation. So the problem arises to arrange the treatment in a way such that the tumor receives a sufficiently high uniform dose while the damage to the normal tissue is as small as possible. The standard approach to this problem is as follows. First the patient body is discretized into so called voxels. The set of voxels is then partitioned into three sets: the clinical target volume, the critical structures and the remaining tissue. There are certain dose constraints for each of these parts. Basically the dose in the target volume has to be sufficient to kill the cancerous cells and the dose in the critical structures must not destroy the functionality of the corresponding organs. The determination of a combination of radiation fields is usually done by inverse methods based on certain physical models of how the radiation passes through a body. In the early 1990s the method of intensity modulated radiation therapy (IMRT) was developed in order to obtain additional flexibility. Using a multileaf collimator (MLC) it is possible to form homogeneous fields of different shapes. By superimposing some homogeneous fields an

[^0]intensity modulated field is delivered. An MLC consists of two banks of metal leaves which block the radiation and can be shifted to form irregularly shaped beams (Figure 1).


Figure 1: The leaf pairs of a multileaf collimator (MLC).
The most common approach in treatment planning is to divide the optimization into two phases. At first, a set of beam angles and corresponding fluence matrices are determined. In a second step a sequence of leaf positions for the MLC for each of the angles is determined that yields the desired fluence distribution. Very recently there have been attempts to combine both steps into one optimization routine [5, 12].

In this paper we concentrate on the second step, the shape matrix decomposition problem. Suppose we have fixed the beam angles from which the radiation is released, and for each of the beam angles we are given a fluence distribution that we want the patient to be exposed to. After discretizing the beam into bixels we can assume that the fluence distribution is given as a nonnegative integer m nmatrix A . Each row of the matrix corresponds to a pair of leaves of the MLC, and the entry $a_{i j}$ represents the required fluence at bixel $(i, j)$. When the MLC is used in the so called stepandshoot mode the given fluence distribution is realized by superimposing a number of differently shaped homogeneous fields coming from different combinations of the leaf. For example, Figure 2 shows a sequence of leaf positions for the matrix

$$
A=\left(\begin{array}{llll}
1 & 3 & 3 & 0  \tag{1}\\
0 & 2 & 4 & 1 \\
1 & 1 & 4 & 4 \\
3 & 3 & 1 & 0
\end{array}\right)=2 \cdot\left(\begin{array}{llll}
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0
\end{array}\right)+\left(\begin{array}{llll}
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0
\end{array}\right)+\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 0
\end{array}\right)
$$

where the shading indicates the region which is covered by the leaves.
The problem of realizing a given intensity matrix $A$ leads to the problem of representing $A$ as a positive integer combination of certain ( 0,1 )-matrices, called shape matrices, which


Figure 2: A realization of the intensity matrix $A$ using an MLC. The numbers below the leaf positions indicate the number of monitor units required.
represent the possible leaf positions. So the realization in Figure 2 corresponds to the decomposition in (11). In order to compare different decompositions of an intensity map we consider two quantities (where we adopt the terminology of [1]). For a decomposition $A=\sum_{k=1}^{t} u_{k} S^{(k)}$, the sum of the coefficients is proportional to the total irradiation time and is called decomposition time, $D T=\sum_{k=1}^{1} u_{k}$. The number $k$ of used shape matrices, called decomposition cardinality ( DC ), influences the total treatment time due to the setup time between the delivery of different shapes. Our objectives in constructing a decomposition are to minimize both $D T$ and $D C$. In this paper we consider two additional constraints that come from the technical restrictions in many of the available MLCs. The interleaf collision constraint (ICC) forbids the overlapping of opposite leaves in adjacent rows. Another restriction is due to the tongue-and-groove leaf arrangement of the MLCs (see Figure 3). There is a narrow strip in the border region between two adjacent rows that is covered by


Figure 3: The tongue-and-groove design of the leaves of an MLC.
both leaves and this may lead to underdosage effects in these regions, as is illustrated in Figure 4 for the fluence matrix $A=\left(\begin{array}{ll}2 & 3 \\ 3 & 4\end{array}\right)$.

In order to minimize these effects we require that $a_{i j} \leqslant a_{i+1, j}$ implies that bixel $(i+1, j)$ is exposed whenever bixel $(i, j)$ is exposed (similarly for $i-1$ instead of $i+1$ ). Thus we assure that the overlap region of two bixels always receives the smaller one of the relevant doses. We say that a shape matrix decomposition of $A$ satisfies the tongue-and-

leaf sequence without
tongue-and-groove underdosage


1


1


Figure 4: Two different realizations of the same fluence matrix. The numbers next to the leaf positions indicate the irradiation times for the corresponding beams. In the left version the overlap between bixels $(1,1)$ and $(2,1)$ receives no radiation at all.
groove constraint (TGC) if this condition holds for all used shape matrices. This intuitive concept of minimizing underdosage is made more precise in Lemma 1 below. Of course, when the total delivery time increases due to adding the TGC, the total leakage radiation through closed leaves also increases, so there might be a tradeoff between reduction of TGunderdosage and increasing leakage. But numerical experiments indicate that the increase of delivery time compared to the unconstrained case is rather small.

Starting with [3] and [6] several algorithms were proposed for the shape matrix decomposition problem $[1,2,4,8,13,14]$. Methods for eliminating the tongue-and-groove underdosage were presented in $9,10,11$. The algorithm from 9 is $D T$-optimal, as is shown for unidirectional plans in [9] and will be proved without restriction for the leaf movement direction in the present paper. Adapting the approach of [4], in [7] we characterized the minimal $D T$ for the decomposition with ICC as the maximal weight of a path in a certain digraph. In this paper we further modify this approach such that the TGC is included. In addition, we derive a greedy heuristic for the reduction of the number of shape matrices and present some numerical test results.

## 2 Mathematical formulation of the DT-decomposition problem with ICC and TGC

Throughout the rest of the paper, for a natural number $n,[n]$ denotes the set $\{1,2, \ldots, n\}$ and for natural numbers $m \leqslant n,[m, n]$ denotes the set $\{m, m+1, \ldots, n\}$. In this section we formulate the shape matrix decomposition problem and give a min-max-characterization of the optimal solution very similar to the one used in 7 . We start with a formal characteriz-
ation of the shape matrices that are allowed in a decomposition of a given intensity matrix $A$.

Definition 1. Let $A$ be an intensity matrix. A shape matrix is an $m \times n$-matrix $S=\left(s_{i j}\right)$ with entries from $\{0,1\}$, such that there exist integers $l_{i}, r_{i}(i \in[m])$ with the following properties:

$$
\begin{array}{lll} 
& l_{i}<r_{i} & (i \in[m]), \\
& s_{i j}= \begin{cases}1 & \text { if } l_{i}<j<r_{i} \\
0 & \text { otherwise }\end{cases} & (i \in[m], j \in[n]), \\
\text { ICC: }: & l_{i}<r_{i+1}, r_{i}>l_{i+1} & (i \in[m-1]) . \tag{4}
\end{array}
$$

A shape matrix is called an $A$-shape matrix if in addition

$$
\text { TGC: }\left\{\begin{array}{l}
a_{i j} \leqslant a_{i+1, j} \wedge s_{i j}=1 \quad \Longrightarrow \quad s_{i+1, j}=1(i \in[m-1], j \in[n]),  \tag{5}\\
a_{i j} \leqslant a_{i-1, j} \wedge s_{i j}=1 \quad \Longrightarrow \quad s_{i-1, j}=1(i \in[2, m], j \in[n]) .
\end{array}\right.
$$

A shape matrix decomposition of an intensity matrix $A$ is a representation

$$
\begin{equation*}
A=\sum_{k=1}^{t} u_{k} S^{(k)} \tag{6}
\end{equation*}
$$

with positive integers $u_{k}$ and $A$-shape matrices $S^{(k)}(k \in[t])$, the decomposition time $(D T)$ of this decomposition is $\sum_{k=1}^{t} u_{k}$ and shape matrix decomposition problem is to find, for given $A$, a shape matrix decomposition with minimal $D T$. We want to give aprecise description of the sense in which condition (5) ensures that the TG-underdosage is minimized. For this purpose we define the tongue and groove error of a decomposition (6) at bixel $(i, j)$ by

$$
T(i, j)=\min \left\{a_{i j}, a_{i+1, j}\right\}-\sum_{k=1}^{t} u_{k} s_{i j}^{(k)} s_{i+1, j}^{(k)} .
$$

The sum in the right hand side of this equation is the total fluence delivered to the overlap between rows $i$ and $i+1$ in column $j$, because this overlap is open in the $k$ th shape if and only if $s_{i j}^{(k)}=s_{i+1, j}^{(k)}=1$. This sum is at most $\min \left\{a_{i j}, a_{i+1, j}\right\}$ :

$$
a_{i j}=\sum_{k=1}^{t} u_{k} s_{i j}^{k} \leqslant \sum_{k=1}^{t} u_{k} s_{i j}^{k} s_{i+1, j}^{k},
$$

and similarly for $a_{i+1, j}$. Thus $T(i, j) \geqslant 0$ and every positive value of $T(i, j)$ indicates an underdosage. The following lemma states that the underdosage is minimized for every $(i, j)$ if all the shape matrices satisfy condition (5).

Lemma 1. For a decomposition $A=\sum_{k=1}^{t} u_{k} S^{(k)}$ with shape matrices $S^{(k)}$, we have $T(i, j)=0$ for all $(i, j) \in[m 1] \times[n]$ if and only if every shape matrix $S^{(k)}$ (5).

Proof. By symmetry, we may assume $a_{i j} \leqslant a_{i+1, j}$. We obtain $T(i, j)=0$ iff and only if

$$
a_{i j}=\sum_{k=1}^{t} u_{k} s_{i j}^{(k)}=\sum_{k=1}^{t} u_{k} s_{i j}^{(k)} s_{i+1, j}^{(k)}
$$

and this is the case if and only if $s_{i+1, j}^{(k)}=1$ whenever $s_{i j}^{(k)}=1$.
In order to characterize the minimal DT we use a similar approach as in [7]. We construct a digraph $G=(V, E)$ as follows.

$$
\begin{aligned}
& V=\{0,1\} \cup([m] \times[0, n+1]), E=E_{1} \cup E_{2} \cup E_{3} \cup E_{4} \text { where } \\
& E_{1}=\{(0,(i, 0)): i \in[m]\} \cup\{((i, n+1), 1): i \in[m]\}, \\
& E_{2}=\{((i, j),(i+1, j)): i \in[m-1], j \in[n-1]\}, \\
& E_{3}=\{((i, j),(i-1, j)): i \in[2, m], j \in[n-1]\} \\
& E_{4}=\{((i, j-1),(i, j)): i \in[m], j \in[n+1]\}
\end{aligned}
$$

Here 0 and 1 serve as starting and end point, respectively, and the vertices in $[m] \times[n]$ correspond to the entries of $A$. The two extra columns $[m] \times\{0\}$ and $[m] \times\{n+1\}$ have the purpose to simplify the notation: they assure that for every $(i, j) \in[m] \times[n]$ there are vertices $(i, j-1)$ and $(i, j+1)$. Without this, in several of the arguments below, it would be necessary to treat the first and the last column seperately (then 0 and 1 would have to play the role of $(i, 0)$ and $(i, n+1)$, respectively). To be able to treat the first and the $n$-th column exactly as the remaining columns, we also put $a_{i, 0}=a_{i, n+1}=0(i \in[m])$. Observe that we omit the vertical arcs $((i, n),(i \pm 1, n))$ in the $n$-th column: this is to make the vertex $(i, n)$ of any ( 0,1 )-path unique. This is no loss of generality, because we will see that we are interested only in ( 0,1 )-paths of maximal weight, the weights of vertical arcs are nonpositive and the arcs right of column $n$ have weight 0 . We define the weight function $w: E \rightarrow \mathbb{Z}$ :

$$
\begin{array}{rlrl}
w(0,(i, 0)) & =w((i, n+1), 1)=0 & & (i \in[m]), \\
w((i, j),(i+1, j))=\min \left\{0, a_{i+1, j}-a_{i j}\right\} & & (i \in[m-1], j \in[n-1]), \\
w((i, j),(i-1, j))=\min \left\{0, a_{i-1, j}-a_{i j}\right\} & & (i \in[2, m], j \in[n-1]), \\
w((i, j-1),(i, j))=\max \left\{0, a_{i j}-a_{i, j-1}\right\} & & (i \in[m], j \in[n+1]) .
\end{array}
$$

Example 1. Figure 5 shows the digraph $G$ corresponding to the matrix $A=\left(\begin{array}{lllll}4 & 5 & 0 & 1 & 4 \\ 2 & 4 \\ 2 & 4 & 1 & 3 & 1 \\ 5 & 2 & 4 \\ 5 & 3 & 3 & 2 & 4 \\ 4 & 3\end{array}\right)$.

The following theorem, which is proved in Sections 3 and 4, is the main result of this paper and the basis of the decomposition algorithm.

Theorem 1. The minimal DT of a shape matrix decomposition of a nonnegative matrix $A$ equals the maximal weight of $a(0,1)$-path in $G$.


Figure 5: The digraph $G$ corresponding to matrix A.

For convenience we denote this maximal weight by $c(A)$ :

$$
\begin{equation*}
c(A)=\max \{w(P): P \text { is a }(0,1)-\text { path in } G\} . \tag{7}
\end{equation*}
$$

Observe that the results from [4] and [7] can be seen as characterizations of the minimal DT in terms of maximal path weights for different variants of the problem corresponding to manfacturer specific restrictions.

- MLC without restriction of leaf movement: use the graph G without the vertical arcs.
- MLC with interleaf collision but without tongue and groove: use the same graph $G$, but with modified weights for the vertical arcs.

So the only case that cannot be treated in this framework is an MLC with tongue and groove and without interleaf collision.

## 3 The lower bound

In this section we show that the maximal weight of a $(0,1)-$ path in $G$ is a lower bound for the $D T$ of a decomposition of $A$, thus proving the first half of Theorem 1. The basic idea of the proof is a combination of the arguments in [1] and [9], the main difference to [9] being that we do not require the leaf sequence to be unidirectional. For our argument below we need an exact description of how the numbers

$$
\alpha(i, j) \leftarrow \max \{w(P): P \text { is a }(0,(i, j))-\text { path in } G\}
$$

can be computed. This description is given in Algorithm 1. The underlying principle can be described as follows. We proceed columnwise. Assuming we have already determined the values in column $j-1$ we initialize column $j$ with $\alpha(i, j) \leftarrow \alpha(i, j-1)+w((i, j-1),(i, j))$.

```
Algorithm 1 Computation of the numbers \(\alpha(i, j)\)
for \(i=1, \ldots, m\) do \(\alpha(i, 1) \leftarrow a_{i 1}\)
for \(j=2, \ldots, n+1\) do
    for \(i=1, \ldots, m\) do \(\alpha(i, j) \leftarrow \alpha(i, j-1)+w((i, j-1),(i, j))\)
    for \(i=2, \ldots, m\) do
        if \(\alpha(i, j)<\alpha(i-1, j)+w((i-1, j),(i, j))\) then
            \(\alpha(i, j) \leftarrow \alpha(i-1, j)+w((i-1, j),(i, j))\)
        if \(\alpha(i-1, j)<\alpha(i j)+w((i+1, j),(i, j))\) then Update \((i-1)\)
```

Function Update $(k)$
$\alpha(k, j) \leftarrow \alpha(k+1, j)+w((k+1, j),(i, j))$
if $k \geqslant 2$ and $\alpha(k-1, j)<\alpha(k j)+w((k, j),(k-1, j))$ then Update $(k-1)$

After that we modify these values in order to satisfy the conditions

$$
\begin{array}{ll}
\alpha(i, j) \geqslant \alpha(i-1, j)+w((i-1, j),(i, j)) & \text { for } i \in[2, m], \\
\alpha(i, j) \geqslant \alpha(i+1, j)+w((i+1, j),(i, j)) & \text { for } i \in[m-1] .
\end{array}
$$

Now the statement of the following lemma is obvious.
Lemma 2. Algorithm 1 computes the numbers $\alpha(i, j)$ in time $O\left(m^{2} n\right)$.
Suppose $A=\sum_{k=1}^{t} S^{(k)}$ is a shape matrix decomposition of $A$. We characterize the shape matrix $S^{(k)}$ by its left and right leaf positions $l_{i}^{(k)}$ and $r_{i}^{(k)}(i \in[m])$. For $(i, j) \in$ $[m] \times[n+1]$, let $L_{i j}$ denote the set of indices $k$ with $l_{i}^{(k)}<j$, and similarly, let $R_{i j}$ denote the set of indices $k$ with $r_{i}^{(k)} \leqslant j$. More formally,

$$
L_{i j}=\left\{k \in[t]: l_{i}^{(k)}<j\right\}, \quad R_{i j}=\left\{k \in[t]: r_{i}^{(k)} \leqslant j\right\} .
$$

Then $\left|L_{i n}\right|$ is the number of shape matrices which contribute to row $i$, and $\max _{i \in[m]}\left|L_{i n}\right|$ is a lower bound for the $D T$. In the next lemma we collect some simple observations about the sets $L_{i j}$ and $R_{i j}$.

Lemma 3. 1. For $(i, j) \in[m] \times[n], R_{i j} \subseteq L_{i j}$ and $\left|L_{i j} \backslash R_{i j}\right|=a_{i j}$.
2. For $(i, j) \in[m] \times[n],\left|L_{i j}\right| \geqslant\left|L_{i, j-1}\right|+\max \left\{0, a_{i j}-a_{i, j-1}\right\}$.
3. For $(i, j) \in[2, m] \times[n], R_{i-1, j} \subseteq L_{i j}$ and $R_{i j} \subseteq L_{i-1, j}$.
4. For $(i, j) \in[2, m] \times[n]$,

$$
\begin{aligned}
a_{i-1, j} \leqslant a_{i j} & \Longrightarrow \quad L_{i-1, j} \backslash R_{i-1, j} \subseteq L_{i j} \backslash R_{i j} \\
a_{i-1, j} \geqslant a_{i j} & \Longrightarrow \quad L_{i-1, j} \backslash R_{i-1, j} \supseteq L_{i j} \backslash R_{i j}
\end{aligned}
$$

Proof. The first statement is a simple consequence of the facts that $r_{i}^{(k)} \leqslant j$ implies $l_{i}^{(k)}<j$ and that $s_{i j}^{(k)}=1$ if and only if $k \in L_{i j} \backslash R_{i j}$. The second statement is clear if $a_{i j} \leqslant a_{i, j-1}$, since $L_{i, j-1} \subseteq L_{i j}$. If $a_{i j}>a_{i, j-1}$, there must be at least $a_{i j}-a_{i, j-1}$ shape matrices $S^{(k)}$ with $s_{i j}^{(k)}=1$ and $s_{i, j-1}^{(k)}=0$. For these shape matrices we have $l_{i}^{(k)}=j-1$, so $k \in L_{i j} \backslash L_{i, j-1}$ and this proves the second claim. Using the ICC we obtain the first inclusion in the third statement:

$$
k \in R_{i-1, j} \Longrightarrow r_{i-1}^{(k)} \leqslant j \Longrightarrow l_{i}^{(k)}<j \Longrightarrow k \in L_{i j}
$$

and similarly the second one. For the fourth statement, assume $a_{i-1, j} \leqslant a_{i j}$. Using the TGC we obtain

$$
k \in L_{i-1, j} \backslash R_{i-1, j} \Longrightarrow s_{i-1, j}^{(k)}=1 \Longrightarrow s_{i j}^{(k)}=1 \Longrightarrow k \in L_{i j} \backslash R_{i j} .
$$

This gives the first implication, and the second one is proved similarly.
Next, we show that the numbers $\alpha_{1}(i, j)$ bound the cardinalities $\left|L_{i j}\right|$ from below.
Lemma 4. For $(i, j) \in[m] \times[n]$, we have $\alpha(i, j) \leqslant\left|L_{i j}\right|$.
Proof. We proceed by induction. For $j=1, \alpha(i, 1)=a_{i 1}$ and the claim is obvious, since we need at least $a_{i 1}$ shape matrices with $l_{i}^{(k)}=0$. Suppose the statement of the lemma is false, and let $j$ be the index of the first column where, for some row $i$, we have $\alpha(i, j)>\left|L_{i j}\right|$. From Lemma 3 we get

$$
\left|L_{i j}\right| \geqslant\left|L_{i, j-1}\right|+\max \left\{0, a_{i j}-a_{i, j-1}\right\} \geqslant \alpha(i, j-1)+w((i, j-1),(i, j)) .
$$

Hence after the initialization of column $j$ in Algorithm 1 (line 3), we still have $\alpha(i, j) \leqslant\left|L_{i j}\right|$ for all $i \in[m]$. Now let $i$ be the index of the row where the claim of the lemma is violated for the first time when the algorithm is running. Consider this first violation and assume it occurs in line 6 of Algorithm 1. The case that it occurs in the function $\operatorname{Update}(k)$ is treated analogously.

Case 1. $a_{i-1, j} \leqslant a_{i j}$. In this case $w((i-1, j),(i, j))=0$, hence the updating step of the algorithm is $\alpha(i, j) \leftarrow \alpha(i-1, j$ ). By (iii) and (iv) in Lemma 3 we have

$$
R_{i-1, j} \subseteq L_{i j} \quad \text { and } \quad L_{i-1, j} \backslash R_{i-1, j} \subseteq L_{i j} .
$$

Hence $L_{i-1, j} \subseteq L_{i j}$, and consequently $\alpha(i, j)=\alpha(i-1, j) \leqslant\left|L_{i j}\right|$, contradicting the assumption that the step leads to a violation of the claim.

Case 2. $a_{i-1, j}>a_{i j}$. Now the considered step is $\alpha(i j) \leftarrow \alpha(i-1, j)-\left(a_{i-1, j}-a_{i j}\right)$. Again by (iii) and (iv) from Lemma 3.

$$
R_{i-1, j} \subseteq L_{i j} \quad \text { and } \quad L_{i j} \backslash R_{i j} \subseteq L_{i-1, j} \backslash R_{i-1, j}
$$

This implies (using (i) from Lemma 3 )

$$
\begin{array}{r}
\left|L_{i j}\right| \geqslant\left|R_{i-1, j}\right|+\left|L_{i j} \backslash R_{i j}\right|=\left(\left|L_{i-1, j}\right|-a_{i-1, j}\right)+a_{i j} \\
\\
\geqslant \alpha(i-1, j)-a_{i-1, j}+a_{i j}=\alpha(i, j),
\end{array}
$$

contradicting the assumption.

Lemma 4 shows that the numbers $\alpha(i, n)(i \in[m])$ are lower bounds for the $D T$. We state this conclusion as a lemma.

Lemma 5. For any shape matrix decomposition of an intensity matrix $A$, we have

$$
D T \geqslant \max _{i \in[m]} \alpha(i, n)=c(A) .
$$

## 4 The algorithm

We compute a shape matrix decomposition of $A$ according to Algorithm 2. This is essentially a reformulation of the algorithm of Kamath et al. [9], but we need it in this form in order to show that our characterization of the minimal $D T$ in Theorem 1 is correct.

```
Algorithm 2 DT-optimal shape matrix decomposition
for \(t=1, \ldots, c(A)\) do
    for \(i=1, \ldots, m\) do
        \(l_{i}^{(t)} \leftarrow \max \{j \in[0, n]: \alpha(i, j)<t\) or \(j=n\}\)
        \(r_{i}^{(t)} \leftarrow \min \left\{j \in[n+1]: \alpha(i, j) \geqslant t+a_{i j}\right.\) or \(\left.j=n+1\right\}\)
    for \((i, j) \in[m] \times[n]\) do
        \(s_{i j}^{(t)} \leftarrow \begin{cases}1 & \text { if } l_{i}^{(t)}<j<r_{i}^{(t)} \\ 0 & \text { otherwise }\end{cases}\)
```

Lemma 6. From Algorithm 2 we obtain a shape matrix decomposition of $A$ with $D T=c(A)$.
Proof. Clearly, the $D T$ of the sum of shape matrices returned by the algorithm is $c(A)$. We divide the proof of the theorem into three parts.
Claim 1. The matrices $S^{(t)}$ form indeed a decomposition of $A$, that means $A=\sum_{t=1}^{c(A)} S^{(t)}$. Fix some $(i, j) \in[m] \times[n]$. We have

$$
\left(l_{i}^{(t)}<j \Longleftrightarrow \alpha(i, j) \geqslant t\right) \quad \text { and } \quad\left(r_{i}^{(t)}>j \Longleftrightarrow \alpha(i, j)<t+a_{i j}\right) .
$$

Together we obtain $s_{i j}^{(t)}=1 \Longleftrightarrow \alpha(i, j)-a_{i j}<t \leqslant \alpha(i, j)$, hence $\sum_{t=1}^{c(A)} s_{i j}^{(t)}=a_{i j}$, and this proves the claim.

Claim 2. The matrices $S^{(t)}$ satisfy the ICC.
Assume the claim is false. That means, for some $t \in[c(A)]$ and $i \in[m-1], l_{i}^{(t)} \geqslant r_{i+1}^{(t)}$ or $r_{i}^{(t)} \leqslant l_{i+1}^{(t)}$. We consider only the first case, since the second one can be treated similarly. We put $j=r_{i+1}^{(t)}$. By construction and our assumption, we have

$$
\alpha(i, j)<t \quad \text { and } \quad \alpha(i+1, j) \geqslant t+a_{i+1, j} .
$$

But on the other hand,

$$
\alpha(i, j) \geqslant \alpha(i+1, j)+w((i+1, j),(i, j))=\alpha(i+1, j)+\min \left\{0, a_{i j}-a_{i+1, j}\right\},
$$

thus $\alpha(i, j) \geqslant t$, and this contradiction proves the claim.
Claim 3. The matrices $S^{(t)}$ satisfy the TGC.
Suppose $a_{i j} \leqslant a_{i+1, j}$ and $s_{i j}^{(t)}=1$, or equivalently $l_{i}^{(t)}<j<r_{i}^{(t)}$. By construction, this implies

$$
\begin{equation*}
t \leqslant \alpha(i, j)<t+a_{i j} . \tag{8}
\end{equation*}
$$

Observe, that

$$
w((i, j),(i+1, j))=0 \quad \text { and } \quad w((i+1, j),(i, j))=a_{i j}-a_{i+1, j},
$$

since $a_{i j} \leqslant a_{i+1, j}$. Using (8), we obtain the bounds

$$
\begin{aligned}
& \alpha(i+1, j) \geqslant \alpha(i, j)+w((i, j),(i+1, j))=\alpha(i, j) \geqslant t \quad \text { and } \\
& \quad t+a_{i j}>\alpha(i, j) \geqslant \alpha(i+1, j)+w((i+1, j),(i, j)) \\
& t+a_{i j}>\alpha(i+1, j)+\left(a_{i j}-a_{i+1, j}\right)
\end{aligned}
$$

Hence $t \leqslant \alpha(i+1, j)<t+a_{i+1, j}$, and according to Algorithm $2, s_{i+1, j}^{(t)}=1$. Thus the first TGC is satisfied, and the second one is proved similarly.

Together, Lemmas 5 and 6 prove Theorem 1.

## 5 Minimizing the number of shape matrices

The problem of minimizing the number of shape matrices is NP-hard even for a single row intensity matrix [1. So it is natural to look for a heuristic approach that yields decompositions with a small number of shape matrices in a reasonable time even if optimality is not always reached. In 77 we used a greedy strategy in order to find a decomposition with minimal $D T$ and a small number of shape matrices for MLCs with ICC but neglecting the TGC. This method can be modified to respect the TGC. In order to characterize the maximal coefficient $u$ for which there is an $A$-shape matrix $S$, such that $u S$ can be a term in a $D T$-optimal decomposition of $A$, we need the following lemma.

Lemma 7. Let $A=\sum_{t=1}^{k} u_{t} S^{(t)}$ be a decomposition of $A$ (i.e. the $S^{(t)}$ are $A$-shape matrices), and put $A^{(0)}=A$ and $A^{(t)}=A-\sum_{t^{\prime}=1}^{t} u_{t^{\prime}} S^{\left(t^{\prime}\right)}$ for $t \in[k]$. Then, for every $t \in[k]$ we have

- $s_{i j}^{(t)}=1$ and $s_{i+1, j}^{(t)}=0 \Rightarrow a_{i j}^{(t-1)} \geqslant a_{i+1, j}^{(t-1)}+u \quad(i \in[m-1], j \in[n])$,
- $s_{i j}^{(t)}=1$ and $s_{i-1, j}^{(t)}=0 \Rightarrow a_{i j}^{(t-1)} \geqslant a_{i-1, j}^{(t-1)}+u \quad(i \in[2, m], j \in[n])$.

Informally speaking, if we consider the sequence of matrices starting with $A$ and subtracting one by one the $S^{(t)}$ taking $S^{(t)}$ exactly $u_{t}$ times, the lemma claims that in each step we subtract an $A^{\prime}$-shape matrix, where $A^{\prime}$ is the resulting matrix after the previous step.

Proof. Assume the contrary and let $t$ be the first index where one of the two claims fails to be true. By symmetry, we assume

$$
s_{i j}^{(t)}=1, \quad s_{i+1, j}^{(t)}=0, \quad a_{i j}^{(t-1)}<a_{i+1, j}^{(t-1)}+u .
$$

Since $S^{(t)}$ is an $A$-shape matrix, the TGC implies $a_{i j}>a_{i+1, j}$. From our assumption we obtain $a_{i j}^{(t)}<a_{i+1, j}^{(t)}$, hence

$$
s_{i j}^{\left(t^{\prime}\right)}=0 \quad \text { and } \quad s_{i+1, j}^{\left(t^{\prime}\right)}=1
$$

for some $t^{\prime}>t$, contradicting the assumption that $S^{\left(t^{\prime}\right)}$ is an $A$-shape matrix.
We call a pair $(u, S)$ of a positive integer $u$ and an $A$-shape matrix $S$ an admissible segmentation pair, if

- $A-u S$ is nonnegative,
- $s_{i j}=1$ and $s_{i+1, j}=0 \quad \Rightarrow \quad a_{i j} \geqslant a_{i+1, j}+u \quad(i \in[m-1], j \in[n])$,
- $s_{i j}=1$ and $s_{i-1, j}=0 \quad \Rightarrow \quad a_{i j} \geqslant a_{i-1, j}+u \quad(i \in[2, m], j \in[n])$,
- $c(A-u S)=c(A)-u$.

Now we proceed exactly as in (7): we find an admissible segmentation pair $(u, S)$ with maximal $u$ and continue with $A-u S$ until we reach the zero matrix. In order to derive an upper bound for the coefficient $u$ in an admissible segmentation pair ( $u, S$ ), we use an idea from $[2]$ and identify the set of segments with the set of paths from $D$ to $D^{\prime}$ in the layered digraph $\Gamma=(W, F)$, constructed as follows. The vertices in the $i-$ th layer correspond to the possible leaf positions in row $i(1 \leqslant i \leqslant m)$ and two additional vertices $D$ and $D^{\prime}$ are added:

$$
W=\{(i, l, r): i \in[m], l \in[0, n], r \in[l+1, \ldots, n+1]\} \cup\left\{D, D^{\prime}\right\} .
$$

Between two vertices $(i, l, r)$ and $\left(i+1, l^{\prime}, r^{\prime}\right)$ there is an arc if the corresponding leaf positions are consistent with the ICC, i.e. if $l^{\prime}<r$ and $r^{\prime}>l$. In addition, the arc set $F$ contains all $\operatorname{arcs}$ from $D$ to the first layer and from the last layer $m$ to $D^{\prime}$, so

$$
\begin{aligned}
F & =F_{+}(D) \cup F_{-}\left(D^{\prime}\right) \cup \bigcup_{i=1}^{m-1} F_{+}(i), \text { where } \\
F_{+}(D) & =\{(D,(1, l, r)):(1, l, r) \in W\}, \\
F_{-}(D) & =\left\{\left((m, l, r), D^{\prime}\right):(m, l, r) \in W\right\}, \\
F_{+}(i) & =\left\{\left((i, l, r),\left(i+1, l^{\prime}, r^{\prime}\right)\right): l^{\prime}<r, r^{\prime}>l\right\} .
\end{aligned}
$$

There is a bijection between the possible leaf positions and the paths from $D$ to $D^{\prime}$ in $\Gamma$. This is illustrated in Fig. 6 which shows the paths in $\Gamma$ for $m=4, n=2$, corresponding to the shape matrices

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 1 \\
1 & 0
\end{array}\right) \text { (straight lines) and }\left(\begin{array}{ll}
0 & 1 \\
1 & 1 \\
1 & 0 \\
0 & 1
\end{array}\right) \text { (dashed lines). }
$$

For each vertex $(i, l, r)$ let $u_{0}(i, l, r)$ denote an upper bound for the coefficient in an ad-


Figure 6: The vertices of $\Gamma$ for $m=4, n=2$ and two $\left(D, D^{\prime}\right)$-paths.
missible segmentation pair $(u, S)$ where $S$ is a shape matrix with $l_{i}=l$ and $r_{i}=r$. Then any admissible segmentation pair $(u, S)$ corresponds to a path

$$
D,\left(1, l_{1}, r_{1}\right),\left(2, l_{2}, r_{2}\right), \ldots,\left(m, l_{m}, r_{m}\right), D^{\prime}
$$

with the following properties.

- For $i \in[m], u_{0}\left(i, l_{i}, r_{i}\right) \geqslant u$.
- For $i \in[m-1]$ and $j \in[n]$,

$$
\begin{array}{lll}
l_{i}<j \leqslant l_{i+1} \text { or } r_{i+1} \leqslant j<r_{i} & \Longrightarrow & a_{i j} \geqslant a_{i+1, j}+u, \\
l_{i+1}<j \leqslant l_{i} \text { or } r_{i} \leqslant j<r_{i+1} & \Longrightarrow & a_{i+1, j} \geqslant a_{i j}+u .
\end{array}
$$

If we have good upper bounds $u_{0}(i, l, r)$, this yields a considerable reduction of the set of shape matrices that have to be considered in the search an admissible segmentation pair. In our implementation we used the bound from the following lemma.

Lemma 8. For $i \in[m]$, let $g_{i}=c(A)-\sum_{j=1}^{n} \max \left\{0, a_{i j}-a_{i, j-1}\right\}$, and suppose $(u, S)$ is an admissible segmentation pair with parameters $l_{i}, r_{i}(i \in[m])$. Then for $i \in[m]$,

$$
\begin{array}{ll}
u \leqslant g_{i} & \text { if } r_{i}=l_{i}+1 \\
u \leqslant \min \left\{g_{i}+\max \left\{0, a_{i, r-1}-a_{i r}\right\}, g_{i}+\max \left\{0, a_{i, l+1}-a_{i l}\right\},\right. & \\
\left.\quad \frac{1}{2}\left(g_{i}+\max \left\{0, a_{i, l+1}-a_{i l}\right\}+\max \left\{0, a_{i, r-1}-a_{i r}\right\}\right)\right\} & \text { if } r_{i}>l_{i}+1 .
\end{array}
$$

Proof. For brevity of notation, let $d_{i j}=\max \left\{0, a_{i j}-a_{i, j-1}\right\}$ for $(i, j) \in[m] \times[n]$. Observe that $\sum_{j=1}^{n} d_{i j}$ is just the weight of the path

$$
0,(i, 0),(i, 1), \ldots,(i, n),(i, n+1), 1
$$

in $G$. The fact that $(u, S)$ is an admissible segmentation pair implies,

$$
\begin{equation*}
\sum_{j=1}^{n} d_{i j}^{\prime} \leqslant c(A)-u \tag{11}
\end{equation*}
$$

where $A^{\prime}=\left(a_{i j}^{\prime}\right)=A-u S$ and $d_{i j}^{\prime}=\max \left\{0, a_{i j}^{\prime}-a_{i, j-1}^{\prime}\right\}$. If $r_{i}=l_{i}+1, a_{i j}^{\prime}=a_{i j}$ for all $j$ and this implies (9). For (10), observe that

$$
\begin{aligned}
d_{i, l_{i}+1}^{\prime} & =d_{i, l_{i}+1}-\min \left\{u, d_{i, l_{i}+1}\right\}, \\
d_{i, r_{i}}^{\prime} & =d_{i, r_{i}}+\max \left\{0, u-\max \left\{0, a_{i, r_{i}-1}-a_{i r_{i}}\right\}\right\}, \\
d_{i j}^{\prime} & =d_{i j} \quad \text { for } j \notin\left\{l_{i+1}, r_{i}\right\} .
\end{aligned}
$$

With (11) we obtain

$$
\left.\left.\sum_{j=1}^{n} d_{i j}-\min \left\{u, d_{i, l_{i}+1}\right\}\right\}+\max \left\{0, u-\max \left\{0, a_{i, r_{i}-1}-a_{i r_{i}}\right\}\right\}\right\} \leqslant c(A)-u,
$$

hence

$$
u-\min \left\{u, d_{i, l_{i}+1}\right\}+\max \left\{0, u-\max \left\{0, a_{i, r_{i}-1}-a_{i r_{i}}\right\}\right\} \leqslant g_{i}
$$

and this implies 10 .
Algorithm 3 summarizes our greedy approach for the construction of a $D T$-optimal shape matrix decomposition with a small $D C$.

```
Algorithm 3 DT-optimal shape matrix decomposition with reduced DC
while \(A \neq 0\) do
    Determine the complexity \(c(A)\) and the numbers \(u_{0}(i, l, r)\) for
    \(i \in[m], l \in[0, n], r \in[n+1]\) according to Lemma 8
    \(u \leftarrow \max \left\{k\right.\) : There is a path \(P\) from \(D\) to \(D^{\prime}\) in \(\Gamma\)
                                    with \(u_{0}(i, l, r) \geqslant k\) for all \(\left.(i, l, r) \in P\right\}\)
    complete \(\leftarrow\) false
    while (not complete) do
        for the paths \(P\) in \(\Gamma\) with \(u_{0}(i, l, r) \geqslant k\) for all \((i, l, r) \in P\) do
            Let \(S\) be the shape matrix corresponding to \(P\)
            if \((u, S)\) is an admissible segmentation pair then
            complete \(\leftarrow\) true
        if (not complete) then \(u \leftarrow u-1\)
    \(A \leftarrow A-S\)
```


## 6 Test results

We implemented Algorithm 3 in C++ and computed decompositions for $15 \times 15-$ matrices, where the entries are chosen uniformly and independently from $\{0, \ldots, L\}$. Table 1 shows the results for different values of $L$, where for each row of the table we averaged over 1000 sample matrices. In the second column we have the average $D T$, which is the same as for

| $L$ | $D T$ | $D C$ (plain) | $D C$ (reduced) | CPU time (sec) |
| ---: | ---: | ---: | ---: | ---: |
| 4 | 21.2 | 21.0 | 18.0 | 93 |
| 7 | 34.9 | 34.2 | 24.1 | 276 |
| 10 | 48.2 | 46.3 | 28.1 | 399 |
| 13 | 61.7 | 57.9 | 31.2 | 556 |
| 16 | 74.8 | 68.2 | 33.5 | 647 |

Table 1: Test results for random $15 \times 15$-matrices with entries from $\{0, \ldots, L\}$.
the algorithm of Kamath et al. [9]. The third column shows the $D C$ of a decomposition according to Algorithm 2 (or equivalently the algorithm of Kamath et al.). Clearly, this algorithm just aims at minimizing the $D T$ without taking the $D C$ into account, hence the $D C$ almost equals the $D T$. In the fourth column we have the $D C$ of the decompositions according to Algorithm 3, and we see that this approach yields considerable savings in terms of the number of used shape matrices. The CPU times (on a 2 GHz workstation with 2GB RAM) in the third columns show that the algorithm is practicable for intensity matrices of the considered size (note that the times are for the decomposition of 1000 matrices, so the average time for a single matrix is still below a second). But of course the backtracking for
determining the maximal value of $u$ becomes very slow for larger matrices, and more efficient methods are needed for matrix dimensions of practical relevance. In order to evaluate the influence of the TGC, in Table 2 we compare results for different types of constraints.

| $L$ | unconstrained |  | only ICC |  | ICC and TGC |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | DT | DC | DT | DC | DT | DC |
| 4 | 17.9 | 10.9 | 19.5 | 14.5 | 21.2 | 18.0 |
| 7 | 29.5 | 13.1 | 31.7 | 18.2 | 34.9 | 24.1 |
| 10 | 40.9 | 14.7 | 43.8 | 20.7 | 48.2 | 28.1 |
| 13 | 52.4 | 15.8 | 55.7 | 22.5 | 61.7 | 31.2 |
| 16 | 63.8 | 16.8 | 67.7 | 24.0 | 74.8 | 33.5 |

Table 2: Test results for random $15 \times 15$-matrices with entries from $\{0,1, \ldots, L\}$ for different types of constraints.

Finally, we also tested our algorithm with 13 clinical matrices, each with 10 fluence levels. The results are shown in Table 3. The computation times for these matrices were negligible (less than a second).

| no. | size | unconstrained |  | only ICC |  | ICC and TGC |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | DT | DC | DT | DC | DT | DC |
| 1 | $10 \times 11$ | 16 | 8 | 16 | 8 | 17 | 11 |
| 2 | $10 \times 9$ | 16 | 7 | 16 | 8 | 19 | 13 |
| 3 | $9 \times 9$ | 20 | 8 | 20 | 10 | 20 | 12 |
| 4 | $9 \times 9$ | 19 | 8 | 19 | 11 | 21 | 15 |
| 5 | $10 \times 8$ | 15 | 7 | 18 | 9 | 19 | 11 |
| 6 | $9 \times 9$ | 17 | 9 | 17 | 9 | 19 | 11 |
| 7 | $10 \times 8$ | 18 | 7 | 18 | 10 | 21 | 12 |
| 8 | $14 \times 12$ | 22 | 9 | 22 | 10 | 25 | 14 |
| 9 | $14 \times 10$ | 26 | 10 | 30 | 15 | 34 | 19 |
| 10 | $14 \times 10$ | 22 | 9 | 23 | 13 | 28 | 15 |
| 11 | $15 \times 10$ | 22 | 10 | 22 | 11 | 25 | 16 |
| 12 | $15 \times 11$ | 23 | 10 | 23 | 12 | 23 | 16 |
| 13 | $14 \times 10$ | 23 | 9 | 24 | 11 | 27 | 17 |

Table 3: Test results for random $15 \times 15$-matrices with entries from $\{0,1, \ldots, L\}$ for different types of constraints.

Clearly, the addition of the TGC causes an increase in the DT and in the DC. Further investigations are necessary in order to evaluate the potential tradeoff between DT (and corresponding leakage) and tongue-and-groove underdosage.

## 7 Conclusion

We have presented an algorithm for MLC shape matrix decomposition taking into account the interleaf collision constraint and eliminating tongue-and-groove underdosage effects. We proved that our algorithm is optimal with respect to the total number of monitor units, thus completing the argument of [9] where the optimality was proved only for unidirectional schedules. In addition, we derived a heuristic approach to the reduction of the number of shape matrices. Two open questions arise immediately and are the subject of ongoing research. 1. Is there a nice characterization for the minimal decomposition time if we have no interleaf constraint but still want to eliminate tongue-and-groove underdosage? 2. What about a computationally more efficient heuristic for the decomposition cardinality?
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#### Abstract

Shape matrix decomposition is a subproblem in radiation therapy planning. A given fluence matrix $A$ has to be decomposed into a sum of shape matrices corresponding to homogeneous fields that can be shaped by a multileaf collimator (MLC). We solve the problem of minimizing the delivery time for an approximation of $A$ satisfying certain prescribed bounds, under the additional condition that the used MLC requires the interleaf collision constraint.
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## 1 Introduction

In modern cancer therapy radiation is used to destroy the tumor tissue. At the same time one has to minimize the damage to the healthy tissue, and in particular to sensible structures or organs at risk. Intensity modulated radiation therapy was introduced in order to improve the quality of radiation treatment. In clinical practice it is common to use a linear accelerator which can release radiation from different directions (Figure 1). In addition, a multileaf collimator (MLC) (Figure 2) can be used to protect certain parts of the irradiated area.

For the treatment planning, the first step is to determine a set of directions (typically $3-9$ ), from which radiation is released, given by positions of the isocenter, table angles and gantry angles [5, 12. In a second step, for each direction the fluence distribution is optimized, subject to required dose distribution in the target. The final step is to determine, for each fluence distribution, a corresponding sequence of MLC leaf positions. Recently, there have been attempts to formulate the optimization problem more globally [5, 13], but most of the widely used treatment planning systems model the three steps independently. In this paper we consider the last step for the MLC in the so called step-and-shoot mode. This means the radiation is switched off while the leaves are moving, and so the generated intensity modulated field is just a superposition of finitely many homogeneous fields which are shaped by the MLC. The two most important objectives in the optimization problem

[^1]

Figure 1: A linear accelerator.


Figure 2: Leaf pairs of a multileaf collimator.
are the total irradiation time, or delivery time (DT), and the number of used fields, or decomposition cardinality (DC). Starting with [2] and [6] there have been proposed several algorithms for this problem $[3,10,14,15]$, taking into account additional machine dependent constraints as the interleaf collision constraint [1, 7] or the tongue-and-groove constraint 11 (see 9 or 8 for a survey).

All of these algorithms start with the given fluence matrix $A$ and construct a sequence of leaf positions realizing this matrix. But from a practical point of view there seem to be some doubts if it is reasonable to consider every entry $a_{i j}$ as fixed once and for all. First, the matrix $A$ is a result of numerical computations which are based on simplified physical models of how the radiation passes through the patients body, and second, the representation of $A$ as a superposition of homogeneous fields is also based on model assumptions which are not strictly correct, for instance the dose delivered to an exposed bixel depends on the shape of the field. So it might be sufficient, to realize (in our model) a matrix that is close to $A$. It is a natural question, how much the delivery time can be reduced by giving only an approximate representation of $A$ satisfying certain minimum and maximum dose constraints. As an immediate consequence, the next problem arises: find an approximation with this optimal DT which is as close as possible to $A$. These questions have been answered for unconstrained MLCs in [4], and in the present paper we generalize the ideas from this reference to MLCs with interleaf collision constraint.

In Section 2 we give an precise statement of the problem, Section 3 reviews an exact algorithm for shape matrix decomposition with interleaf collision constraint, in Section 4 we present our graph-theoretical characterization of the minimal DT of an approximation with a constructive proof, in Section 5 we show how the total change can be reduced heuristically, and the final Section 6 contains some test results.

## 2 Notation and problem formulation

Throughout the rest of the paper, for a natural number $n,[n]$ denotes the set $\{1,2, \ldots, n\}$ and for integers $m<n,[m, n]$ denotes the set $\{m, m+1, \ldots, n\}$. For integers $a$, we also
use the notation $a_{+}$for the nonnegative part, defined by

$$
a_{+}= \begin{cases}a & \text { if } a \geqslant 0 \\ 0 & \text { otherwise }\end{cases}
$$

Our starting point is an $m \times n-$ matrix $A$ with nonnegative integer entries. The entry $a_{i j}$ represents the desired fluence at bixel $(i, j)$. In addition, for each entry $(i, j)$ we have lower and upper bounds $\underline{a_{i j}}$ and $\overline{a_{i j}}$, such that

$$
0 \leqslant \underline{a_{i j}} \leqslant a_{i j} \leqslant \overline{a_{i j}} .
$$

Definition 1 (Feasible Approximation). Any integer matrix $B$ with

$$
\underline{a_{i j}} \leqslant b_{i j} \leqslant \overline{a_{i j}}
$$

is called feasible approximation of $A$. The total change $T C(B)$ of a feasible approximation $B$ is defined by

$$
T C(B)=\sum_{i=1}^{m} \sum_{j=1}^{n}\left|b_{i j}-a_{i j}\right|
$$

The homogeneous fields that can be shaped by the MLC are described by binary matrices of size $m \times n$ which we call shape matrices.

Definition 2 (Shape matrix). An $m \times n$ matrix $S$ is a shape matrix if there are pairs of integers $\left(l_{i}, r_{i}\right)(i=1, \ldots, m)$, such that the following conditions are satisfied:

1. $s_{i j}= \begin{cases}1 & \text { if } l_{i}<j<r_{i}, \\ 0 & \text { otherwise }\end{cases}$
2. $l_{i}<r_{i+1}$ and $r_{i}>l_{i+1}$ for all $i \in[m-1]$.

The second condition in Definition 2 is called interleaf collision constraint (ICC). It ensures the left leaf of row $i$ and the right leaf of row $i \pm 1$ do not overlap, which is required by some widely used MLCs, for instance the Elekta MLC. An MLC leaf sequence for $A$ corresponds to a representation of $A$ as a weighted sum of shape matrices.

Definition 3 (Shape matrix decomposition). A shape matrix decomposition of $A$ is a representation of $A$ as a positive integer combination of shape matrices

$$
A=\sum_{t=1}^{k} u_{t} S^{(t)}
$$

The delivery time (DT) of this decomposition is just the sum of the coefficients,

$$
D T=\sum_{t=1}^{k} u_{t}
$$

Example 1. For the shape matrix decomposition

$$
\left(\begin{array}{llll}
1 & 3 & 3 & 0 \\
0 & 2 & 4 & 1 \\
1 & 1 & 4 & 4 \\
3 & 3 & 1 & 0
\end{array}\right)=2 \cdot\left(\begin{array}{cccc}
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0
\end{array}\right)+\left(\begin{array}{llll}
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0
\end{array}\right)+\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 0
\end{array}\right)
$$

we have $D T=4$.

Now we formulate three optimization problems.
MinDT. Find a shape matrix decomposition $A=\sum_{t=1}^{k} u_{t} S^{(t)}$ such that $D T=\sum_{t=1}^{k} u_{t}$ is minimal.

Approx-MinDT. Find a feasible approximation $B$ and a shape matrix decomposition $B=\sum_{t=1}^{k} u_{t} S^{(t)}$ such that $D T=\sum_{t=1}^{k} u_{t}$ is minimal.

Approx-MinDT-TC. Find a feasible approximation $B$ and a shape matrix decomposition $B=\sum_{t=1}^{k} u_{t} S^{(t)}$ such that $D T=\sum_{t=1}^{k} u_{t}$ is minimal, and under this condition $T C(B)$ is minimal.

The first problem MinDT is the exact decomposition problem which can be solved by several efficient algorithms [1, 7, 10]. The idea underlying one of these algorithms is reviewed in the next section because it is the basis for our approach to the second problem ApproxMinDT. Finally, we observe that the second part of each of the problems Approx-MinDt and Approx-MinDT-TC, the search for the shape matrix decomposition, can be ignored safely, because, once the matrix $B$ is fixed, we can apply any exact decomposition algorithm to complete the task.

## 3 Review of the exact decomposition

The basis of our approach is a characterization of the minimal DT of a decomposition with ICC as the maximal weight of a $q-s$-path in the following digraph $G=(V, E)[7,8]$.

$$
\begin{aligned}
V= & \{q, s\} \cup[m] \times[0, n+1], \\
E= & \{(q,(i, 0)): i \in[m]\} \cup\{((i, n+1), s): i \in[m]\} \\
& \cup\{((i, j),(i, j+1)): i \in[m], j \in[0, n]\} \\
& \cup\{((i, j),(i+1, j)): i \in[m-1], j \in[n]\} \\
& \cup\{((i, j),(i-1, j)): i \in[2, m], j \in[n]\} .
\end{aligned}
$$

In order to avoid case distinctions, we add two columns to our matrix and put

$$
a_{i 0}=a_{i, n+1}=0 \quad(i \in[m])
$$

Now we can define arc weights by

$$
\begin{aligned}
w(q,(i, 0)) & =w((i, n+1), s)=0 & & (i \in[m]) \\
w((i, j-1),(i, j)) & =\max \left\{0, a_{i, j}-a_{i, j-1}\right\} & & (i \in[m], j \in[n+1]) \\
w((i, j),(i+1, j)) & =-a_{i j} & & (i \in[m-1], j \in[n]) \\
w((i, j),(i-1, j)) & =-a_{i j} & & (i \in[2, m], j \in[n]) .
\end{aligned}
$$

We call this graph the DT-ICC-graph for A. Figure 3 shows the DT-ICC-graph for the matrix

$$
A=\left(\begin{array}{llllll}
4 & 5 & 0 & 1 & 4 & 5 \\
2 & 4 & 1 & 3 & 1 & 4 \\
2 & 3 & 2 & 1 & 2 & 4 \\
5 & 3 & 3 & 2 & 5 & 3
\end{array}\right) .
$$



Figure 3: The DT-ICC-Graph for matrix $A$.

Definition 4. Let $A$ be an intensity matrix, and let $G$ be the DT-ICC-graph for $A$. The maximal weight of a $q-s$-path in $G$ is called ICC-complexity of $A$ and denoted by $c(A)$. More formally,

$$
c(A)=\max \{w(P): P \text { is a } q-s-\text { path in } G .\} .
$$

Using this definition the main result of 7 can be formulated as follows.
Theorem 1. The minimal DT of a decomposition of $A$ with ICC equals $c(A)$.

## 4 Approximation

To simplify our notation, for each $(i, j) \in[m] \times[n]$ we introduce the interval of acceptable fluence values

$$
I_{i j}=\left[\underline{a_{i j}}, \overline{a_{i j}}\right], \quad \underline{a_{i j}} \leqslant a_{i j} \leqslant \overline{a_{i j}} .
$$

We want to find a matrix $B$ such that

$$
b_{i j} \in I_{i j} \text { for }(i, j) \in[m] \times[n] \quad \text { and } \quad c(B) \rightarrow \min .
$$

We follow an approach from (4) and replace every vertex $(i, j) \in[m] \times[n]$ by $\left|I_{i j}\right|$ copies, i.e. by the set

$$
V_{i j}=\{(i, j)\} \times I_{i j} .
$$

In order to avoid case distinctions in the discussion below we also replace the vertices in columns 0 and $n+1$ by

$$
V_{i 0}=\{(i, 0,0)\} \quad \text { and } \quad V_{i, n+1}=\{(i, n+1,0)\} .
$$

An arc $((i, j),(i, j+1))$ in the DT-ICC-graph $G$ is replaced by the complete bipartite graph $V_{i j} \times V_{i, j+1}$, and similarly for the arcs $((i, j),(i \pm 1, j))$. The weights of the arcs $((i, j, k),(i, j+1, l))$ should model the approximation matrix $B$ if we choose $b_{i j}=k$ and $b_{i, j+1}=l$, and similarly for the other arc types. Hence we define the arc weights by

$$
\begin{aligned}
w(q,(i, 0,0)) & =0 & & (i \in[m]), \\
w((i, n+1,0), s) & =0 & & (i \in[m]), \\
w((i, 0,0),(i, 1, k)) & =k & & \left(i \in[m], k \in I_{i 1}\right), \\
w((i, n, k),(i, n+1,0)) & =0 & & \left(i \in[m], k \in I_{i n}\right), \\
w((i, j-1, k),(i, j, l)) & =(l-k)_{+} & & \left(i \in[m], j \in[n], k \in I_{i, j-1}, l \in I_{i j}\right), \\
w((i, j, k),(i+1, j, l)) & =-k & & \left(i \in[m-1], j \in[n], k \in I_{i j}, l \in I_{i+1, j}\right), \\
w((i, j, k),(i-1, j, l)) & =-k & & \left(i \in[2, m], j \in[n], k \in I_{i j}, l \in I_{i-1, j}\right) .
\end{aligned}
$$

In order to determine the minimal complexity of an approximation matrix we compute numbers $W(i, j, k)$ such that

$$
\begin{aligned}
& W(i, j, k)=\max \left\{\min _{l} W(i, j-1, l)+(k-l)_{+},\right. \\
&\left.\min _{l} W(i-1, j, l)-l, \min _{l} W(i+1, j, l)-l\right\} .
\end{aligned}
$$

The intuitive idea is that for every feasible approximation $B$ with $b_{i j}=k$, the maximal weight of a $q-(i, j)-$ path in the DT-ICC-graph for $B$ is at least $W(i, j, k)$. The numbers $W(i, j, k)$ can be computed efficiently (complexity $O\left(m^{2} n \Delta^{2}\right)$, where $\Delta$ denotes any upper bound for $\left.\left|I_{i j}\right|\right)$ as described in Algorithm 1. Again, in order to avoid case distinctions at the boundaries, we add the values

$$
W(0, j, 0)=W(m+1, j, 0)=a_{0 j}=a_{m+1, j}=0 \quad(j \in[n]) .
$$

Definition 5. The ICC-approximation complexity of $A$ (with respect to the given intervals $I_{i j}$ ) is defined by

$$
\tilde{c}(A)=\max _{i} \min _{k} W(i, n, k) .
$$

Clearly, $\tilde{c}(A)$ is a lower bound for the ICC-complexity of a feasible approximation of $A$. We will show that this bound is sharp by an explicit construction of an approximation matrix $B$. For the last column we put

$$
b_{\text {in }}= \begin{cases}a_{i n} & \text { if } W\left(i, n, a_{i n}\right) \leqslant \tilde{c}(A) \\ \max \{k: W(i, n, k) \leqslant \tilde{c}(A)\} & \text { otherwise }\end{cases}
$$

For $j<n$, we assume that the entries $b_{i, j+1}$ are already determined, and put

$$
b_{i j}=\max \left\{k: W(i, j, k)+\left(b_{i, j+1}-k\right)_{+} \leqslant W\left(i, j+1, b_{i, j+1}\right)\right\} .
$$

Example 2. We consider the following fluence matrix $A$ with $c(A)=8$.

$$
A=\left(\begin{array}{lll}
4 & 0 & 0 \\
0 & 0 & 4
\end{array}\right)
$$

We choose the upper and lower bound such that $\left|b_{i j}-a_{i j}\right| \leqslant 1$ for every $(i, j)$. The intervals and an optimal approximation are

$$
\left(\begin{array}{lll}
{[3,5]} & {[0,1]} & {[0,1]} \\
{[0,1]} & {[0,1]} & {[3,5]}
\end{array}\right), \quad B=\left(\begin{array}{lll}
3 & 1 & 0 \\
1 & 1 & 3
\end{array}\right)
$$

with $c(B)=4$. Our algorithm obtains matrix $B$ as follows. First we compute the numbers $W(i, j, k)$, and obtain, for each $(i, j)$, a vector

$$
\left(W_{i, j, \underline{a_{i j}}}, W_{i, j, \underline{a_{i j}}+1}, \ldots, W_{i, j, \overline{a_{i j}}}\right) .
$$

These vectors are collected in the following array.

$$
\begin{array}{rrr}
(3,4,5) & (3,3) & (3,3) \\
(0,1) & (2,2) & (4,5,6)
\end{array}
$$

Thus the optimal DT is

$$
\max \{\min \{3,3\}, \min \{4,5,6\}\}=4
$$

For the third column we choose $b_{13}=0$ and $b_{23}=3$. For the entry $(1,2)$ we have

$$
W(1,2,0)+w((1,2,0),(1,3,0))=W(1,2,1)+w((1,2,1),(1,3,0))=W(1,3,0)
$$

We choose the maximal possible value $b_{12}=1$. Observe that $b_{12}=0$ is indeed not possible, since it leads to an increased DT. For entry $(2,2)$ we have

$$
W(2,2,0)+w((2,2,0),(2,3,3))=2+3>W(2,3,3)
$$

so here $b_{22}=1$ is the only possible choice. Similarly, we get $b_{11}=3$ and $b_{21}=1$. Clearly, the latter one can be replaced by 0 .

In order to prove that our method is correct, we need some simple properties of the numbers $W(i, j, k)$.

Lemma 1. For every $(i, j) \in[m] \times[n]$ and every $k$ such that $(i, j, k),(i, j, k+1) \in V_{i j}$ we have

$$
\begin{equation*}
W(i, j, k) \leqslant W(i, j, k+1) \leqslant W(i, j, k)+1 . \tag{1}
\end{equation*}
$$

Furthermore, $W(i, j, k+1)=W(i, j, k)+1$ iff

$$
W(i, j, k)=W(i, j-1, l)+(k-l)_{+}
$$

for some $l \in I_{i, j-1}$ with $l \leqslant k$.
Proof. Since

$$
W(i, j-1, l)+(k-l)_{+} \leqslant W(i, j-1, l)-(k+1-l)_{+}
$$

and using the definition of the $W(i, j, k)$, we conclude $W(i, j, k) \leqslant W(i, j, k+1)$. On the other hand, we have

$$
\begin{aligned}
W(i, j, k)= & \max \left\{\min _{l} W(i, j-1, l)+(k-l)_{+},\right. \\
& \left.\min _{l} W(i-1, j, l)-l, \min _{l} W(i+1, j, l)-l\right\} \\
\geqslant & \max \left\{\min _{l} W(i, j-1, l)+(k+1-l)_{+},\right. \\
& \left.\min _{l} W(i-1, j, l)-l, \min _{l} W(i+1, j, l)-l\right\}-1 \\
= & W(i, j, k+1)-1,
\end{aligned}
$$

where equality occurs iff $W(i, j, k)=W(i, j-1, l)+(k-l)_{+}$and $k \geqslant l$.
The next lemma is the key step of our argument. It asserts that the chosen $b_{i j}$ do not lead to conflicts inside the columns.

Lemma 2. For all $j$ and all $i \in[m-1]$, we have

$$
W\left(i, j, b_{i j}\right)-b_{i j} \leqslant W\left(i+1, j, b_{i+1, j}\right),
$$

and for all $j$ and all $i \in[2, m]$, we have

$$
W\left(i, j, b_{i j}\right)-b_{i j} \leqslant W\left(i-1, j, b_{i-1, j}\right) .
$$

Proof. We only show the first statement, since the second one can be proved similarly. Suppose the statement is false, i.e.

$$
W\left(i, j, b_{i j}\right)-b_{i j}>W\left(i+1, j, b_{i+1, j}\right) .
$$

By construction, there is some $k \in I_{i j}$ such that $W(i, j, k)-k \leqslant W\left(i+1, j, b_{i+1, j}\right)$.
Case 1. $k<b_{i j}$. Let $\delta=b_{i j}-k>0$. By Lemma 1 we have

$$
W(i, j, k) \geqslant W\left(i, j, b_{i j}\right)-\delta .
$$

But now we obtain

$$
W(i, j, k)-k \geqslant\left(W\left(i, j, b_{i j}\right)-\delta\right)-\left(b_{i j}-\delta\right)>W\left(i+1, j, b_{i+1, j}\right),
$$

and this is the required contradiction.

Case 2. $k>b_{i j}$. Let $\delta=k-b_{i j}>0$. By construction of the numbers $b_{i j}$,

$$
\begin{array}{r}
W\left(i, j, b_{i j}\right)+\left(b_{i, j+1}-b_{i j}\right)_{+} \leqslant W\left(i, j+1, b_{i, j+1}\right) \\
W\left(i, j, b_{i j}+1\right)+\left(b_{i, j+1}-\left(b_{i j}+1\right)\right)_{+}>W\left(i, j+1, b_{i, j+1}\right)
\end{array}
$$

Using Lemma 1 , this is possible only if

$$
W\left(i, j, b_{i j}+1\right)=W\left(i, j, b_{i j}\right)+1
$$

Using Lemma 1 repeatedly, we obtain

$$
W(i, j, k)=W\left(i, j, b_{i j}\right)+\delta
$$

But together this implies $W(i, j, k)-k=W\left(i, j, b_{i j}\right)-b_{i j}$, which is a contradiction.
Now let $G$ be the DT-ICC-graph for $B$. Denote by $\alpha_{1}(i, j)$ the maximal weight of a $q-(i, j)$-path in $G$. Note that the numbers $\alpha_{1}(i, j)$ can be computed similarly to the numbers $W(i, j, k)$. Clearly, $\alpha_{1}(i, 1)=b_{i 1}$, and the procedure for column $j>1$ is described in Algorithm 2.
Lemma 3. For all $(i, j)$ we have $\alpha_{1}(i, j) \leqslant W\left(i, j, b_{i j}\right)$.
Proof. We use induction on $j$. For $j=1$ the claim is obvious:

$$
\alpha_{1}(i, 1)=W\left(i, 1, b_{i 1}\right)=b_{i 1}
$$

Now let $j>1$. After the initialization of the numbers $\alpha_{1}(i, j)$ in the first loop of Algorithm 2 we obtain for every $i$,

$$
\begin{aligned}
\alpha_{1}(i, j)=\alpha_{1}(i, j-1)+\left(b_{i j}-b_{i, j-1}\right)_{+} & \\
& \leqslant W\left(i, j-1, b_{i, j-1}\right)+\left(b_{i j}-b_{i, j-1}\right)_{+} \leqslant W\left(i, j, b_{i j}\right)
\end{aligned}
$$

We just have to check that this inequalities remain valid in every updating step. Suppose the first violation occurs when we replace $\alpha_{1}(i, j)$ by $\alpha_{1}(i \pm 1, j)-b_{i \pm 1, j}$. In this case,

$$
\alpha_{1}(i, j)=\alpha_{1}(i \pm 1, j)-b_{i \pm 1, j} \leqslant W\left(i \pm 1, j, b_{i \pm 1, j}\right)-b_{i \pm 1, j} \leqslant W\left(i, j, b_{i j}\right)
$$

where the last inequality is Lemma 2, So the statement of the lemma remains valid.
By Lemma 3 (and Theorem 1), matrix $B$ allows a decomposition with $D T \leqslant \tilde{c}(A)$ and this implies the following theorem.
Theorem 2. The minimal DT of a decomposition of a feasible approximation of $A$ equals $\tilde{c}(A)$ and an approximation matrix $B$ realizing this $D T$ can be constructed as described above in time $O\left(m^{2} n \Delta^{2}\right)$.
Proof. The only thing that is left to prove is the complexity statement. For this it is sufficient to note that the computation of the numbers $W(i, j, k)$ dominates the computation time, since this has complexity $O\left(m^{2} n \Delta^{2}\right)$ as can be seen immediately from Algorithm 1 . But after the numbers $W(i, j, k)$ have been computed we look at every entry $(i, j)$ only once and in order to fix $b_{i j}$ we have to do at most $\left|I_{i j}\right|$ comparisons. So the matrix $B$ is determined in time $O(m n \Delta)$ and this concludes the proof.

```
Algorithm 1 Computation of the numbers \(W(i, j, k)\)
for \(i \in[m]\) do \(W(i, 0,0)=0\)
for \(j=1\) to \(n\) do
    for \(i \in[m]\) do
        for all \(k\) do
            \(W(i, j, k)=\min _{l} W(i, j-1, l)+(k-l)_{+}\)
    for \(i=2\) to \(m\) do
        for all \(k\) do
            \(W(i, j, k)=\max \left\{W(i, j, k), \min _{l} W(i-1, j, l)-l\right\}\)
        for \(i^{\prime}=i-1\) downto 1 do
            for all \(k\) do
                \(W\left(i^{\prime}, j, k\right)=\max \left\{W\left(i^{\prime}, j, k\right), \min _{l} W\left(i^{\prime}+1, j, l\right)-l\right\}\)
```

```
Algorithm 2 Computation of the numbers \(\alpha_{1}(i, j)\) for fixed \(j\)
```

for $i \in[m]$ do
$\alpha_{1}(i, j)=\alpha_{1}(i, j-1)+\left(b_{i j}-b_{i, j-1}\right)_{+}$
for $i=2$ to $m$ do
$\alpha_{1}(i, j)=\max \left\{\alpha_{1}(i, j), \alpha_{1}(i-1, j)-b_{i-1, j}\right\}$
for $i^{\prime}=i-1$ downto 1 do
$\alpha_{1}\left(i^{\prime}, j\right)=\max \left\{\alpha_{1}\left(i^{\prime}, j\right), \alpha_{1}\left(i^{\prime}+1, j\right)-b_{i^{\prime}+1, j}\right\}$

## 5 Reducing the total change

The construction described in Section 4 leads to an approximation $B$ with minimal delivery time, but a large total change $T C(B)$. The reason is, that we put

$$
b_{i j}=\max \left\{k: W(i, j, k)+\left(b_{i, j+1}-k\right) \leqslant W\left(i, j+1, b_{i, j+1}\right)\right\}
$$

even if none of the vertices $(i, j, k)$ is critical, i.e. part of a $q$-s-path of maximal weight in the DT-ICC-graph of a feasible approximation of $A$. Thus, the aim is to find an approximation with the same delivery time, but smaller total change. Clearly, we can replace $b_{i j}$ by a value $b_{i j}^{\prime}$ with $b_{i j}<b_{i j}^{\prime} \leqslant a_{i j}$ in the case $b_{i j}<a_{i j}$, respectively with $a_{i j} \geqslant b_{i j}^{\prime}>b_{i j}$ in the case $a_{i j}>b_{i j}$, if this decision does not increase the maximal weight of a $q$-s-path in the DT-ICC-graph.

Let therefore $G$ be the DT-ICC-graph of $B$ and let $\alpha_{1}(i, j)$ denote the maximal weight of a $q-(i, j)$-path in $G$. Similarly, let $\alpha_{2}(i, j)$ denote the maximal weight of an $(i, j)-s$-path in $G$. The values $\alpha_{2}(i, j)$ can be computed similarly as the numbers $\alpha_{1}(i, j)$.

Definition 6. Let $B$ be a feasible approximation of $A$. For $(i, j) \in[m] \times[n]$, an integer $b$ is called $(i, j)$-feasible (with respect to $B$ ) if the following conditions are satisfied.

1. $b \in I_{i j}$.
2. $\alpha_{1}(i, j-1)+\left(b-b_{i, j-1}\right)_{+}+\left(b_{i, j+1}-b\right)_{+}+\alpha_{2}(i, j+1) \leqslant \tilde{c}(A)$.
3. $i=1$ or $\alpha_{1}(i, j-1)+\left(b-b_{i, j-1}\right)_{+}-b+\alpha_{2}(i-1, j) \leqslant \tilde{c}(A)$.
4. $i=m$ or $\alpha_{1}(i, j-1)+\left(b-b_{i, j-1}\right)_{+}-b+\alpha_{2}(i+1, j) \leqslant \tilde{c}(A)$.
5. $i=1$ or $\alpha_{1}(i-1, j)-b_{i-1, j}+\left(b_{i, j+1}-b\right)_{+}+\alpha_{2}(i, j+1) \leqslant \tilde{c}(A)$.
6. $i=m$ or $\alpha_{1}(i+1, j)-b_{i+1, j}+\left(b_{i, j+1}-b\right)_{+}+\alpha_{2}(i, j+1) \leqslant \tilde{c}(A)$.
7. $i \in\{1, m\}$ or $\alpha_{1}(i-1, j)-b_{i-1, j}-b+\alpha_{2}(i+1, j) \leqslant \tilde{c}(A)$.
8. $i \in\{1, m\}$ or $\alpha_{1}(i+1, j)-b_{i+1, j}-b+\alpha_{2}(i-1, j) \leqslant \tilde{c}(A)$.

In other words, $b$ is $(i, j)$-feasible iff we can replace $b_{i j}$ by $b$ without destroying the $D T$-optimality of $B$. Fig 4 illustrates the different possibilities for a path to pass through vertex $(i, j)$. Each of these possibilities corresponds to one of the conditions 2 through 8 in Definition 6 .

We propose a heuristic, formally described in Algorithm 3, to reduce the total change. Clearly, the application of this algorithm can be iterated until no more changes occur.


Figure 4: The seven different types of paths that are affected by the choice of $b_{i j}$.

```
Algorithm 3 Heuristic for total change minimization
for \(j=1\) to \(n\) do
    for \(i=1\) to \(m\) do
        if \(b_{i j}<a_{i j}\) and \(b_{i j}+1\) is \((i, j)\)-feasible then \(b_{i j}++\)
        if \(b_{i j}>a_{i j}\) and \(b_{i j}-1\) is \((i, j)\)-feasible then \(b_{i j}--\)
        Update the numbers \(\alpha_{1}(k, l)\) and \(\alpha_{2}(k, l)\)
```


## 6 Test Results

In this section we demonstrate the DT-reduction obtained by the methods from Section 4 and the total change reduction using the heuristic approach from Section 5. We use matrices of size $15 \times 15$ and $30 \times 30$ with random entries $a_{i j} \in\{0,1, \ldots, L\}$ for $L \in\{8,12,16\}$. In our tests we choose the upper and lower bounds for the entries such that each entry is changed by at most 2 , i.e. we put

$$
\underline{a_{i j}}=\left(a_{i j}-2\right)_{+}, \quad \overline{a_{i j}}=a_{i j}+2 .
$$

For each $L$, we construct decompositions of 1000 matrices, and compute the average minimal delivery time $\tilde{c}(A)$ and the total change according to our algorithm from Section 4 , Finally, we analyse the total change reduction, that can be achieved using Algorithm 3. The results are shown in Table 1 and 2. For comparison we include the minimal DT for exact decomposition with ICC [7]. Columns ' $D T_{1}$ ' and ' $D T_{2}$ ' contain the average delivery times for the exact and for the approximated decomposition, respectively. Columns ' $T C_{1}$ ' and ' $T C_{2}$ ' contain the total change values before and after the application of Algorithm 3 . Our algorithms are completely practicable. On a 3 GHz workstation, the computations for the last row, i.e. for the decomposition of 1000 matrices of size $15 \times 15$ with entries from $\{0,1, \ldots, 16\}$ took only 5 seconds for $m=n=15$ and less than a minute for $m=n=30$.

| $L$ | $D T_{1}$ | $D T_{2}$ | $T C_{1}$ | $T C_{2}$ |
| ---: | ---: | ---: | ---: | ---: |
| 8 | 35.7 | 14.6 | 329.1 | 188.7 |
| 12 | 51.8 | 29.2 | 358.3 | 140.8 |
| 16 | 67.7 | 44.6 | 373.9 | 112.8 |

Table 1: Test results for $m=n=15$.

| $L$ | $D T_{1}$ | $D T_{2}$ | $T C_{1}$ | $T C_{2}$ |
| ---: | ---: | ---: | ---: | ---: |
| 8 | 67.7 | 24.5 | 1360.0 | 837.2 |
| 12 | 97.9 | 51.4 | 1484.3 | 651.3 |
| 16 | 127.7 | 79.9 | 1546.2 | 505.4 |

Table 2: Test results for $m=n=30$.

Basically, we can draw two conclusions from our results.

1. The approximation approach leads to an significant DT-reduction: for $L=16$, allowing a change of at most 2 for each entry reduces the DT by more than $30 \%$.
2. Our heuristic leads to a large total change reduction: for $L=16$ the total change can be reduced by almost $60 \%$.

## 7 Summary and discussion

We presented an efficient method to minimize exactly the decomposition time in approximated MLC shape matrix decomposition with interleaf collision constraint. We also described a heuristic for reducing the total approximation error, and demonstrated the proposed algorithms on randomly generated matrices. The obvious next problem, which is the subject of ongoing research, is to find an exact algorithm for the minimization of the total change.
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# A Minimum Cost Flow Formulation for Approximated MLC Segmentation* 

Thomas Kalinowski


#### Abstract

Shape matrix decomposition is a subproblem in radiation therapy planning. A given fluence matrix $A$ has to be written as a sum of shape matrices corresponding to homogeneous fields that can be shaped by a multileaf collimator (MLC). We solve the problem of finding an approximation $B$ of $A$ satisfying prescribed upper and lower bounds for each entry. The approximation $B$ is determined such that the corresponding fluence can be realized with a prescribed delivery time using a multileaf collimator with an interleaf collision constraint, and under this condition the distance between $A$ and $B$ is minimized.


Keywords: intensity modulated radiation therapy, multileaf collimator, minimum cost flows

## 1 Introduction

Radiation therapy is an important method in cancer treatment. Basically, the aim is to destroy the tumor while minimizing the damage to the healthy tissue, in particular to sensitive structures or organs at risk. In clinical practice it is common to use a linear accelerator which can release radiation from different directions. In addition, a multileaf collimator (MLC) can be used to cover certain parts of the irradiated area. An MLC consists of two banks of metal leaves that are arranged pairwise such that each pair consists of a left leaf and a right leaf which can be moved into the radiation beam from their respective sides. Figure 1 illustrates how an MLC can be used to modulate the intensity. The subject of the present paper is one step of the treatment planning for an MLC in the step-and-shoot mode. That term means the radiation is switched off while the leaves are moving, so the task is to determine finitely many fields such that their superposition yields the required fluence. The two main optimization goals considered in the literature are the minimization of the delivery time (DT) and minimization of the number of used shapes. This problem has been considered by many authors (see [8] and the references therein). There are many algorithms for this task, using different reformulations of the problem and including different technological constraints, such as the interleaf collision constraint (ICC) and the tongue-andgroove constraint. In $\sqrt{5}$ it was suggested to decompose an approximation of $A$. This might be necessary if the delivery time for an exact decomposition of $A$ is prohibitively large. It is
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Figure 1: Generating an intensity modulated radiation field by superimposing three homogeneous fields shaped by an MLC. The shaded areas are the regions covered by MLC leaves, the numbers indicate for how long the corresponding field is irradiated, and the greyscales in the rightmost square show the total fluence distribution.
further justified by the fact that $A$ is a result of numerical computations based on simplified models, so there should be an error interval attached to each entry. There are two natural objectives for this approximation problem. First, the delivery time for the approximation matrix should be small and second, a given delivery time should be realized by changing $A$ as little as possible. Both of these problems were solved for single row matrices (and consequently in general for MLCs with independent rows) in [5]. In this paper we consider MLCs that have an interleaf collision constraint, which means that an overlap between opposite leaves in consecutive rows is not allowed. Given a fluence matrix $A$ and upper and lower bounds for the entries of the approximation matrix, the minimal possible delivery time of an approximation was determined in [9], where the authors also described a heuristic method for the reduction of the distance between $A$ and the approximation matrix $B$ (to be defined later). The main result of the present paper is a minimum cost flow formulation of the exact minimization of this distance. In Section 2 we give a precise formulation of the approximation problem and we introduce some notation. Section 3 contains our main result: the approximation problem is dual to a minimum cost flow problem. Finally, Section 4 contains some computational results.

## 2 Problem formulation

Throughout the paper we use the standard notation

$$
[k]=\{1,2, \ldots, k\}, \quad[k, l]=\{k, k+1, \ldots, l\}
$$

for integers $k$ and $l$ with $k \leqslant l$. As in [9], we start with a fluence matrix $A$ of size $m \times n$, and two matrices $\underline{A}$ and $\bar{A}$ containing the lower and upper bounds for the entries:

$$
0 \leqslant \underline{a}_{i j} \leqslant a_{i j} \leqslant \bar{a}_{i j} \quad(i, j) \in[m] \times[n] .
$$

Definition 1 (Feasible Approximation). Any integer matrix $B$ with

$$
\underline{a}_{i j} \leqslant b_{i j} \leqslant \bar{a}_{i j} \quad((i, j) \in[m] \times[n])
$$

is called feasible approximation of $A$. The total change $T C(B)$ of a feasible approximation $B$ is defined by

$$
T C(B)=\sum_{i=1}^{m} \sum_{j=1}^{n}\left|b_{i j}-a_{i j}\right|
$$

The homogeneous fields that can be shaped by the MLC are described by binary matrices of size $m \times n$ which we call shape matrices.

Definition 2 (Shape matrix). An $m \times n$ matrix $S$ is a shape matrix if there are pairs of integers $\left(l_{i}, r_{i}\right)(i \in[m])$, such that the following conditions are satisfied:

1. $s_{i j}= \begin{cases}1 & \text { if } l_{i}<j<r_{i}, \\ 0 & \text { otherwise }\end{cases}$
2. $l_{i}<r_{i+1}$ and $r_{i}>l_{i+1}$ for all $i \in[m-1]$.

The first condition is just stating that for each row $i$, there are a left leaf covering bixels $(i, 1), \ldots,\left(i, l_{i}\right)$ and a right leaf covering bixels $\left(i, r_{i}\right), \ldots,(i, n)$, while the bixels $\left(i, l_{i}+\right.$ $1), \ldots,\left(i, r_{i}-1\right)$ are exposed to radiation. The second condition is called the interleaf collision constraint (ICC). It ensures the left leaf of row $i$ and the right leaf of row $i \pm 1$ do not overlap, which is required by some widely used MLCs. An MLC leaf sequence for $A$ corresponds to a representation of $A$ as a weighted sum of shape matrices.

Definition 3 (Shape matrix decomposition). A shape matrix decomposition of $A$ is a representation of $A$ as a positive integer linear combination of shape matrices

$$
A=\sum_{t=1}^{k} u_{t} S^{(t)}
$$

The delivery time (DT) of this decomposition is just the sum of the coefficients,

$$
D T=\sum_{t=1}^{k} u_{t}
$$

Example 1. For the shape matrix decomposition

$$
\left(\begin{array}{llll}
1 & 3 & 3 & 0 \\
0 & 2 & 4 & 1 \\
1 & 1 & 4 & 4 \\
3 & 3 & 1 & 0
\end{array}\right)=2 \cdot\left(\begin{array}{llll}
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0
\end{array}\right)+\left(\begin{array}{llll}
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0
\end{array}\right)+\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 0
\end{array}\right),
$$

corresponding to Figure 1, we have $D T=4$.
There are 3 natural optimization problems (9).
MinDT. Find a shape matrix decomposition $A=\sum_{t=1}^{k} u_{t} S^{(t)}$ such that $D T=\sum_{t=1}^{k} u_{t}$ is minimal.

Approx-MinDT. Find a feasible approximation $B$ and a shape matrix decomposition $B=\sum_{t=1}^{k} u_{t} S^{(t)}$ such that $D T=\sum_{t=1}^{k} u_{t}$ is minimal.

Approx-MinTC. For a given delivery time $\tilde{c}$, find a feasible approximation $B$ and a shape matrix decomposition

$$
\begin{equation*}
B=\sum_{t=1}^{k} u_{t} S^{(t)} \tag{1}
\end{equation*}
$$

such that $\sum_{t=1}^{k} u_{t} \leqslant \tilde{c}$, and under this condition $T C(B)$ is minimal.
The first problem MinDT is the exact decomposition problem which can be solved by several efficient algorithms [3, 7, 10]. The second problem Approx-MinDT was solved in [9]. In the present paper we consider the third problem Approx-MinTC. Throughout the paper, we will always assume that the problem is feasible. In practice that can be realized by solving Approx-MinDT first. This yields the minimal possible value for $\tilde{c}$, and for each value as least as large Approx-MinTC is feasible.

## 3 A solution of the problem Approx-MinTC

We start by formulating an LP model for Approx-MinTC. Since we are only interested in the sum of the coefficients, we may assume that all the coefficients $u_{t}$ in (1) are equal to 1 (allowing the same shape matrix $S^{(t)}$ for different values of $t$ ). We introduce variables $L_{i j}$ and $R_{i j}$ for $(i, j) \in[m] \times[n]$. Formally, if the shape matrix $S^{(t)}$ in the decomposition $B=\sum_{t=1}^{k} S^{(t)}$ is determined by the parameters $\left(l_{i}^{(t)}, r_{i}^{(t)}\right)$ for $i \in[m]$, our variables are

$$
L_{i j}=\left|\left\{t: l_{i}^{(t)}<j\right\}\right|, \quad \text { and } \quad R_{i j}=\left|\left\{t: r_{i}^{(t)} \leqslant j\right\}\right| .
$$

In other words, the variable $L_{i j}$ is the number of shapes where bixel $(i, j)$ is not covered by the left leaf, while $R_{i j}$ counts the shapes where bixel $(i, j)$ is covered by the right leaf. Obviously, this gives $b_{i j}=L_{i j}-R_{i j}$. In addition, we introduce the variables $x_{i j}=\left|a_{i j}-b_{i j}\right|$ for $(i, j) \in[m] \times[n]$. Now we can formulate Approx-MinTC for a given delivery time $\tilde{c}$ as an LP. To clarify our notation we also write down the dual variables for the constraints.

$$
\begin{array}{rll}
\min \sum_{i=1}^{m} \sum_{j=1}^{n} x_{i j} & & \\
L_{i, j+1}-L_{i j} \geqslant 0 & \alpha_{i j} \geqslant 0 & \\
-L_{i n} \geqslant-\tilde{c} & \alpha_{i n} \geqslant 0 & ((i, j) \in[m] \times[n-1]), \\
R_{i, j+1}-R_{i j} \geqslant 0 & \beta_{i j} \geqslant 0 & ((i, j) \in[m] \times[n-1]), \\
R_{i 1} \geqslant 0 & \beta_{i 0} \geqslant 0 & (i \in[m]) \\
R_{i j}-L_{i j} \geqslant-\bar{a}_{i j} & y_{i j} \geqslant 0 & ((i, j) \in[m] \times[n]), \\
L_{i j}-R_{i j} \geqslant \underline{a}_{i j} & z_{i j} \geqslant 0 & ((i, j) \in[m] \times[n]), \\
L_{i j}-R_{i+1, j} \geqslant 0 & u_{i j} \geqslant 0 & ((i, j) \in[m-1] \times[n]), \\
L_{i j}-R_{i-1, j} \geqslant 0 & v_{i j} \geqslant 0 & ((i, j) \in[2, m] \times[n]), \\
R_{i j}-L_{i j}+x_{i j} \geqslant-a_{i j} & p_{i j} \geqslant 0 & ((i, j) \in[m] \times[n]), \\
L_{i j}-R_{i j}+x_{i j} \geqslant a_{i j} & q_{i j} \geqslant 0 & ((i, j) \in[m] \times[n]) . \tag{12}
\end{array}
$$

By definition, the variables $L_{i j}$ and $R_{i j}$ should be nonnegative. We do not want to require this explicitly in the LP since we want to have equality constraints in the dual, but note that nonnegativity is implied: constraints (6) together with (5) force all the variables $R_{i j}$ to be nonnegative, and from (8) it follows that also $L_{i j} \geqslant 0$ for all $(i, j) \in[m] \times[n]$. Constraints (3), (5) and (9), 10) are consequences of the inclusions

$$
\begin{aligned}
\left\{t: l_{i}^{(t)}<j\right\} & \subseteq\left\{t: l_{i}^{(t)}<j+1\right\}, & & \left\{t: r_{i}^{(t)} \leqslant j\right\} \subseteq\left\{t: r_{i}^{(t)} \leqslant j+1\right\} \\
\left\{t: r_{i+1}^{(t)}\right. & \leqslant j\} \subseteq\left\{t: l_{i}^{(t)} \leqslant j\right\}, & & \left\{t: r_{i-1}^{(t)} \leqslant j\right\} \subseteq\left\{t: l_{i}^{(t)} \leqslant j\right\},
\end{aligned}
$$

where the inclusions in the second row follow from the interleaf collision constraint. The constraints (7) and (8) ensure that $\underline{a}_{i j} \leqslant b_{i j} \leqslant \bar{a}_{i j}$, while (4) is the constraint that the total number of shapes is at most $\tilde{c}$. Finally, constraints (11) and (12) are equivalent to $x_{i j} \geqslant\left|a_{i j}-b_{i j}\right|$, and the objective is to minimize the sum of all the deviations $\left|a_{i j}-b_{i j}\right|$.

We remark that the values $L_{i j}$ and $R_{i j}$ do not uniquely determine the shape matrix decomposition, because in the transformation from the shape matrices $S^{(t)}$ to the cardinalities $L_{i j}$ and $R_{i j}$ we lost some information. It is even not completely obvious that a solution of the LP always yields a feasible decomposition. But fortunately, a natural approach to construct appropriate shape matrices works: we define shape matrices $S^{(t)}$ such that the leaves move only from left to right as $t$ increases. More precisely, for a given solution of the problem (2)-12) we consider the sets $\mathcal{L}_{i j}=\left[L_{i j}\right]$ and $\mathcal{R}_{i j}=\left[R_{i j}\right]$ for $(i, j) \in[m] \times[n]$ and put

$$
s_{i j}^{(t)}=\left\{\begin{array}{ll}
1 & \text { if } t \in \mathcal{L}_{i j} \backslash \mathcal{R}_{i j} \\
0 & \text { otherwise }
\end{array} \quad((i, j) \in[m] \times[n], t \in[L]),\right.
$$

where $L=\max \left\{L_{i n}: i \in[m]\right\}$. These matrices have the first property required in Definition 2 with parameters

$$
\begin{align*}
l_{i}^{(t)} & =0 \text { for } t \leqslant L_{i 1} & & (i \in[m]),  \tag{13}\\
r_{i}^{(t)} & =1 \text { for } t \leqslant R_{i 1} & & (i \in[m]),  \tag{14}\\
l_{i}^{(t)} & =j-1 \text { for } L_{i, j-1}<t \leqslant L_{i j} & & ((i, j) \in[m] \times[2, n]),  \tag{15}\\
r_{i}^{(t)} & =j \text { for } R_{i, j-1}<t \leqslant R_{i j} & & ((i, j) \in[m] \times[2, n]) . \tag{16}
\end{align*}
$$

For $t>L_{i n}$, there is a zero row in the $i$-th row of $S^{(t)}$, which can be realized by parameters $l_{i}^{(t)}=n$ and $r_{i}^{(t)}=n+1$. The interleaf collision constraint $l_{i}^{(t)}<r_{i+1}^{(t)}$ is satisfied for every $t \in[L]$ and every $i \in[m-1]$. If $l_{i}^{(t)}=0$ this is obvious. Otherwise we have $l_{i}^{(t)}=j-1$ for some $j \in[2, n+1]$. Then $t>L_{i, j-1} \geqslant R_{i+1, j-1}$, and consequently $r_{i+1}^{(t)} \geqslant j$. The interleaf collision constraint $l_{i}^{(t)}<r_{i-1}^{(t)}$ is proved similarly. Finally, using (7) and (8) we have

$$
b_{i j}=\sum_{t=1}^{L} s_{i j}^{(t)}=\left|\mathcal{L}_{i j} \backslash \mathcal{R}_{i j}\right|=L_{i j}-R_{i j} \in\left[\underline{a}_{i j}, \bar{a}_{i j}\right] .
$$

Now we dualize the LP (2)- (12) to obtain the problem TC-Dual:

$$
\begin{array}{lrl}
\text { max } & \sum_{i=1}^{m} \sum_{j=1}^{n}\left(-a_{i j} p_{i j}+a_{i j} q_{i j}+\underline{a}_{i j} z_{i j}-\bar{a}_{i j} y_{i j}\right)-\tilde{c} \sum_{i=1}^{m} \alpha_{i n} \\
L_{i j}: & -\alpha_{i j}+\alpha_{i, j-1}+q_{i j}-p_{i j}+z_{i j} & \\
& -y_{i j}+u_{i j}+v_{i j}=0 & ((i, j) \in[m] \times[2, n]), \\
L_{i 1}: & -\alpha_{i 1}+q_{i 1}-p_{i 1}+z_{i 1}-y_{i 1} & \\
& +u_{i 1}+v_{i 1}=0 & (i \in[m]), \\
R_{i j}: & -\beta_{i j}+\beta_{i, j-1}-q_{i j}+p_{i j}-z_{i j} & \\
& +y_{i j}-u_{i-1, j}-v_{i+1, j}=0 & ((i, j) \in[m] \times[n-1]), \\
R_{i n}: & \beta_{i, n-1}-q_{i n}+p_{i n}-z_{i n}+y_{i n} & \\
& -u_{i-1, n}-v_{i+1, n}=0 & ((i, j) \in[m] \times[n-1]), \\
x_{i j}: & p_{i j}+q_{i j} \leqslant 1 & ((i, j) \in[m] \times[n]) . \tag{22}
\end{array}
$$

Formally, we would have to write down several of the constraints for $i=1$ and $i=m$ separately, since in these cases the variables $u_{i-1, j}$ and $v_{i j}$ (resp. $u_{i j}$ and $v_{i+1, j}$ ) are missing. In order avoid an unnecessary blowup of the formalism, we use the convention that

$$
u_{0 j}=u_{m j}=v_{1, j}=v_{m+1, j}=0 \quad(j \in[n]) .
$$

Clearly, the objective (17) is equivalent to minimizing

$$
\begin{equation*}
\sum_{i=1}^{m} \sum_{j=1}^{n}\left(a_{i j} p_{i j}-a_{i j} q_{i j}-\underline{a}_{i j} z_{i j}+\bar{a}_{i j} y_{i j}\right)+\tilde{c} \sum_{i=1}^{m} \alpha_{i n} \tag{23}
\end{equation*}
$$

and we will see that TC-Dual is equivalent to the problem of finding a $Q$-S-flow of minimum cost in the following network $N$. The node set $V$ of the underlying digraph consists of two nodes $(i, j, 0)$ and $(i, j, 1)$ for each bixel $(i, j) \in[m] \times[n]$ and two additional nodes $Q$ and $S$ :

$$
V=\{Q, S\} \cup\{(i, j, k):(i, j) \in[m] \times[n], k \in\{0,1\}\} .
$$

The arc set $E$ is constructed corresponding to the variables in TC-Dual. From node $Q$, there is an outgoing arc to every node ( $i, 1,0$ ) with corresponding flow variable $\beta_{i 0}$. For the nodes $(i, j, 1)$ with $(i, j) \in[m] \times[n-1]$, we have an outgoing arc to $(i, j+1,1)$ with corresponding flow variable $\alpha_{i j}$ and two outgoing arcs to ( $i, j, 0$ ) corresponding to flow variables $p_{i j}$ and $y_{i j}$. Similarly, the nodes $(i, n, 1)$ have two outgoing arcs to $(i, n, 0)$ with flow variables $p_{i n}$ and $y_{i n}$, but their outgoing arc with flow variable $\alpha_{i n}$ goes to $S$. From a node $(i, j, 0)$ with $(i, j) \in[m] \times[n-1]$, we have an arc to $(i, j+1,0)$ with flow variable $\beta_{i j}$ and two arcs to $(i, j, 1)$ with flow variables $q_{i j}$ and $z_{i j}$. For nodes $(i, n, 0)$ with $i \in[m]$ the arc to the sink which would correspond to $\beta_{\text {in }}$ is missing, but we still have the two arcs to $(i, n, 1)$ with flow variables $q_{i n}$ and $z_{i n}$. In addition, for $(i, j, 0)$, if $i<m$, there is an arc to


Figure 2: The digraph for the network model of the problem TC-Dual for a $2 \times 4$-matrix.


Figure 3: The structure of the digraph for the network model of the problem TC-Dual.
$(i+1, j, 1)$ with flow variable $v_{i+1, j}$, and for $i>1$ there is an arc to $(i-1, j, 1)$ with flow variable $u_{i-1, j}$.

This digraph is illustrated in Figures 2 and 3 . The capacity function is very simple: The arcs with flow variables $p_{i j}$ and $q_{i j}$ have capacity 1 , and all the other arcs have infinite capacities. The cost function is defined such that the cost of a flow is precisely the objective function 23). Identifying the arcs with their corresponding flow variables, this can be described as follows. For $(i, j) \in[m] \times[n]$, the costs of the arcs $p_{i j}, q_{i j}, z_{i j}$ and $y_{i j}$ are $a_{i j}$, $-a_{i j},-\underline{a}_{i j}$ and $\bar{a}_{i j}$, respectively. For $i \in[m]$, the cost of arc $\alpha_{i n}$ is $\tilde{c}$. All the other arcs have zero cost.

Since the $\operatorname{arcs} p_{i j}$ and $q_{i j}$ form a cycle of zero cost, we may assume that $p_{i j} q_{i j}=0$ for every $(i, j) \in[m] \times[n]$. Under this assumption constraints (22) correspond to the capacity constraints for the arcs $p_{i j}$ and $q_{i j}$, while the constraints (18)-21) are the flow conservation constraints at the nodes $x \in V \backslash\{Q, S\}$. So we have proved the following theorem.

Theorem 1. The problem TC-Dual is equivalent to the minimum cost $Q-S$-flow problem
in the network $N$.
By standard results from network flow theory [1], we obtain a solution of ApproxMinTC from a flow $\phi: E \rightarrow \mathbb{N}$ of minimum cost as follows. The residual network on the node set $V$ with arc set $E^{\prime}$ and cost function cost $^{\prime}: E^{\prime} \rightarrow \mathbb{Z}$ is defined by

$$
\begin{array}{lll}
\phi(x y)<\operatorname{capacity}(x y) & \Longrightarrow \quad x y \in E^{\prime}, \operatorname{cost}^{\prime}(x y)=\operatorname{cost}(x y) \\
\phi(x y)>0 & \Longrightarrow \quad y x \in E^{\prime}, \operatorname{cost}^{\prime}(y x)=-\operatorname{cost}(x y)
\end{array}
$$

Recall that $L_{i j}$ and $R_{i j}$ are the dual variables of the flow conservation constraints in $(i, j, 1)$ and $(i, j, 0)$, respectively, so we can determine them as the negative distances (with respect to cost ${ }^{\prime}$ ) from $Q$ to $(i, j, 1)$ and $(i, j, 0)$, respectively. We obtain the approximation matrix $B$ by $b_{i j}=L_{i j}-R_{i j}$, and a shape matrix decomposition $B=\sum_{t=1}^{k} S^{(t)}$ with

$$
s_{i j}^{(t)}=\left\{\begin{array}{ll}
1 & \text { if } l_{i}^{(t)}<j<r_{i}^{(t)}, \\
0 & \text { otherwise },
\end{array} \quad((i, j) \in[m] \times[n])\right.
$$

where the parameters $l_{i}^{(t)}$ and $r_{i}^{(t)}$ are determined according to $13-16$.
Example 2. We illustrate the method for $m=1, n=6$. Suppose we are given the following matrices $A, \underline{A}$ and $\bar{A}$ :

$$
\left(\begin{array}{llllll}
5 & 3 & 3 & 1 & 5 & 5
\end{array}\right),\left(\begin{array}{llllll}
4 & 2 & 2 & 0 & 4 & 4
\end{array}\right),\left(\begin{array}{llllll}
6 & 4 & 4 & 2 & 6 & 6
\end{array}\right) .
$$

For matrix $A$ the minimal delivery time is 9 , and we want to have an approximation matrix $B$ with a delivery time of 6 . The network is shown in Figure 4. The labels on the arcs are the nonzero costs, so a unit flow along the dashed path has cost -3 , while a unit flow along the dotted path costs -1 . The sum of these two unit flows has a cost of -4 and is optimal. A shortest path tree in the residual network is shown in Figure 5, and the corresponding


Figure 4: The network for the example.
approximation is

$$
\begin{aligned}
& B=\left(\begin{array}{llllll}
4 & 3 & 3 & 2 & 4 & 4
\end{array}\right)=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0
\end{array}\right)+\left(\begin{array}{llllll}
1 & 1 & 1 & 0 & 0 & 0
\end{array}\right) \\
& \\
&+2\left(\begin{array}{lllllllll}
1 & 1 & 1 & 1 & 1 & 1
\end{array}\right)+2\left(\begin{array}{llllll}
0 & 0 & 0 & 0 & 1 & 1
\end{array}\right)
\end{aligned}
$$



Figure 5: A shortest path tree in the residual network.

We conclude this section with a quick complexity analysis. We have reduced the total change optimal approximation of a matrix of size $m \times n$ to a minimum cost flow problem in a network with $2 m n+2$ nodes and $8 m n-2 n$ arcs. Thus, according to 12,13 the running time of the resulting algorithm is bounded by $O\left((m n)^{2} \log ^{2}(m n)\right)$. For comparison, without the interleaf collision constraint the approximation problem can be solved in time $O\left(m n^{2}\right)$ if the differences $\bar{a}_{i j}-\underline{a}_{i j}$ are bounded [5].

## 4 Test results

We did some computational experiments with a $\mathrm{C}++$-implementation of our algorithm. We did not implement the minimum cost flow algorithm with the theoretically optimal complexity bound. Instead we used the implementation of a primal network simplex method from [11].

We generated matrices of sizes $15 \times 15$ and $30 \times 30$ with random entries from $\{0,1, \ldots, L\}$ (independent, uniformly distributed) for $L \in\{8,12,16\}$. The lower and upper bounds were chosen such that a maximal change of $\pm 2$ is possible for each entry, in other words, we put

$$
\underline{a}_{i j}=\max \left\{0, a_{i j}-2\right\}, \quad \bar{a}_{i j}=a_{i j}+2
$$

for all $(i, j) \in[m] \times[n]$. The results are shown in Table 1, where we averaged over 1000

| $L$ | $m=n=15$ |  |  |  |  | $m=n=30$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $D T_{1}$ | $D T_{2}$ | $T C_{1}$ | $T C_{2}$ | time | $D T_{1}$ | $D T_{2}$ | $T C_{1}$ | $T C_{2}$ | time |
| 8 | 35.7 | 14.5 | 188.7 | 165.3 | 2 | 67.7 | 24.5 | 837.2 | 713.9 | 11 |
| 12 | 51.9 | 29.3 | 140.8 | 125.8 | 2 | 97.9 | 51.4 | 651.3 | 559.5 | 15 |
| 16 | 67.6 | 44.3 | 112.8 | 102.0 | 3 | 127.8 | 79.9 | 505.4 | 430.7 | 17 |

Table 1: Test results for random matrices.
matrices for each triple $(m, n, L)$. Columns ' $D T_{1}$ ' and ' $D T_{2}$ ' contain the average decomposition times for the exact and the approximated decomposition, respectively. For the minimal possible delivery time $\tilde{c}$, we computed the total change using the heuristic approach from $[9$ (column ' $T C 1$ ') and with our exact method (column ' $T C 2$ '). The final
column 'time' contains the computation time (in seconds) for the approximated decomposition of 1000 matrices on a 3 GHz workstation with 16 GB RAM. We also tested our algorithm for two sets of practical matrices that were used in 22 and 4$]$ and can be found online [6]. The first set contained 20 matrices of size $20 \times 20$ with entries from $\{0,1, \ldots, 15\}$, and the second one consisted of 20 matrices of size $40 \times 40$ with entries from $\{0,1, \ldots, 10\}$. The averaged results are shown in Table 2, where the computation time for the whole table

| set | $D T_{1}$ | $D T_{2}$ | $T C_{1}$ | $T C_{2}$ |
| :---: | ---: | ---: | ---: | ---: |
| 1 | 83.6 | 51.0 | 227.0 | 204.4 |
| 2 | 108.9 | 47.9 | 1387.4 | 1180.7 |

Table 2: Test results for real-world matrices.
was less than a second. Figure 6 illustrates the tradeoff between delivery time and total


Figure 6: The tradeoff between delivery time and total change.
change for one of the $40 \times 40$-matrices from (6).

## 5 Summary and discussion

We formulated the approximated MLC shape matrix decomposition with minimal total change as a minimum cost flow problem. This formulation allows us to include the interleaf collision constraint into the model. We demonstrated that this problem can be solved very efficiently using a standard implementation of the network simplex algorithm.

We want to conclude the paper with a short discussion of the relevance of our approximation approach. In some sense, the shape matrix decomposition problem could be considered as solved, since there are many efficient algorithms, even including additional technological constraints. But of course, there is room for improvement. We suggest the following two problems that might arise from a practical point of view.

1. What happens if the delivery time for a leaf sequence obtained by some exact algorithm is considered to be too large for clinical practice?
2. There are certain dosimetric effects of small or narrow fields which are not captured in the mathematical model underlying the standard algorithms. This could lead to significant differences between the planned and the delivered fluence.

We think that the "smoothing" of the fluence that is achieved by our approximation has a positive effect in both of these contexts. It has already been shown that the delivery time can be reduced considerably. Intuitively, the approximation also reduces the number of necessary small shapes with bad dosimetric properties. This deserves further investigations.
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# A dual of the rectangle-segmentation problem for binary matrices* 

Thomas Kalinowski


#### Abstract

We consider the problem to decompose a binary matrix into a small number of binary matrices whose 1-entries form a rectangle. We show that the linear relaxation of this problem has an optimal integral solution corresponding to a well known geometric result on the decomposition of rectilinear polygons.
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## 1 Introduction

In the context of intensity modulated radiation therapy several decomposition problems for nonnegative integer matrices have been considered. One of these is the decomposition into a small number of binary matrices whose 1 -entries form a rectangle. There is an example showing that in general the linear relaxation of this problem has no optimal integral solution [1]. On the other hand, the same paper contains an algorithm based on the revised simplex method that uses only very few Gomory cuts. In computational experiments, this algorithm provided exact solutions for matrices of reasonable size in short time. In the present paper we consider the special case that the input matrix is already binary: $A \in\{0,1\}^{m \times n}$. In this case the integer optimization problem is equivalent to a well studied geometric problem: the decomposition of a rectilinear polygon into the minimal number of rectangles. Our main result is that the minimal number of rectangles in such a decomposition equals the optimal objective in the relaxed matrix decomposition problem. In other words, the integrality gap vanishes, provided the input matrix is binary. This solves Problem 2 of [1].

## 2 Notation and problem formulation

Let $A$ be a binary matrix of size $m \times n$. A rectangle matrix is an $m \times n-$ matrix $S=\left(s_{i j}\right)$ such that for some integers $k_{1}, k_{2}, l_{1}$ and $l_{2}$ with $1 \leqslant k_{1} \leqslant k_{2} \leqslant m$ and $1 \leqslant l_{1} \leqslant l_{2} \leqslant n$, we have

$$
s_{i j}= \begin{cases}1 & \text { if } k_{1} \leqslant i \leqslant k_{2} \text { and } l_{1} \leqslant j \leqslant l_{2}, \\ 0 & \text { otherwise } .\end{cases}
$$

[^2]The rectangle segmentation problem is the following:
RSP. Find a decomposition $A=S_{1}+\cdots+S_{t}$ with rectangle matrices $S_{1}, \ldots, S_{t}$ such that $t$ is minimal.

A linear relaxation of this problem ist the following.
RSP-Relax. Find a linear combination $A=x_{1} S_{1}+\cdots+x_{t} S_{t}$ with rectangle matrices $S_{1}, \ldots, S_{t}$ and $0 \leqslant x_{i} \leqslant 1$ for $i=1, \ldots, t$ such that $x_{1}+\cdots+x_{t}$ is minimal.
The integral problem RSP can be formulated in a geometric setup as follows. We associate $A$ with a rectangular $m \times n$-array of unit squares in the plane. The set $P=\left\{(i, j): a_{i j}=1\right\}$ corresponds to a rectilinear polygon whose boundary consists of line segments with integer coordinates. Clearly, a solution of the problem RSP is precisely the decomposition of $P$ into the minimal number of rectangles. In order to state the solution to the polygon decomposition problem we need some notation. Let $N, c$ and $k$ be the number of vertices, connected components and holes of $P$, respectively. This notation has to be clarified by two remarks (see Figure 1 for illustrations).

1. If $P$ can be decomposed into two or more polygons which intersect pairwise in isolated vertices these vertices are counted twice and we consider the parts as different connected components.
2. Similarly, if the boundary of a hole intersects the outer boundary or another hole only in isolated vertices these vertices are counted twice.

$P_{1}$


Figure 1: Two polygons. The parameters are $N=8, c=2$ and $k=0$ for $P_{1}$, and $N=10$, $c=1, k=1$ for $P_{2}$.

We call a vertex of $P$ convex if the interior angle at this vertex is $90^{\circ}$ and concave if it is $270^{\circ}$. A chord of $P$ is a line segment that lies completely inside $P$, connects two concave vertices and is parallel to one of the coordinate axes. The chords parallel to the $x$-axis and the $y$-axis are called horizontal and vertical, respectively. We associate a bipartite graph $G=(H \cup V, E)$ with $P$. The vertex sets $H$ and $V$ are the sets of horizontal and vertical chords, respectively, and two chords are connected by an edge if they intersect (Figure 22). Let $\alpha$ be the maximal cardinality of an independent set in the graph associated to $P$. The following theorem of Lipski et al. (which was reproved by several authors), characterizes the minimal number of rectangles in a decomposition of $P$.
Theorem 1 ( $2, ~, 3,44)$. The minimal number of rectangles in a decomposition of $P$ equals

$$
\frac{N}{2}-c+k-\alpha .
$$



Figure 2: The graph associated to a polygon.

We want to show that there is no integrality gap in the rectangle segmentation problem for binary matrices. This can be done by proving that the optimal objective value for RSP-Relax is at least $\frac{N}{2}-c+k-\alpha$. In order to do this we will present a feasible solution for the dual problem with exactly this objective value. For a binary matrix $A$, the set of variables in RSP-Relax corresponds to the set of rectangles that are completely contained in $P$. Indexing these rectangles by the numbers $1, \ldots, T$, i.e. $S^{(1)}, \ldots, S^{(T)}$ are precisely the rectangle matrices whose 1-entries are contained in $P$, we can reformulate RSP-Relax as follows.

$$
\begin{aligned}
\sum_{t=1}^{T} s_{i j}^{(t)} x_{t} & =1 & & \text { for }(i, j) \in P, \\
x_{t} & \geqslant 0 & & \text { for } t=1, \ldots, T, \\
\sum_{t=1}^{T} x_{t} & \rightarrow \min & &
\end{aligned}
$$

Dualizing, we obtain the problem RSP-Dual:

$$
\begin{aligned}
& \sum_{i=k_{1}}^{k_{2}} \sum_{j=l_{1}}^{l_{2}} y_{i j} \leqslant 1 \quad \text { for }\left[k_{1}, k_{2}\right] \times\left[l_{1}, l_{2}\right] \subseteq P \\
& \sum_{(i, j) \in P} y_{i j} \rightarrow \max
\end{aligned}
$$

This dual problem has a nice interpretation. The polygon $P$ is considered as a set of unit squares and we want to fill these squares with numbers such that the sum over every rectangle contained in $P$ is bounded by 1 , and the total sum is maximized under this constraint. We start with a simple observation which allows us to restrict our attention to dual solutions of a special type. Let $\mathcal{R}$ be the set of rectangles into which $P$ is decomposed
when the boundary lines at the concave vertices are extended until they meet the opposite boundary of $P$. For an illustration see Figure 3, where $|\mathcal{R}|=16$ and, for instance, the big square in the middle is the element $[2,4] \times[4,6] \in \mathcal{R}$. We call the elements of $\mathcal{R}$ basic rectangles. The following lemma asserts that we may assume that only in the upper left


Figure 3: Decomposition of a polygon $P$ into basic rectangles.
corner of a basic rectangle the entry of $\boldsymbol{y}$ is nonzero
Lemma 1. Suppose $\boldsymbol{y}^{\prime}=\left(y_{i j}^{\prime}\right)_{(i, j) \in P}$ is feasible for $\boldsymbol{R S P}$-Dual, and define $\boldsymbol{y}$ as follows. For every $\left[i_{1}, i_{2}\right] \times\left[j_{1}, j_{2}\right] \in \mathcal{R}$ put

$$
y_{i j}= \begin{cases}\sum_{i^{\prime}=i_{1}}^{i_{2}} \sum_{j^{\prime}=j_{1}}^{j_{2}} y_{i^{\prime} j^{\prime}}^{\prime} & \text { for }(i, j)=\left(i_{1}, j_{1}\right), \\ 0 & \text { for }(i, j) \in\left(\left[i_{1}, i_{2}\right] \times\left[j_{1}, j_{2}\right]\right) \backslash\left\{\left(i_{1}, j_{1}\right)\right\} .\end{cases}
$$

Then $\boldsymbol{y}$ is also feasible, and the objective value for $\boldsymbol{y}$ is the same as for $\boldsymbol{y}^{\prime}$.
Proof. Let $R:=\left[k_{1}, k_{2}\right] \times\left[l_{1}, l_{2}\right] \subseteq P$, and let $\mathcal{R}_{0}$ denote the set of basic rectangles having their upper left corner in $R$. More formally,

$$
\mathcal{R}_{0}=\left\{\left[i_{1}, i_{2}\right] \times\left[j_{1}, j_{2}\right] \in \mathcal{R}:\left(i_{1}, j_{1}\right) \in R\right\} .
$$

The union of the elements of $\mathcal{R}_{0}$ is a rectangle $R^{\prime}=\left[k_{1}^{\prime}, k_{2}^{\prime}\right] \times\left[l_{1}^{\prime}, l_{2}^{\prime}\right] \subseteq P$ with

$$
\sum_{i=k_{1}}^{k_{2}} \sum_{j=l_{1}}^{l_{2}} y_{i j}=\sum_{i=k_{1}^{\prime}}^{k_{2}^{\prime}} \sum_{j=l_{1}^{\prime}}^{l_{2}^{\prime}} y_{i j}^{\prime} .
$$

Figure 4 illustrates the step from $R$ to $R^{\prime}$ for $R=[2,5] \times[3,7]$ and $R^{\prime}=[3,6] \times[3,8]$. Now the feasibility of $\boldsymbol{y}^{\prime}$ implies

$$
\sum_{i=k_{1}}^{k_{2}} \sum_{j=l_{1}}^{l_{2}} y_{i j} \leqslant 1,
$$

and consequently, the feasibility of $\boldsymbol{y}$. The final statement about the objective values is obvious.


Figure 4: The transition from $R$ to $R^{\prime}$. The upper left corners of the elements of $\mathcal{R}_{0}$ are shaded in the left drawing.

Clearly, a solution $\boldsymbol{y}$ of the form described in Lemma 1 can be identified with the function

$$
g: \mathcal{R} \rightarrow \mathbb{R}, \quad\left[k_{1}, k_{2}\right] \times\left[l_{1}, l_{2}\right] \mapsto y_{k_{1}, l_{1}} .
$$

This is illustrated in Figure 5. where all the values of $g$ are in $\{0, \pm 1\}$. It will turn out that these special values are sufficient to define an optimal solution for RSP-Dual. The


Figure 5: An example solution for RSP-Dual.
same argument as in the proof of Lemma 1 shows that for checking the feasibility of such a function $g$ it is sufficient to consider the constraints for rectangles that are unions of basic rectangles. We call these rectangles essential.

## 3 The case $\alpha=0$

Let us assume $\alpha(G)=0$, i.e. $P$ has no chords at all. We fix an orientation for the lines that are used to decompose $P$ into basic rectangles. The orientation is defined by pointing away from the concave vertices towards the interior of $P$ (see Figure 6 for an illustration).


Figure 6: The orientation of the boundaries of the basic rectangles.


Figure 7: The intersection points.

We will define the values $g(R)$ for basic rectangles $R$ depending on the orientation of the boundary of $R$. First, we need some additional notation. The vertices of basic rectangles that are either in the interior of $P$ or concave vertices of $P$ are called intersection points. The set of all intersection points is denoted by $I$. In Figure 7 the intersection points are marked by dots.

Definition 1. A vertex $a$ of an essential rectangle $\mathcal{A} \subseteq \mathcal{R}$ is called a source (with respect to $\mathcal{A}$ ) if the two line segments on the boundary of $\mathcal{A}$ that start from $a$ are oriented away from $a$. In addition, let $q(\mathcal{A}) \in\{0,1,2\}$ be the number of sources for $\mathcal{A}$.

Now we can define a function $g: \mathcal{R} \rightarrow\{0, \pm 1\}$ which turns out to be an optimal solution for RSP-Dual:

$$
\begin{equation*}
g(R)=1-q(R) \quad(R \in \mathcal{R}) \tag{1}
\end{equation*}
$$

In order to show the feasibility of this function we observe that the value extends to essential rectangles.

Lemma 2. For any essential rectangle $\mathcal{A} \subseteq \mathcal{R}$, we have

$$
\sum_{R \in \mathcal{A}} g(R)=1-q(\mathcal{A})
$$

In particular, $g: \mathcal{R} \rightarrow\{0, \pm 1\}$ defines a feasible solution for $\boldsymbol{R} \boldsymbol{S P}$-Dual.
Proof. We proceed by induction on $|\mathcal{A}|$. For $|\mathcal{A}|=1$, the statement is precisely the definition of $g$. For $|\mathcal{A}|>1, \mathcal{A}$ is the union of two rectangles $\mathcal{A}_{1} \cup \mathcal{A}_{2}$ as indicated in Figure 8. By induction, we have

$$
\sum_{R \in \mathcal{A}_{i}} g(R)=1-q\left(\mathcal{A}_{i}\right) \quad(i \in\{1,2\}) .
$$

The vertices $a, b, c$ and $d$ are sources for $\mathcal{A}$ iff they are sources for the respective $\mathcal{A}_{i}$. The vertex $e$ is not a source for any of the considered rectangles. Finally, it is easy to see that


Figure 8: The induction step in the proof of Lemma 2 ,
$f$ is a source in precisely one of the rectangles $\mathcal{A}_{i}$, because it is an intersection point. This yields $q(\mathcal{A})=q\left(\mathcal{A}_{1}\right)+q\left(\mathcal{A}_{2}\right)-1$, hence

$$
\sum_{R \in \mathcal{A}} g(R)=\sum_{R \in \mathcal{A}_{1}} g(R)+\sum_{R \in \mathcal{A}_{2}} g(R)=\left(1-q\left(\mathcal{A}_{1}\right)\right)+\left(1-q\left(\mathcal{A}_{1}\right)\right)
$$

$$
=1-q(\mathcal{A})
$$

We observe that every intersection point $a$ is a source for exactly one basic rectangle with vertex $a$. Hence by a simple double counting argument, the objective value for the function $g$ is

$$
\sum_{R \in \mathcal{R}} g(R)=|\mathcal{R}|-\sum_{R \in \mathcal{R}} q(R)=|\mathcal{R}|-|I|
$$

Our next lemma shows that $g$ is indeed an optimal solution.
Lemma 3. The objective value for $g$ equals the upper bound from the minimal decomposition of $P$ into rectangles. In other words,

$$
|\mathcal{R}|-|I|=\frac{N}{2}-c+k
$$

Proof. Clearly, we may assume $c=1$. We proceed by induction on the objective value $h:=\frac{N}{2}-1+k$. The value $h=1$ is possible only if $P$ is a single rectangle, and in this case $|\mathcal{R}|-|I|=1-0=1$. If $h>0, P$ has at least one concave vertex. Let $a$ be a concave vertex such that no concave vertex is right of $a$. Along the vertical line through $a$ we cut the polygon $P$ into two polygons $P_{1}$ and $P_{2}$. The three possible situations are illustrated in Figure 9

For $i \in\{1,2\}$, let $N_{i}$ and $k_{i}$ be the numbers of vertices and holes of the respective polygons, $\mathcal{R}_{i}$ the sets of basic rectangles, $I_{i}$ the sets of intersection points, and let $h_{i}=$ $N_{i} / 2-1+k_{i}$ be the corresponding objective values.

Case (a). We have $N=N_{1}+N_{2}-2$ and $k=k_{1}+k_{2}$, thus $h=h_{1}+h_{2}$. So $h_{1}$ and $h_{2}$ are smaller than $h$ and we can apply the induction hypothesis to $P_{1}$ and $P_{2}$. Let $t$ be the number of intersection points for $P$ that are not in $I_{1} \cup I_{2}$. Clearly, these points lie on the horizontal or on the vertical line through $a$, as indicated in Figure 10 . Let $t_{1}$


Figure 9: The possible cuts (dotted lines) in the proof of Lemma 3.


Figure 10: The new intersection points in Case (a).


Figure 11: The new intersection points in Case (c).
be the number of new intersection points on the vertical line, except $a$ itself, and let $t_{2}$ be the number of new intersection points on the horizontal line (including $a$ ), so $t=t_{1}+t_{2}$. In $P, P_{2}$ is divided into $t_{1}+1$ basic rectangles (which gives $t_{1}$ additional basic rectangles), and exactly $t_{2}$ basic rectangles of $P_{1}$ are cut into two parts. We obtain

$$
|\mathcal{R}|=\left|\mathcal{R}_{1}\right|+\left|\mathcal{R}_{2}\right|+t, \quad|I|=\left|I_{1}\right|+\left|I_{2}\right|+t
$$

and the claim follows by induction.
Case (b). As in case (a), $h=h_{1}+h_{2}$, and we can apply the induction hypothesis to $P_{1}$ and $P_{2}$. Again, we see that every new intersection point (all on the vertical line through a) creates a new basic rectangle, and the argument is completed as before.

Case (c). This time we have $N=N_{1}+N_{2}-4$ and $k=k_{1}+k_{2}+1$, but again $h=h_{1}+h_{2}$,
so the induction hypothesis applies. Again the $t$ new intersection points lie on the vertical line through $a$, and $P_{2}$ is divided into $t+1$ basic rectangles (see Figure 11), and this concludes the proof.

## 4 The general case

In this section we show how the general case can be handled. In the first subsection we describe the solution $g$ in the general case, while the second subsection is devoted to the proof of the main theorem.

### 4.1 Definition of the solution

In order to define the solution as in (1), we have to put an orientation on the chords. To fix such an orientation let $Q=H_{0} \cup V_{0}$ be an independent set of size $|Q|=\alpha(G)$, where $H_{0} \subseteq H$ and $V_{0} \subseteq V$. In addition, let $H_{1}=H \backslash H_{0}$ and $V_{1}=V \backslash V_{0}$. By maximality of $Q$ and Hall's theorem, $H_{1}$ can be matched into $V_{0}$, and $V_{1}$ can be matched into $H_{0}$. Let $M \subseteq\left(H_{0} \times V_{1}\right) \cup\left(H_{1} \times V_{0}\right)$ be such a matching, i.e. $|M|=\left|H_{1}\right|+\left|V_{1}\right|$. Let $Q_{0} \subseteq Q$ be the subset of vertices that are not matched in $M$. In particular, we have $\alpha=\left|Q_{0}\right|+|M|$. We call the elements of $Q_{0}$ isolated chords. Now the vertical and horizontal isolated chords are oriented from top to bottom and from left to right, respectively. For an edge $x y \in M$, we direct every segment of the chords $x$ and $y$ towards the intersection point of $x$ and $y$. Figure 12 illustrates this for the polygon in Figure 2 where the underlying matching is $M=\{a 1, b 2, c 3\}$ and the isolated chords are 4 and $d$ (see Figure 2 for the labeling of the chords). Now we can define $g: \mathcal{R} \rightarrow\{0, \pm 1\}$ by $g(R)=1-q(R)$ as before.


Figure 12: The orientation in the general case.

### 4.2 Proof of the main theorem

When we try to prove the feasibility of $g$ by induction on $|\mathcal{A}|$ as in Lemma 2, a problem arises in the case that $f$ is the endpoint of a horizontal isolated chord as indicated in the
left hand side of Figure 13. Then $f$ is not a source for any of the rectangles $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$.


Figure 13: The problem in the induction step for the feasibility of $g$ (and its solution).
The right hand side of the same figure shows a solution for this problem: we just extend the orientation to the first segment of the boundary immediately following the isolated chord. Of course, we have to do this for every isolated chord. Observe that in Figure 12 this is done for both isolated chords (which are 4 and $d$ in this example). After this modification the argument for Lemma 2 proves the following general version.

Lemma 4. For any essential rectangle $\mathcal{A} \subseteq \mathcal{R}$, we have

$$
\sum_{R \in \mathcal{A}} g(R)=1-q(\mathcal{A}) .
$$

In particular, $g: \mathcal{R} \rightarrow\{0, \pm 1\}$ defines a feasible solution for $\boldsymbol{R S P}$-Dual.
Now it remains to prove the optimality of $g$. There are some special intersection points: the points where two chords meet which are matched in $M$. Clearly, these are never a source for any incident basic rectangle. But each of the remaining intersection points is a source for precisely one basic rectangle. So we obtain the objective value

$$
\sum_{R \in \mathcal{R}} g(R)=|\mathcal{R}|-|I|+|M| .
$$

Lemma 5. We have

$$
|\mathcal{R}|-|I|+|M|=\frac{N}{2}-c+k-\alpha .
$$

Proof. As in the proof of Lemma 3 we may assume $c=1$. We proceed by induction on $\alpha$. The case $\alpha=0$ was treated in Section 3. So assume $\alpha>0$, let $Q$ be some independent set of chords of size $|Q|=\alpha$, and choose any chord $a b \in Q$ (w.l.o.g. horizontal). Now we cut the polygon $P$ along the chord $a b$. We have to distinguish two different cases: either the cut divides $P$ into two polygons $P_{1}$ and $P_{2}$, or $P$ stays connected, but the number of holes decreases by 1 (see Figure 14 and 17 ).

Case 1 (Figure 14). For $i \in\{1,2\}$, denote the parameters of $P_{i}$ by $N_{i}, k_{i}$ and $\alpha_{i}$. Similarly, the corresponding sets of basic rectangles and intersection points are denoted by $\mathcal{R}_{i}$ and $I_{i}$, respectively. Observe that $P_{i}$ inherits a maximum independent set $Q_{i}$ and a corresponding Matching $M_{i}$ from $P: Q_{i}$ is the set of chords in $P$ that are also


Figure 14: A cut dividing $P$ into two parts (Case 1).
chords in $P_{i}$, and $M_{i}$ is the set of elements $x y \in M$ such that $x$ and $y$ are both in $Q_{i}$. We have

$$
N=N_{1}+N_{2}, \quad k=k_{1}+k_{2}, \quad \alpha=\alpha_{1}+\alpha_{2}+1 .
$$

Hence, by induction, it is sufficient to prove that

$$
\begin{equation*}
|\mathcal{R}|-|I|+|M|=\left(\left|\mathcal{R}_{1}\right|-\left|I_{1}\right|+\left|M_{1}\right|\right)+\left(\left|\mathcal{R}_{2}\right|-\left|I_{2}\right|+\left|M_{2}\right|\right) . \tag{2}
\end{equation*}
$$

Let $T$ be the set of intersection points on the chord $a b$. This set splits into three subsets. For $i \in\{1,2\}$, we put
$T_{i}:=\left\{u \in T: u\right.$ is a vertex of an element of $\mathcal{R}_{i}$, but not of an element of $\mathcal{R}_{3-i}$.\},
and in addition $T_{3}=T \backslash\left(T_{1} \cup T_{2}\right)$. Observe that $T_{3}$ is the set of points where the chord $a b$ meets other chords. For instance, in Figure 15, we have

$$
T_{1}=\left\{a_{1}, a_{3}\right\}, \quad T_{2}=\left\{a_{2}, a_{4}\right\}, \quad T_{3}=\left\{a_{5}, a_{6}\right\}
$$

Next we define a function $\phi: T_{1} \cup T_{2} \rightarrow \mathbb{N}$. For $u$ in $T_{1}$, let $\phi(u)$ be the number of intersection points for $P$ on the vertical line through $u$ lying below $u$. Similarly, for $u$ in $T_{2}$, let $\phi(u)$ be the number of intersection points for $P$ on the vertical line through $u$ lying above $u$. In both cases, the point $u$ itself is included. In the example from Figure 15, we have $\phi\left(a_{1}\right)=4, \phi\left(a_{2}\right)=2$ and $\phi\left(a_{3}\right)=\phi\left(a_{4}\right)=3$ (see Figure 16). The function $\phi$ counts the intersection points of $P$ that are not intersection points of $P_{1}$ or $P_{2}$ :

$$
\begin{equation*}
|I|=\left|I_{1}\right|+\left|I_{2}\right|+\sum_{c \in T_{1} \cup T_{2}} \phi(c)+\left|T_{3}\right| . \tag{3}
\end{equation*}
$$

On the other hand, $\phi$ can be used to count the additional basic rectangles. The vertical line through $u \in T_{1}$ divides $\phi(u)$ basic rectangles of $P_{2}$ into two parts, and the vertical line through $u \in T_{2}$ divides $\phi(u)$ basic rectangles of $P_{1}$ into two parts, hence

$$
\begin{equation*}
|\mathcal{R}|=\left|\mathcal{R}_{1}\right|+\left|\mathcal{R}_{2}\right|+\sum_{u \in T_{1} \cup T_{2}} \phi(u) . \tag{4}
\end{equation*}
$$



Figure 15: The intersection points on the cutting chord.


Figure 16: The additional intersection points.

The matching $M$ can be written as a disjoint union $M=M_{1} \cup M_{2} \cup M_{3}$ as follows. For $i \in\{1,2\}, M_{i}$ is the set of edges $x y \in M$ such that $x \in H, y \in V$, the chord $y$ does not intersect $a b$, and both vertices of $y$ are in $P_{i}$. This is consistent with the above description of the matchings $M_{1}$ and $M_{2}$. The remaining matching edges $x y \in M$ such that $x \in H, y \in V$, and the chord $y$ intersects $a b$, are collected in $M_{3}$. Clearly, for every such matching edge $x y \in M_{3}$, the vertical chord $y$ intersects the chord $a b$ in some point from $T_{3}$. On the other hand, for every point $a^{\prime} \in T_{3}$, the chord $y$ that intersects $a b$ in $a^{\prime}$ does not belong to our maximal independent set $Q$, so it is matched in $M$. Consequently, there is a one-to-one correspondence between $M_{3}$ and $T_{3}$, and we obtain

$$
\begin{equation*}
|M|=\left|M_{1}\right|+\left|M_{2}\right|+\left|T_{3}\right| \tag{5}
\end{equation*}
$$

Putting together equations (3), (4) and (5), we obtain

$$
\begin{aligned}
|\mathcal{R}|-|I|+|M|= & \left(\left|\mathcal{R}_{1}\right|+\left|\mathcal{R}_{2}\right|+\sum_{u \in T_{1} \cup T_{2}} \phi(u)\right) \\
& -\left(\left|I_{1}\right|+\left|I_{2}\right|+\sum_{u \in T_{1} \cup T_{2}} \phi(u)+\left|T_{3}\right|\right)+\left(\left|M_{1}\right|+\left|M_{2}\right|+\left|T_{3}\right|\right) .
\end{aligned}
$$

This is (2), and thus concludes the proof in this case.
Case 2 (Figure 17). Essentially the proof is the same as in Case 1. For the parameters of $P^{\prime}$, we obtain

$$
N^{\prime}=N, \quad k^{\prime}=k-1, \quad \alpha^{\prime}=\alpha-1
$$

So induction applies to $P^{\prime}$, and we have to show that

$$
\begin{equation*}
|\mathcal{R}|-|I|+|M|=\left|\mathcal{R}^{\prime}\right|-\left|I^{\prime}\right|+\left|M^{\prime}\right| . \tag{6}
\end{equation*}
$$



Figure 17: A cut that kills a hole (Case 2).

As before, $T$ is the set of intersection points on the chord $a b$. In analogy to Case $1, T_{1}$ is the set of $u \in T$ such that $u$ sees a concave vertex when it looks upwards, but $u$ does not see a concave vertex when it looks downwards. Similarly, $T_{2}$ is the set of $u \in T$ such that $u$ sees a concave vertex when it looks downwards, but $u$ does not see a concave vertex when it looks upwards, and finally $T_{3}=T \backslash\left(T_{1} \cup T_{2}\right)$, the set of points where $a b$ meets other chords. For $u \in T_{1}$, let $\phi(u)$ be the number of intersection points on the vertical line through $u$ lying below $u$, and for $u \in T_{2}$, let $\phi(u)$ be the number of intersection points on the vertical line through $u$ lying above $u$ (in both cases we include $u$ itself). By the same counting arguments as in Case 1 we obtain

$$
\begin{aligned}
& |I|=\left|I^{\prime}\right|+\sum_{u \in T_{1} \cup T_{2}} \phi(u)+\left|T_{3}\right|, \\
& |\mathcal{R}|=\left|\mathcal{R}^{\prime}\right|+\sum_{u \in T_{1} \cup T_{2}} \phi(u), \\
& |M|=\left|M^{\prime}\right|-\left|T_{3}\right| .
\end{aligned}
$$

These equations imply (6), and this concludes the proof.
As a consequence of Lemmas 4 and 5, we obtain that $g$ solves RSP-Dual.
Theorem 2. The function $g: \mathcal{R} \rightarrow\{0, \pm 1\}$ with $g(A)=1-q(A)$ defines an optimal solution for RSP-Dual.

Corollary 1. There is no integrality gap in the rectangle segmentation problem for binary input matrices.
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# Scheduling arc maintenance jobs in a network to maximize total flow over time* 
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#### Abstract

We consider the problem of scheduling a set of maintenance jobs on the arcs of a network so that the total flow over the planning time horizon is maximized. A maintenance job causes an arc outage for its duration, potentially reducing the capacity of the network. The problem can be expected to have applications across a range of network infrastructures critical to modern life. For example, utilities such as water, sewerage and electricity all flow over networks. Products are manufactured and transported via supply chain networks. Such networks need regular, planned maintenance in order to continue to function. However the coordinated timing of maintenance jobs can have a major impact on the network capacity lost to maintenance. Here we describe the background to the problem, define it, prove it is strongly NP-hard, and derive four local search-based heuristic methods. These methods integrate exact maximum flow solutions within a local search framework. The availability of both primal and dual solvers, and dual information from the maximum flow solver, is exploited to gain efficiency in the algorithms. The performance of the heuristics is evaluated on both randomly generated instances, and on instances derived from real-world data. These are compared with a state-of-the-art integer programming solver.


## 1 Introduction

We consider a problem in which a network with arc capacities is given, together with, for each arc of the network, a set of maintenance jobs that need to be carried out on the arc. Each maintenance job has a duration, and a time window during which it must start. A maintenance job cannot be pre-empted; once started it will continue for its duration. This situation could arise in a range of network infrastructure settings, for example, when considering maintenance on pipe sections in a water network, or track sections in a rail network. Such maintenance causes network arc outages, leading to capacity reduction in the network. Here we measure network capacity as the value of the maximum flow in the network. This has the advantage of being the simplest way of measuring network capacity. It is also the approach taken by our industry partner in the application that motivated this research. The objective of the problem is to schedule all the maintenance jobs so that the total flow over time is maximized.

[^3]We were led to consider this problem through our collaboration with the Hunter Valley Coal Chain Coordinator Limited (HVCCC). The Hunter Valley Coal Chain (HVCC) constitutes mining companies, rail operators, rail track owners and terminal operators, together forming the world's largest coal export facility. In 2008, the throughput of the HVCC was about 92 million tonnes, or more than $10 \%$ of the world's total trade in coal for that year. The coal export operation generates around $\$ 15$ billion in annual export income for Australia. As demand has increased significantly in recent years and is expected to increase further in the future, efficient supply chain management is crucial. Our industry partner, the HVCCC was founded to enable integrated planning and coordination of the interests of all involved parties, so as to improve the efficiency of the system as a whole. More details on the HVCC can be found in [1].

The problem discussed in this paper was motivated by the annual maintenance planning process carried out by the HVCCC. Supply chain components such as railway track sections, terminal equipment and load points have to undergo regular preventive and corrective maintenance, causing a significant loss in system capacity (up to $15 \%$ ). The HVCCC had observed that careful scheduling of the maintenance jobs - good alignment of them - could reduce the impact of maintenance on the network capacity, and established a regular planning activity to carry it out, called "capacity alignment". Currently capacity alignment for the approximately 1500 maintenance jobs planned each year is a labour-intensive, largely manual process, achieved by iterative negotiation between the HVCCC and the individual operators.

The HVCCC currently uses an automated rule-based calculator to evaluate the quality of candidate maintenance schedules. In-depth analysis of both the calculator and the HVCC coal handling system revealed this to be well modelled as a maximum flow problem in a network in which the coal flows from the mines to the ships. The arcs represent the relevant pieces of infrastructure: load points, rail track and different machines at the terminals. A maintenance job on a piece of the infrastructure simply means that the corresponding arc cannot carry any flow for the duration of the job. The natural objective is to schedule the maintenance tasks such that the total flow over the time horizon is maximized. This corresponds to, e.g., annual throughput capacity of the HVCC.

The maintenance jobs themselves are scheduled initially according to standard equipment requirements, which typically dictate particular types of maintenance jobs be performed at particular time points. After discussions with the maintenance planners, it emerged that they would be prepared to move the jobs, usually for intervals of plus or minus 7 days, in order to achieve better overall throughput of the system. We initially expected there would be some inter-maintenance constraints, for example, that a type of job carried out at four-week intervals could not be carried out more than 5 weeks apart. But the maintenance planners were not concerned about this issue, and preferred the simple assumption that jobs could not deviate more than some fixed number of days around their initial scheduled time. This gives rise to a simple release date and due date job scheduling structure.

The problem of scheduling maintenance jobs in a network so as to maximize the total flow over time has some aspects of dynamic maximum flow. The concept was introduced by Ford and Fulkerson 5: given a network with transit times on the arcs, determine the
maximum flow that can be sent from a source to a sink in $T$ time units. In the application of interest to us, there are no transit times on arcs, but the capacities vary over time. This leads to a different type of dynamic flow problem. Variations of the dynamic maximum flow problem with zero transit times are discussed in [3, 8, 9, while piecewise constant capacities are investigated by Ogier 14 and Fleischer [4]. For a comprehensive survey on dynamic network flow problems we refer the reader to [11, 18], and for a recent, very general treatment of maximum flows over time to [10]. For a given maintenance schedule, the capacities on the arcs jump between zero and their natural capacity, and so are piecewise constant. Thus the problem of evaluating a maintenance schedule could be viewed as a dynamic maximum flow problem of this type. However, in our case the piecewise constant function is a function of the maintenance schedule, and hence of the schedule decision variables. This makes our problem quite different.

The problem does have a superficial resemblance to machine scheduling problems (see, e.g., the book by Pinedo (15), but there is no underlying machine, and the association of jobs with network arcs and a maximum flow objective give it quite a different character. Classical machine scheduling seeks to carry out jobs as quickly as possible (in some sense). The maximum flow objective motivates quite different strategies. For example, if arcs are "in sequence" in some sense, it is better to overlap the corresponding maintenance jobs in time as much possible, whereas if they are "in parallel", it is better to schedule them with as little overlap as possible.

There is also some resemblance to network design problems (fixed charge network flows), see e.g. Nemhauser and Wolsey [12] and references therein, but in such problems the arcs are either designed in, or out, of the network in a single-period setting. Even a multi-period variant (see for example the recent work of Toriello et al. [19]) would not capture the need for consecutive period outages implied by a maintenance activity.

An emerging research area that also blends network flow and scheduling elements arises in restoration of network services in the wake of a major disruption. For example, Nurre et al. [2] schedule arc restoration tasks so as to maximize total weighted flow over time. They consider dispatch rule based heuristics and integer programming approaches. The latter performed well in sewerage, small power infrastructure, and emergency supply chain cases, solving most instances to optimality in a matter of seconds, but the heuristic was competitive in terms of more quickly finding good quality solutions. The heuristic was also especially effective in a large power infrastructure case, finding nearly as good solutions as the exact approach in far less time (see also [13]). We note that the scheduling part of the problem considered in [2] is more similar to a classical scheduling setting than ours is: the restoration activity for each arc needs to be scheduled on a machine, (work group), and one wants to complete all jobs as quickly as possible.

Thus although there are connections of our problem to existing problems, we believe that this is the first time that the problem has been considered. We believe it has a wide range of natural applications, a very attractive structure, with tractable special cases (a few of which we discuss), and some interesting extensions. We thus hope that this paper will stimulate further research on the problem and its variants. Our contributions in this paper are first to define and introduce the problem, prove it is strongly NP-hard, and discuss some tractable special cases. We then propose four different local search heuristics. The heuristics
integrate exact maximum flow solutions within a local search framework, exploiting the max flow objective function structure, the availability of both primal and dual solvers, and dual information, to gain efficiency in the algorithms. The heuristics proved to be very effective on both randomly generated and real-world instances, significantly out-performing a pure integer programming approach, particularly on larger, harder problems.

The paper is organized as follows. In Section 2, the problem is formally defined, formulated as an integer program, and proved to be NP-hard. We also outline some tractable special cases. In Section 3, our local search algorithms for solving the problem are presented. Section 4 contains computational results on randomly generated test instances, as well as on two instance derived from real world data. Finally, we summarize the paper in Section 5 and point out some directions for further investigation.

## 2 Problem Definition and Complexity Results

Throughout we use the notation $[k, l]=\{k, k+1, \ldots, l\}$ and $[k]=\{1,2, \ldots, k\}$ for $k, l \in \mathbb{Z}$. Let $\left(N, A, s, s^{\prime}, u\right)$ be a network with node set $N$, arc set $A$, source $s$ and sink $s^{\prime}$, and capacities $u_{a} \in \mathbb{N}$ for $a \in A$. Also, for a node $v \in N$ let $\delta^{-}(v)$ and $\delta^{+}(v)$ denote the set of arcs entering and leaving node $v$, respectively. We consider the network over a time horizon $[T]$. A maintenance job $j$ is specified by its associated arc $a_{j} \in A$, its processing time $p_{j} \in \mathbb{N}$, its release date $r_{j} \in[T]$, and its deadline $d_{j} \in[T]$. Let $J$ be a set of maintenance jobs, and let let $J_{a}$ denote the set of jobs $j \in J$ with $a_{j}=a$. For each job $j \in J$ we have to choose a start time $S_{j} \in\left[r_{j}, d_{j}-p_{j}+1\right]$ within the time window for the job. In our model, jobs cannot be preempted, i.e. scheduling a maintenance job to start at time $S_{j}$ makes the arc $a_{j}$ unavailable at times $S_{j}, S_{j}+1, \ldots, S_{j}+p_{j}-1$. Thus for a given maintenance job schedule $\left(S_{j}\right)_{j \in J}$, the arc $a$ has capacity zero at time $t$ if for some $j \in J_{a}, t \in\left[S_{j}, S_{j}+p_{j}-1\right]$, and $u_{a}$ otherwise, for each time $t \in[T]$. The problem we consider is to schedule a set $J$ of maintenance jobs so as to maximize the total throughput over the interval $[T]$, i.e. so as to maximize the sum over $t$ of the flows that can be sent from $s$ to $s^{\prime}$ in the network, given the arc capacities at time $t \in[T]$ implied by the maintenance schedule. In this paper we assume unlimited resources in terms of workforce and machines, i.e. all jobs could be processed at the same time as far as their time windows allow. It is in principle straightforward to add constraints, for instance limiting the number of jobs requiring use of a given resource processed at any given time. We did not do that because in the HVCCC context the input for the optimization consists of initial maintenance schedules for the different parts of the system (rail network and terminals) with relevant resource constraints already taken into account.

For this paper we make the additional assumption that the different jobs associated with an arc do not overlap, i.e. we assume that for any two jobs $j$ and $j^{\prime}$ on arc $a$, $\left[r_{j}, d_{j}\right] \cap\left[r_{j^{\prime}}, d_{j^{\prime}}\right]=\varnothing$. This assumption can be made without loss of generality, as the general case can be reduced to this case by replacing any arc violating the assumption by a path, distributing the intersecting jobs among the arcs of the path. The reason for making the assumption is to simplify the presentation of the heuristics below: the local effect of moving a job $j$ (i.e. the effect on the capacity of the arc associated with $j$ ) depends only
on job $j$.
We formally define the problem via an integer programming formulation, which we also use to provide a baseline for computational testing. We introduce the following variables.

- For $a \in A$ and $t \in[T]$
$-\phi_{a t} \in \mathbb{R}_{+}$is the flow on arc $a$ over time interval $t$,
$-x_{a t} \in\{0,1\}$ indicates the availability of arc $a$ at time $t$. These variables are not strictly needed, but are included for convenience.
- For $j \in J$ and $t \in\left[r_{j}, d_{j}-p_{j}+1\right], y_{j t} \in\{0,1\}$ indicates if job $j$ starts at time $t$.

Now we can write down the problem maximum total flow with flexible arc outages (MaxTFFAO).

$$
\begin{array}{rlr}
z & =\max \sum_{t=1}^{T} \sum_{a \in \delta^{+}(s)} \phi_{a t} & \\
\text { s.t. } \sum_{a \in \delta^{-}(v)} \phi_{a t}-\sum_{a \in \delta^{+}(v)} \phi_{a t}=0 & \left(v \in N \backslash\left\{s, s^{\prime}\right\}, t \in[T]\right), \\
\phi_{a t} \leqslant u_{a} x_{a t} & (a \in A, t \in[T]), \\
\sum_{t=r_{j}}^{d_{j}-p_{j}+1} y_{j t}=1 & (j \in J), \\
x_{a t}+\sum_{t^{\prime}=\max \left\{r_{j}, t-p_{j}+1\right\}}^{\min \left\{t, d_{j}\right\}} y_{j t^{\prime}} \leqslant 1 & \left(a \in A, t \in[T], j \in J_{a}\right) .
\end{array}
$$

The objective (1) is to maximize the total throughput. Constraints (2) and (3) are flow conservation and capacity constraints, respectively, (4) requires that every job $j$ is scheduled exactly once, and (5) ensures that an arc is not available while a job is being processed.

Example 1. Consider the network in Figure 1 over a time horizon $T=6$ with the job list given in Table 1 . Figure 2 shows that the total throughput can vary significantly depending on the scheduling of the jobs. Observation of this example shows that, all other things being equal, it is better for jobs on arcs that are "in series" to overlap as much as possible, and for jobs on arcs that are "in parallel" to overlap as little as possible. Thus the job on $d$ should overlap as little as possible with the jobs on $e$ and $f$, which should overlap as much as possible, and the job on $a$ should overlap as much as possible with those on $e$ and $f$. This is achieved in the second schedule in Figure 22. Of course the situation is more complex for general networks, but the insight can be useful.


Figure 1: An example network. Capacities are indicated in brackets.

| $j$ | $\operatorname{arc}$ | $p_{j}$ | $r_{j}$ | $d_{j}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $a$ | 3 | 1 | 5 |
| 2 | $d$ | 2 | 2 | 5 |
| 3 | $e$ | 2 | 2 | 5 |
| 4 | $f$ | 2 | 3 | 6 |

Table 1: Example job list.



Figure 2: Two schedules for the example problem. In the horizontal direction, we have the 6 unit time intervals, and in the vertical direction there are the 6 arcs. The shaded rectangles indicate the jobs, and below the $x$-axis is the maximum flow for each time period. The left schedule yields a total flow of 6 , while for the right schedule we obtain a total flow of 12 .

Next we observe that the problem MaxTFFAO is strongly NP-hard, suggesting that in order to tackle instances of practical relevance efficient heuristics might be needed.

Proposition 1. The problem MaxTFFAO is strongly NP-hard.
Proof. Reduction from 3-partition (see [6]).
Instance. $B \in \mathbb{N}, u_{1}, \ldots, u_{3 m} \in \mathbb{N}$ with $B / 4<u_{i}<B / 2$ for all $i$ and $\sum_{i=1}^{3 m} u_{i}=m B$.
Problem. Is there a partition of [ $3 m$ ] into $m$ triples $(i, j, k)$ with $u_{i}+u_{j}+u_{k}=B$ ?
The corresponding network has 3 nodes: $s, v$ and $s^{\prime}$. There are $3 m$ arcs from $s$ to $v$ with capacities $u_{i}(i=1, \ldots, 3 m)$ and one arc from $v$ to $s^{\prime}$ with capacity $(m-1) B$ (see Fig. (3).

There is one job with unit processing time for each arc from $s$ to $v$, with release dates $r_{j}=1$ and deadlines $d_{j}=m$ for all $j$. It is easy to see that the 3 -partition instance has a positive answer if and only if there is a schedule allowing a total flow of $m(m-1) B$. If there is a 3 -partition then the $i$-th of the $m$ triples corresponds to three jobs to be processed in time period $i$.

We conclude this section with some remarks on certain special cases.

1. If the network is a directed path and all the jobs have release date $r_{j}=1$ and deadline $d_{j}=T$, it is optimal to start all jobs at the same time, say $S_{j}=1$ for all $j$. This


Figure 3: The network for the NP-hardness proof.
follows since the max flow equals the minimum of the arc capacities if all arcs are available, and 0 otherwise. So

$$
\min _{a \in A} u_{a} \cdot\left(T-\max _{j \in J} p_{j}\right)
$$

is an upper bound for the objective $z$ which is attained for the described solution. More generally, if $\bigcap_{j \in J}\left[r_{j}, d_{j}-p_{j}+1\right] \neq \varnothing$, any element $t$ of this intersection determines an optimal solution by putting $S_{j}=t$ for all $j \in J$.
2. In general, if the network is a path and all jobs have unit processing time, the problem is equivalent to the vertex cover problem on the hypergraph with vertex set $[T]$ and edge set $\left\{\left[r_{j}, d_{j}\right]: j \in J\right\}$. This is a $0-1$ integer programming problem with an interval matrix as coefficient matrix. So it is totally unimodular and can be solved efficiently by linear programming. Another interpretation of this case is that we are looking for a smallest set of time periods, such that all jobs can start at a time given in the set.
3. Inspired by the construction in the hardness proof in Proposition 1, we can ask under what conditions an instance of MaxTFFAO with unit processing times and jobs that can move freely ( $r_{j}=1$ and $d_{j}=T$ ) is optimally solved by scheduling all jobs at the same time. For a set $A^{\prime} \subseteq A$ of arcs let $z_{A^{\prime}}$ denote the max flow in the network with arc set $A \backslash A^{\prime}$. Then scheduling all jobs at the same time is always optimal iff

$$
\begin{equation*}
\forall A_{1}, A_{2} \subseteq A \quad A_{1} \cap A_{2}=\varnothing \Longrightarrow z_{\varnothing}+z_{A_{1} \cup A_{2}} \geqslant z_{A_{1}}+z_{A_{2}} \tag{6}
\end{equation*}
$$

The if part follows, since if the implication is true, and we are given a solution scheduling jobs at times $t_{1} \neq t_{2}$, we can always shift all the jobs scheduled at $t_{2}$ to $t_{1}$ without decreasing the objective function. Conversely, if there are disjoint arc sets $A_{1}$ and $A_{2}$ with $z_{\varnothing}+z_{A_{1} \cup A_{2}}<z_{A_{1}}+z_{A_{2}}$, then for an instance with one job on every arc in $A_{1} \cup A_{2}$, it is better to schedule the jobs on $A_{1}$ at a different time than the jobs on $A_{2}$. Note that the first example of the directed path is a special case of this.
4. Using the characterization (6), we can generalize the path example. Suppose the network $N-s^{\prime}$ (i.e. the original network without the sink) is a tree, all arcs pointing
away from the source, and in the full network precisely the leaves of this tree are connected to the sink. Assume also that there are no bottlenecks, i.e. for every node $v \neq s$ the capacity of the arc entering $v$ is at least as large as the sum of the capacities of the arcs leaving $v$. Under these conditions (6) is satisfied, so freely movable jobs with unit processing times should be scheduled at the same time.

## 3 Local search for MaxTFFAO

### 3.1 Evaluating the objective function

We consider a solution of MaxTFFAO to be specified by the start time indicator variables $y_{j t}$ for all jobs $j \in J$. For given $\boldsymbol{y}$, the values $x_{a t}$ can be fixed by

$$
x_{a t}=1-\max _{j \in J_{a}} \sum_{t^{\prime}=\max \left\{r_{j}, t-p_{j}+1\right\}}^{\min \left\{t, d_{j}-p_{j}+1\right\}} y_{j t^{\prime}}
$$

and then the best solution for the given $\boldsymbol{y}$ can be determined by solving $T$ max flow problems. As a local search framework requires the frequent evaluation of the objective function, we try to make use of the problem structure to design a more efficient method. The following four simple observations indicate potential for such an improvement.

1. A time interval with constant network structure requires only a single max flow computation.
2. If there is a change in the network between time $t$ and time $t+1$, the solution for $t$ can be used as a warm start for $t+1$. As a consequence, the objective function can be evaluated by solving at most $2|J|+1$ max flow problems, and if this number is really necessary, consecutive networks differ in exactly one arc.
3. To update the flows after a change of the schedule we can restrict our attention to the time intervals where the network structure actually changed due to the modification. That means the effect of local changes in the schedule can be determined by solving a short sequence of max flow problems on very similar networks.
4. How the similarity of the networks for different time periods can be used depends on the way the max flow problems are solved. In our LP based implementation (see discussion in Section 3.2 for details) it is natural to reoptimize from the current solution using the primal simplex method if an arc is added and the dual simplex method if an arc is removed.

To make this more precise we introduce more notation for the start times associated with a solution vector $\boldsymbol{y}$ : Let $S_{j}(\boldsymbol{y})$ be the start time of job $j$, i.e. $S_{j}(\boldsymbol{y})$ is the unique $t$ with $y_{j t}=1$. If there is no danger of confusion we will omit the argument $\boldsymbol{y}$ in the notation and just write $S_{j}$. Now we can associate with each solution a set of times

$$
R=\left\{S_{j}, S_{j}+p_{j}: j \in J\right\} \cup\{1, T+1\}
$$

containing exactly the set of times $t$ such that there is a change of capacity on at least one arc between time $t-1$ and time $t$. The times $t=1$ and $t^{\prime}=T+1$ can be interpreted this way by adding virtual networks at times 0 and $T+1$ with zero capacities. We denote the elements of $R$ by

$$
1=t_{0}<t_{1}<\cdots<t_{M-1}<t_{M}=T+1
$$

The set $\left[t_{i-1}, t_{i}-1\right]$ is called time slice $i$ and its length is denoted by $l_{i}=t_{i}-t_{i-1}$. The time slicing is illustrated in Figure 4. In this setup the above observations imply that the

| time slice 1 |  | time slice $i$ |  | time slice $M$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $t_{0}=1$ | $t_{1}$ | $t_{i-1}$ | $t_{i}$ | $t_{M-1}$ | $t_{M}=T+1$ |

Figure 4: Time slicing.
objective function can be evaluated as described in Algorithm 1.

## Algorithm 1 Objective evaluation.

Input: Schedule given by $S_{j}$ for $j \in J$
$R=\left\{S_{j}, S_{j}+p_{j}: j \in J\right\} \cup\{1, T+1\}=\left\{1=t_{0}<t_{1}<\cdots<t_{M-1}<t_{M}=T+1\right\}$
Construct the network ( $N, A, s, s^{\prime}, u$ )
for $i=1$ to $M$ do
Update upper bounds of the flow variables according to the outages in time slice $i$
(Re)solve the network flow problem and store the max flow $z_{i}$
Output: $z=\sum_{i=1}^{M} z_{i} \cdot l_{i}$

### 3.2 Moving single jobs

The feasible region is the set of all binary vectors $\boldsymbol{y}=\left(y_{j t}\right)_{j \in J, r_{j} \leqslant t \leqslant d_{j}}$ satisfying (4). Note that the generation of an initial solution is easy, as we can choose arbitrary start times in the corresponding time windows. A simple neighbourhood is one that is induced by single job movements:

$$
N_{1}(\boldsymbol{y})=\left\{\boldsymbol{y}^{\prime}: S_{j}\left(\boldsymbol{y}^{\prime}\right) \neq S_{j}(\boldsymbol{y}) \text { for at most one job } j\right\} .
$$

The size of this neigbourhood is

$$
\left|N_{1}(\boldsymbol{y})\right|=1+\sum_{j \in J}\left(d_{j}-p_{j}-r_{j}+1\right)
$$

In the following we give a characterization of the optimal neighbours, implying an exact method to determine an optimal neighbour.

### 3.2.1 Preliminary considerations

Moving a job from its current start time $S_{j}$ to another start time $S_{j}^{\prime}$ has two different effects:

1. For any time $t \in\left[S_{j}, S_{j}+p_{j}-1\right] \backslash\left[S_{j}^{\prime}, S_{j}^{\prime}+p_{j}-1\right]$ the arc $a_{j}$ is released and we gain capacity on this arc which could lead to an increase in the max flow for time $t$.
2. For any time $t \in\left[S_{j}^{\prime}, S_{j}^{\prime}+p_{j}-1\right] \backslash\left[S_{j}, S_{j}+p_{j}-1\right]$ we lose the arc, and if it has positive flow in the current max flow, the max flow for time $t$ might decrease.

In order to characterize the impact of a job movement on the objective value we introduce the following parameters measuring the effect of changing the availability status of arc $a$ in time slice $i$ for all $a \in A$ and $i \in[M]$ :

- $z_{a i}^{+}$is the max flow in the network of time slice $i$, with arc $a$ added (with capacity $u_{a}$ ) if it is missing in the current solution.
- $z_{a i}^{-}$is the max flow in the network of time slice $i$, with arc $a$ removed if it is present in the current solution.

We start with some simple observations.

- $z_{a i}^{-} \leqslant z_{i} \leqslant z_{a i}^{+}$for all $a \in A$ and $i \in[M]$.
- $x_{a t}=1$ for $t \in\left[t_{i-1}, t_{i}-1\right] \Longrightarrow z_{a i}^{+}=z_{i}$.
- $x_{a t}=0$ for $t \in\left[t_{i-1}, t_{i}-1\right] \Longrightarrow z_{a i}^{-}=z_{i}$.
- For an unavailable arc $a$ (i.e. $x_{a t}=0$ for $t \in\left[t_{i-1}, t_{i}-1\right]$ ), releasing arc $a$ increases the max flow by $\Delta_{a i}^{+}:=z_{a i}^{+}-z_{i}$.
- For an available arc $a$ (i.e. $x_{a t}=1$ for $t \in\left[t_{i-1}, t_{i}-1\right]$ ), removing arc $a$ decreases the $\max$ flow by $\Delta_{a i}^{-}:=z_{i}-z_{a i}^{-}$.

To efficiently calculate the net effect on the objective, $\Delta_{j}\left(S_{j}^{\prime}\right)$, of moving a job $j$ from start time $S_{j}$ to start time $S_{j}^{\prime}$, one need only consider the set of time slices $\tau_{j}^{+}\left(S_{j}^{\prime}\right)$, defined to be those which are covered by $\left[S_{j}, S_{j}+p_{j}-1\right]$ and that will be (at least partially) uncovered by the move, and the set of time slices $\tau_{j}^{-}\left(S_{j}^{\prime}\right)$, defined to be those which are not covered by $\left[S_{j}, S_{j}+p_{j}-1\right]$ but that will be (at least partially) covered by $\left[S_{j}^{\prime}, S_{j}^{\prime}+p_{j}-1\right]$. We also need for each $i \in \tau_{j}^{+}\left(S_{j}^{\prime}\right) \cup \tau_{j}^{-}\left(S_{j}^{\prime}\right)$, the length of the time slice covered by $\left[S_{j}^{\prime}, S_{j}^{\prime}+p_{j}-1\right]$, denoted by $l_{i j}^{-}\left(S_{j}^{\prime}\right)$. Then

$$
\begin{equation*}
\Delta_{j}\left(S_{j}^{\prime}\right)=\sum_{i \in \tau_{j}^{+}\left(S_{j}^{\prime}\right)} \Delta_{a i}^{+} \cdot\left(l_{i}-l_{i j}^{-}\left(S_{j}^{\prime}\right)\right)-\sum_{i \in \tau_{j}^{-}\left(S_{j}^{\prime}\right)} \Delta_{a i}^{-} \cdot l_{i j}^{-}\left(S_{j}^{\prime}\right) \tag{7}
\end{equation*}
$$

Provided $\Delta_{a i}^{+}$and $\Delta_{a i}^{-}$have been calculated for the appropriate time slices, it is thus straightforward to calculate $\Delta_{j}\left(S_{j}^{\prime}\right)$ for any $j$ and $S_{j}^{\prime}$, and hence to determine an optimal neighbour.

Proposition 2. Finding an optimal neighbour of the given schedule $\left(S_{j}\right)_{j \in J}$ is equivalent to

$$
\max \left\{\Delta_{j}\left(S_{j}^{\prime}\right): j \in J, S_{j}^{\prime} \in\left[r_{j}, d_{j}-p_{j}+1\right]\right\}
$$

If $\Delta_{j}\left(S_{j}^{\prime}\right) \leqslant 0$ for all pairs $\left(j, S_{j}^{\prime}\right)$, there is no improving solution in the neighbourhood of the current schedule.

### 3.2.2 The basic method

Proposition 2 immediately suggests a local search strategy: compute $\Delta_{j}\left(S_{j}^{\prime}\right)$ for (a subset of) all pairs $\left(j, S_{j}^{\prime}\right)$, choose one or more pairs with a high value of this bound, perform the corresponding changes of the schedule, and iterate. This could be done naively by first calculating $\Delta_{a i}^{+}$and $\Delta_{a i}^{-}$for each time slice $i$ and arc $a$. The formula (7) shows that we can then easily calculate $\Delta_{j}\left(S_{j}^{\prime}\right)$ as required. This approach would appear at first sight to be computationally prohibitive, requiring the solution of two max flow problems to calculate $z_{a i}^{+}$and $z_{a i}^{-}$for each arc $a$ and time slice $i$. A number of mitigating factors make this approach more attractive than appearances suggest. First, each arc in a given time slice is either missing or present in the current solution, and so from observations in the previous section, one of $z_{a i}^{+}$and $z_{a i}^{-}$is given by $z_{i}$; it is only for the other that a max flow problem needs to be solved. More importantly,

1. if an arc is added in a time slice where it was previously blocked, the flow stays primal feasible but might no longer be optimal, and
2. similarly, if an arc with nonzero flow is taken out, the dual stays feasible.

Thus the maximum flow problems to be solved in calculating $z_{a i}^{+}$and $z_{a i}^{-}$can use a primal (dual) method respectively "hot started" from the existing solution for the time slice $i$. We also observe from (7) that only jobs $j$ with $\Delta_{a_{j} i}^{+}>0$ for some time slices $i$ covered by [ $\left.S_{j}, S_{j}+p_{j}-1\right]$ can be moved to give a better solution: these are the promising jobs. So we should first determine $\Delta_{a i}^{+}$to discover the promising jobs, and then only calculate $\Delta_{a i}^{-}$ values as needed for these jobs. Furthermore, $\Delta_{a i}^{+}$can only be positive if the reduced cost of arc $a$ in the maximum flow problem is positive; otherwise it must be zero. Thus even if the arc is missing from the network, as long as it is included in the original max flow calculation (with zero capacity), and we use a max flow method which makes reduced costs available, we can avoid further max flow calculations ( $z_{a i}^{+}$can simply be set to $z_{i}$ if the reduced cost of $a$ in time slice $i$ is not positive).

Algorithm 2 describes how the effects $\Delta_{a i}^{+}$(adding an arc) and $\Delta_{a i}^{-}$(blocking an arc) are determined. We do not make explicit here how $z_{a i}^{+}$and $z_{a i}^{-}$are calculated, since these depend on the specific max flow method used; these implementation issues are discussed in Section 4.1.2. Finally, Algorithm 3 describes the complete procedure of the greedy rescheduling algorithm which will be denoted by GreedyResched. In our implementation we use the following three stopping criteria:

1. a time limit,
2. 100 iterations without improvement, and
```
Algorithm 2 Effects of change.
PromisingJobs \(=\varnothing\)
for \(i=1\) to \(M\) do
    \(A_{i}^{\text {out }}=\left\{a \in A: x_{a t}=0\right.\) for \(\left.t \in\left[t_{i-1}, t_{i}-1\right]\right\}\)
    for \(a \in A_{i}^{\text {out }}\) do
        \(\Delta_{a i}^{+}=z_{a i}^{+}-z_{i}\)
        if \(\Delta_{a i}^{+}>0\) then
            Add the job \(j\) with \(a_{j}=a\) and time window containing slice \(i\) to PromisingJobs
for \(j \in\) PromisingJobs do
    Put \(i_{0}=\min \left\{i: t_{i} \geqslant r_{j}\right\}\) and \(i_{1}=\max \left\{i: t_{i} \leqslant d_{j}+1\right\}-1\)
    for \(i=i_{0}\) to \(i_{1}\) do \(\Delta_{a_{j} i}^{-}=z_{i}-z_{a i}^{-}\)
Output: \(\Delta_{a i}^{+}\)- benefit (per time unit) of releasing arc \(a\) in time slice \(i\)
    \(\Delta_{a i}^{-}-\operatorname{loss}\) (per time unit) of removing arc \(a\) in time slice \(i\)
    PromisingJobs - set of jobs whose movement could give an improvement
```


## Algorithm 3 GreedyResched.

Initialize time slicing and flow problems (Algorithm 1)
while not STOP do
Determine PromisingJobs and the values $\Delta_{a i}^{+}$and $\Delta_{a i}^{-}$(Algorithm 2)
for $j \in$ PromisingJobs and $S_{j}^{\prime} \in\left[r_{j}, d_{j}-p_{j}+1\right]$ do calculate $\Delta_{j}\left(S_{j}^{\prime}\right)$
if $\max _{j, S_{j}^{\prime}} \Delta_{j}\left(S_{j}^{\prime}\right)<0$ then STOP
else
Choose $\left(j, S_{j}^{\prime}\right)$ with maximal $\Delta_{j}\left(S_{j}^{\prime}\right)$
Update time slicing and and resolve the max flow problems with changed input data
3. 2 consecutive iterations without improvement and only a single pair $\left(j, S_{j}^{\prime}\right)$ with $\Delta_{j}\left(S_{j}^{\prime}\right)=0$.

The reason for the last criterion is that in this situation the algorithm just alternates between two solutions having the same objective value.

### 3.2.3 Variations

Here we present some natural modifications of the algorithm GreedyResched.

Randomization. Instead of choosing the best neighbour in each iteration one can choose randomly from a set of candidates, similar to the strategy applied in the construction phase of greedy randomized adaptive search procedures 16. More precisely, we order the pairs $\left(j, S_{j}^{\prime}\right)$ by nonincreasing value of $\Delta_{j}\left(S_{j}^{\prime}\right)$ and choose randomly from the first $k$ of this list
(uniformly distributed), where $k$ depends on the total number of possibilities, for instance with $K=\#\left\{\left(j, S_{j}^{\prime}\right): \Delta_{j}\left(S_{j}^{\prime}\right) \geqslant 0\right\}$ denoting the number of moves with nondecreasing objective value we can take

$$
k=\max \left\{\min \left\{\kappa_{1}, K\right\},\left\lceil\kappa_{2} K\right\rceil\right\},
$$

where $\kappa_{1} \in \mathbb{N}$ and $\kappa_{2} \in\{\kappa \in \mathbb{R}: 0 \leqslant \kappa \leqslant 1\}$ are parameters of the algorithm. After satisfying the stopping criterion, we can restart the algorithm from the initial solution, iterate this, and finally choose the best solution from all runs. We denote this randomized variant by GreedyRandResched $\left(\kappa_{1}, \kappa_{2}\right)$. In Figure 5 we plot the behaviour of $K$ in GreedyResched for the randomly generated instances we used in our computational experiments (see Section 4). For these experiments we choose $\left(\kappa_{1}, \kappa_{2}\right)=(5,0.15)$. Some further possible modifications


Figure 5: Number of possible moves, i.e. pairs $\left(j, S_{j}^{\prime}\right)$ with $\Delta_{j}\left(S_{j}^{\prime}\right) \geqslant 0$. to randomization are as follows.

1. Instead of going back to the initial solution each time the stopping criterion is met, we can collect the intermediate solutions with a large value of $K$ (indicating many improving directions) in a solution pool, and choose the starting point for each run from the solution pool (randomly or deterministically).
2. If the computation time until reaching the stopping criterion is large the following combination of the ideas underlying GreedyResched and GreedyRandResched might be beneficial.
(a) Do a small number, say $k_{1}$, improvements randomly choosing from the improving moves (as in GreedyRandResched).
(b) Repeat the step (a) a small number, say $k_{2}$, times.
(c) Choose the best of the $k_{2}$ solutions obtained and continue with step (a).

Testing the effectiveness of these further ideas will be the subject of future research.

Making several moves at a time. In order to speed up the progress of the method we can do several moves corresponding to pairs $\left(j, S_{j}^{\prime}\right)$ with nonnegative value of $\Delta_{j}\left(S_{j}^{\prime}\right)$ simultaneously, if they do not affect the same time slices. This can be implemented by looping over the list of pairs $\left(j, S_{j}^{\prime}\right)$, ordered by nonincreasing $\Delta_{j}\left(S_{j}^{\prime}\right)$, and choosing a pair if its affected time slices do not overlap with those of the pairs already chosen. The benefit of this approach is that it saves recalculations of the values $\Delta_{j}\left(S_{j}^{\prime}\right)$, which may be relatively expensive. An iteration of this algorithm can be considered as a greedy accumulation of GreedyResched steps, and so we denote the algorithm by GreedyAccResched. We also consider a randomized version of this approach. While the list of pairs $\left(j, S_{j}^{\prime}\right)$, ordered by nonincreasing $\Delta_{j}\left(S_{j}^{\prime}\right)$, is non-empty, we choose at random a pair from the first $k$ in the list, and then remove from the list all pairs with affected time slices overlapping those of the chosen pair, before looping again to choose a random pair from the first $k$. We call this the GreedyRandAccResched algorithm.

### 3.3 Moving multiple jobs

Clearly, there are some limitations in the approach to consider only movements of single jobs. It is easy to construct examples where no single job movement yields an improvement, but moving two jobs at the same time does. However, the benefit of moving jobs simultaneously is only of interest if the jobs interact, in the sense of overlapping in time. We thus propose to search neighbourhoods of the form:

$$
\tilde{N}_{j_{0}}(\boldsymbol{y})=\left\{\boldsymbol{y}^{\prime}: S_{j}\left(\boldsymbol{y}^{\prime}\right) \neq S_{j}(\boldsymbol{y}) \text { only for jobs } j \in J\left(j_{0}\right)\right\},
$$

for some $j_{0} \in J$, where $J\left(j_{0}\right)$ is the set of jobs whose time window (plus processing time) overlaps with that of $j_{0}$, i.e.

$$
J\left(j_{0}\right)=\left\{j \in J:\left[r_{j}, d_{j}\right] \cap\left[r_{j_{0}}, d_{j_{0}}\right] \neq \varnothing\right\} .
$$

The size of $\tilde{N}_{j_{0}}(\boldsymbol{y})$ is $\prod_{j \in J\left(j_{0}\right)}\left(d_{j}-p_{j}-r_{j}+2\right)$. This is exponential in the number of jobs that have at least two possible start times and overlap with $j_{0}$. In particular, the instance used in the proof of Proposition 1 has the property that all job pairs overlap. Thus in general it is NP-hard to optimize over this neighbourhood, and we propose to explore it via a randomized approach as follows.

We consider each job in turn as the base job, $j_{0}$, and systematically search a selection $C\left(j_{0}\right) \subseteq\left[r_{j_{0}}, d_{j_{0}}\right]$ of its possible start times. Our idea is that $C\left(j_{0}\right)$ should start small, allowing a "rough" exploration of the alternatives, and increase as the algorithm progresses, thus refining the search. We explain this more precisely later. For each possible start time $S_{j_{0}}^{\prime} \in C\left(j_{0}\right)$, we would like to know how "good" that choice of start time is, taking into account interactions of $j_{0}$ with other jobs, i.e. we would like to find the best $\boldsymbol{y}^{\prime}$ such that $S_{j}\left(\boldsymbol{y}^{\prime}\right) \neq S_{j}(\boldsymbol{y})$ only for jobs $j \in J\left(j_{0}\right)$. Equivalently, we would like to simultaneously optimize the start times of all jobs in $J\left(j_{0}\right)$, finding a local optimum with respect to $j_{0}$. However we expect that doing so would be prohibitive in terms of computational time. Thus we sample from a restricted neighbourhood, restricting the possible start times of jobs in $J\left(j_{0}\right) \backslash\left\{j_{0}\right\}$ heuristically, using the intuition that jobs should either overlap as little, or as
much, as possible to get best results. To see where this intuition comes from consider two $\operatorname{arcs} a$ and $a^{\prime}$ with the property that every source-sink path through $a$ also contains $a^{\prime}$. If these are the only two arcs with maintenance jobs it is clearly best possible to maximize the overlap between jobs on these arcs. On the other hand, if there is no path containing both $\operatorname{arcs} a$ and $a^{\prime}$, then the total throughput is maximized when the jobs overlap is minimized. Each $j \in J\left(j_{0}\right) \backslash\left\{j_{0}\right\}$ has a set of (up to four) possible start times $C(j)$, so that either the job's start or end aligns with the start or end of job $j_{0}$, (assuming $j_{0}$ starts at $S_{j_{0}}^{\prime}$ ). This choice of $C(j)$ is motivated by the fact that in general, there is always an optimal solution such that for every job $j$ one of the following is true.

- Job $j$ starts at its earliest possible start time $r_{j}$, or
- job $j$ starts at its latest possible start time $d_{j}-p_{j}+1$, or
- there is a job $j^{\prime}$ that starts at the same time $S_{j}=S_{j^{\prime}}$, or
- there is a job $j^{\prime}$ that ends at the same time $S_{j}+p_{j}-1=S_{j^{\prime}}+p_{j^{\prime}}-1$, or
- there is a job $j^{\prime}$ such that the start of job $j$ aligns with the end of job $j^{\prime}$, i.e. $S_{j}=$ $S_{j^{\prime}}+p_{j^{\prime}}$, or
- there is a job $j^{\prime}$ such that the end of job $j$ aligns with the start of job $j^{\prime}$, i.e. $S_{j}+p_{j}=$ $S_{j^{\prime}}$.

We simply sample randomly from the neighbourhood $\sigma$ times, choosing the best, for $\sigma$ an algorithm parameter. This randomized method for moving multiple jobs, denoted by RandMultiJob, is described more formally in Algorithm 4.

To implement the method the choice of the candidate start sets $C\left(j_{0}\right)$ has to be specified. For our experiments, $C\left(j_{0}\right)$ consists of $k$ evenly spaced elements in the interval $\left[r_{j}, d_{j}\right]$, where $k \in \mathbb{N}$. $k$ starts small (at $k=1$ ), and increases by one whenever no improvement has been found for a number of consecutive iterations. In our experiments, we use $|J|$ iterations for the increment criterion. Since each job may be the base job multiple times for the same value of $k$, we want to avoid choosing the same subset of start times every time. Thus we include a mechanism for cycling through sets of $k$ evenly spaced points, modulo the time window width. More precisely, in the $m$-th run through the outer loop of Algorithm 4, we put

- $W=d_{j_{0}}-p_{j_{0}}-r_{j_{0}}+2$ (width of the time window of job $j_{0}$ ),
- $\theta=\lfloor(W-1) / k\rfloor$, and
- $C\left(j_{0}\right)= \begin{cases}\left\{r_{j_{0}}+(m+i \theta)(\bmod W): i=0, \ldots, k-1\right\} & \text { if } \theta>1, \\ {\left[r_{j_{0}}, d_{j_{0}}+p_{j_{0}}+1\right]} & \text { if } \theta=1 .\end{cases}$

Note that $W$ and $\theta$ vary with $j_{0}$, but we forgo using a $j_{0}$ subscript to improve readability. To illustrate how this works, consider the case that $W=7, k=3$ and take $r_{j_{0}}=1$. Then $\theta=2$ and when $m \equiv 0(\bmod W)$ we get $C\left(j_{0}\right)=\{1,3,5\}$, when $m \equiv 1(\bmod W)$ we get

```
Algorithm 4 RandMultiJob.
Input: A feasible solution \(\left(S_{j}\right)_{j \in J}\) with objective value \(z\) and parameter \(\sigma\)
while not Stop do
    for \(j_{0} \in J\) do
        choose a subset \(C\left(j_{0}\right) \subseteq\left[r_{j_{0}}, d_{j_{0}}-p_{j_{0}}+1\right]\)
        \(J\left(j_{0}\right)=\left\{j \in J:\left[r_{j}, d_{j}\right] \cap\left[r_{j_{0}}, d_{j_{0}}\right] \neq \varnothing\right\}\)
        Put \(\boldsymbol{S}=\left(S_{j}\right)_{j \in J\left(j_{0}\right)}\)
        for \(S_{j_{0}}^{\prime} \in C\left(j_{0}\right)\)
            for \(j \in J\left(j_{0}\right) \backslash\left\{j_{0}\right\}\) do
            set \(C(j)=\left[r_{j}, d_{j}-p_{j}+1\right] \cap\left\{S_{j_{0}}^{\prime}, S_{j_{0}}^{\prime}-p_{j}, S_{j_{0}}^{\prime}+p_{j_{0}}, S_{j_{0}}^{\prime}+p_{j_{0}}-p_{j}+1\right\}\)
            repeat
                for \(j \in J\left(j_{0}\right) \backslash\left\{j_{0}\right\}\) do
                    if \(C(j) \neq \varnothing\) do choose random \(S_{j}^{\prime}\) from \(C(j)\) else \(S_{j}^{\prime}=S_{j}\)
            compute the objective \(z^{\prime}\) for starting job \(j\) at time \(S_{j}^{\prime}\) for all \(j \in J\left(j_{0}\right)\)
            if \(z^{\prime}>z\) then replace \(\boldsymbol{S}\) by \(\left(S_{j}^{\prime}\right)_{j \in J\left(j_{0}\right)}\) and \(z\) by \(z^{\prime}\)
            until done \(\sigma\) times
            if enough consecutive iterations with no improvement have passed then increase \(k\)
Output: An improved solution \(\left(S_{j}\right)_{j \in J}\)
```

$C\left(j_{0}\right)=\{2,4,6\}$, when $m \equiv 2(\bmod W)$ we get $C\left(j_{0}\right)=\{3,5,7\}$, when $m \equiv 3(\bmod W)$ we get $C\left(j_{0}\right)=\{1,4,6\}$, etc.

In future work, we will consider allowing $\sigma$ to vary during the course of the algorithm, by making it dependent on the size of the neighbourhood $\tilde{N}_{j_{0}}(\mathbf{y})$ at the current solution $\mathbf{y}$, so that more samples are taken from larger neighbourhoods.

## 4 Computational Experiments

In this section we report on the results of computational tests of our proposed algorithm variants. The first subsection is concerned with randomly generated instances, while the second subsection contains results for two instances coming from real world data.

### 4.1 Randomly generated instances

We first describe how our random test instances have been generated, then we present the details of the experiments that have been run, and finally, we compare the performance of the considered algorithms.

### 4.1.1 Instance generation

Our tests are carried out for a time horizon with $T=1,000$. We need to generate networks and job lists. We generate eight different networks using the RMFGEN generator of Goldfarb and Grigoriadis [7]. For parameters $a, b, c_{1}$ and $c_{2}$ the generated network has $a^{2} b$ nodes arranged in $b$ frames of $a^{2}$ nodes each. The capacities between frames are randomly chosen from $\left[c_{1}, c_{2}\right]$, while all capacities inside frames are $c_{2} a^{2}$. We generated 8 different networks for the parameter pairs

$$
(a, b) \in\{(2,3),(2,4),(3,2),(3,3),(3,4),(4,2),(4,3),(4,4)\}
$$

with $c_{1}=10$ and $c_{2}=20$.
In order to generate a job list for a given network, for each arc we first choose $\alpha$, the number of jobs. Then we divide the time horizon into $\alpha$ equal subintervals, each of them associated with one of the jobs to be created. For each job we choose a processing time and a number of start time candidates randomly. Finally, we choose a random release date, making sure that it is compatible with the job being completed in its subinterval. This is made more precise in Algorithm 5 where the input parameters are

- $X$ - set of possible number of jobs per arc,
- $Y$ - set of possible processing times, and
- $Z$ - set of possible sizes for start time windows.

```
Algorithm 5 Generate JobList \((X, Y, Z) \quad(X, Y, Z \subseteq \mathbb{N})\)
for \(a \in A\) do
    Initialize \(J_{a}=\varnothing\)
    choose random \(\alpha \in X\) and put \(\mu=\lfloor T / \alpha\rfloor\)
    for \(\eta=1\) to \(\alpha\) do
        choose random \(\beta \in Y\) and \(\gamma \in Z\)
        choose random \(r \in\{1,2, \ldots, \mu-\beta-\gamma+2\}\)
        add job with processing time \(\beta\), release date \(r_{j}=(\eta-1) \mu+r\)
        and deadline \(r_{j}+\beta+\gamma-2\) to \(J_{a}\)
```

Let $\bar{\alpha}, \bar{\beta}$ and $\bar{\gamma}$ be the maximum elements of $X, Y$ and $Z$, respectively. In order to guarantee feasible job lists we must have

$$
(\bar{\gamma}+\bar{\beta}-1) \bar{\alpha} \leqslant T .
$$

As the number of binary variables in the MIP model (1)-(5) is determined by the sizes of the time windows we decided to focus on studying the influence of the set $Z$. So we fix $X=[5,15], Y=[10,30]$ and test two variants for $Z$.

1. There are a variety of time window sizes: $Z_{1}=[1,35]$ (the first instance set).
2. All time windows are large: $Z_{2}=[25,35]$ (the second instance set).

For each network and each triple $\left(X, Y, Z_{i}\right)$ we generated 10 instances, giving a total of 160 instances. The network sizes and the average numbers of jobs obtained in this way are shown in Table 2. In Tables 3 and 4 we report the average problem sizes for the MIP

| Small networks |  |  |  | Large networks |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Network | Nodes | Arcs | Jobs | Network | Nodes | Arcs | jobs |
| 1 | 12 | 32 | 303.2 | 5 | 36 | 123 | 1159.8 |
| 2 | 16 | 44 | 421.0 | 6 | 32 | 92 | 870.7 |
| 3 | 18 | 57 | 542.4 | 7 | 48 | 176 | 1674.2 |
| 4 | 27 | 90 | 847.5 | 8 | 64 | 240 | 2278.0 |

Table 2: The sizes of the random networks.
formulation (1)-(5).

| Network | \# Rows | \# Columns | \# Nonzeros | \# Binaries | Root relaxation solution time (s) |
| :--- | ---: | ---: | ---: | ---: | :---: |
| 1 | 50,810 | 69,925 | 226,402 | 36,925 | 0.5 |
| 2 | 6,714 | 95,381 | 312,255 | 50,381 | 1.4 |
| 3 | 87,589 | 122,784 | 404,722 | 64,784 | 1.6 |
| 4 | 137,141 | 192,544 | 638,215 | 101,544 | 7.0 |
| 5 | 187,607 | 262,799 | 886,817 | 138,799 | 21.4 |
| 6 | 145,025 | 197,037 | 658,174 | 104,037 | 5.5 |
| 7 | 265,983 | 375,552 | $1,278,099$ | 198,552 | 37.8 |
| 8 | 361,293 | 511,157 | $1,746,054$ | 270,157 | 92.1 |

Table 3: Average problem sizes for the first instance set ( $Z=[1,35]$ ).

### 4.1.2 Experimental setup

Each of the generated instances is solved by the following methods:
Algorithm CPX. CPLEX with default settings applied to the formulation (11)-(5),
Algorithm GR. GreedyResched using CPLEX to solve the max flow subproblems,
Algorithm GRR. GreedyRandResched (Section 3.2.3) with parameters $\left(\kappa_{1}, \kappa_{2}\right)=(5,0.15)$,
Algorithm GAR. GreedyAccResched (Section 3.2.3),
Algorithm GRAR. GreedyRandAccResched (Section 3.2.3) with the same parameter values as for GRR, and
Algorithm RMJ $\sigma$. RandMultiJob with parameter $\sigma$.

| Network | \# Rows | \# Columns | \# Nonzeros | \# Binaries | Root relaxation solution time (s) |
| :---: | ---: | ---: | ---: | :---: | :---: |
| 1 | 57,763 | 75,215 | 322,204 | 42,215 | 1.1 |
| 2 | 79,481 | 102,783 | 448,435 | 57,783 | 5.8 |
| 3 | 100,483 | 132,480 | 583,899 | 74,480 | 1.4 |
| 4 | 157,521 | 207,922 | 920,092 | 116,922 | 33.6 |
| 5 | 214,415 | 283,148 | $1,257,642$ | 159,148 | 427.8 |
| 6 | 165,634 | 212,561 | 944,456 | 119,561 | 204.6 |
| 7 | 303,721 | 404,331 | $1,800,871$ | 227,331 | 207.5 |
| 8 | 413,640 | 550,940 | $2,469,028$ | 309,940 | 828.7 |

Table 4: Average problem sizes for the second instance set $(Z=[25,35])$.

For ease of implementation, and so as to more readily exploit reduced cost information, and access primal and dual algorithm variants, we decided to solve the max flow subproblems in the algorithms GreedyResched, GreedyRandResched, GreedyAccResched and GreedyRandAccResched using CPLEX as LP solver instead of implementing combinatorial algorithms. The following three remarks on the implementation of Algorithm 2, which underlies the three greedy approaches, are based on the observations in Section 3.2.2,

1. The value $\Delta_{a i}^{+}$is computed only if the reduced cost of the arc $a$ is positive in the current solution for time slice $i$ as otherwise there is no potential for improvement.
2. For calculating the values $z_{a i}^{+}$, i.e. the gain obtained by adding in arc $a$, we use the primal simplex method starting from the current max flow for time slice $i$.
3. For calculating the values $z_{a i}^{-}$, i.e. the loss due to taking out arc $a$, we use the dual simplex method starting from the current max flow for time slice $i$.

For GreedyResched, we also note that among the pairs $\left(j, S_{j}^{\prime}\right)$ with maximal value of $\Delta_{j}\left(S_{j}^{\prime}\right)$ it is always possible to choose one causing at most one time slice split. A simple way to achieve this is to choose the pair with the smallest $S_{j}^{\prime}$ : This ensures that $S_{j}^{\prime}$ or $S_{j}^{\prime}+p_{j}$ is one of the breakpoints $t_{i}$ in the current time slicing. We use this approach in our implementation. For RandMultiJob we solve the max flow problems using the implementation of the pushrelabel algorithm in the Boost library [17]. Here we don't take advantage of the similarities between the networks of different time slices, but we still use the third observation in Section 3.1 that after changing the schedule we only have to reevaluate the flow for time slices that are actually affected by the change. We experimented with $\sigma=1,2,4$ and 8 . We found that results for $\sigma=8$ were dominated by the other values, and that whilst $\sigma=4$ did give better values than $\sigma=1$ or 2 on a very small proportion of instances, it did not give the best value over all algorithms for any instance (random or real world). Thus we only present detailed results for $\sigma=1$ and 2 .

For all algorithms, we impose a time limit of 30 minutes, and all of them start with an initial solution given by

$$
S_{j}=\left\lfloor\frac{r_{j}+d_{j}}{2}\right\rfloor
$$

All computations are done on a Dell PowerEdge 2950 with dual quad core 3.16GHz Intel Xeon X5460 processors and 64GB of RAM running Red Hat Enterprise Linux 5. CPLEX v12.1 was running in deterministic mode using a single thread.

### 4.1.3 Results

As a performance measure to compare algorithms we use the relative gap between the algorithm's solution value and the best known solution value over all algorithms. If the best known solution value for an instance $I$ is $z^{\text {best }}$ and the current algorithm returns $z$, its performance measure on that instance is given by

$$
\mathcal{P}(I)=\frac{z^{\text {best }}-z}{z^{\text {best }}}
$$

In Figures 6 to 9 , we plot for CPLEX and the Greedy algorithms the proportion of instances for which the solution found by the algorithm is within a factor of $1-\tau$ of the best, for increasing values of $\tau$, i.e. we plot

$$
\frac{1}{n} \cdot \#\{I: I \text { instance with } \mathcal{P}(I) \leqslant \tau\}
$$

as a function of $\tau$, where $n$ is the total number of instances (in our case 80 for each instance set). Note that for the 5 minute plots (Figures 6 and 8 ) we take $z^{\text {best }}$ to be the best known solution over all algorithms after 30 minutes. Tables 5and 6 contain the average number


Figure 6: Performance profiles for the first instance set ( $Z=[1,35]$ ) with computation time limited to 5 minutes.

of max flow problems solved for each of the local search algorithms and every network. For algorithms GR and GAR we also report the run times, GRR, GRAR and RMJ 2 ran for the whole 30 minutes. Tables 7 to 10 provide information about the relative gaps (average and maximal) and the numbers of instances where each algorithm found the best solution, for all algorithms. Here the relative gap is computed as $\left(z^{\prime}-z\right) / z^{\prime}$ where $z^{\prime}$ is the best


Figure 8: Performance profiles for the second Figure 9: Performance profiles for the second instance set $(Z=[25,35])$ with computation instance set $(Z=[25,35])$ with computation time limited to 5 minutes. time limited to 30 minutes.

| Network | GR |  | GRR <br> mf calls | GAR |  | GRAR mf calls | RMJ 2 <br> mf calls |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time(s) | mf calls |  | Time(s) | mf calls |  |  |
| 1 | 12 | 210 | 31,296 | 17 | 179 | 16,500 | 96,618 |
| 2 | 25 | 351 | 22,741 | 30 | 287 | 13,772 | 74,739 |
| 3 | 25 | 460 | 29,168 | 40 | 344 | 16,386 | 61,270 |
| 4 | 128 | 1,256 | 15,201 | 100 | 677 | 9,681 | 38,703 |
| 5 | 308 | 2,007 | 10,693 | 324 | 1,247 | 7,320 | 25,605 |
| 6 | 115 | 838 | 11,574 | 115 | 585 | 7,041 | 37,588 |
| 7 | 524 | 2,984 | 8,871 | 519 | 2,010 | 6,146 | 14,827 |
| 8 | 825 | 3,256 | 6,607 | 605 | 1,540 | 4,090 | 8,276 |

Table 5: Average numbers of max flow problems (divided by 1,000 ) for the first instance $\operatorname{set}(Z=[1,35])$.
upper bound obtained by CPLEX in 30 minutes, and $z$ is the objective value of the best solution found by the considered algorithm in the respective time ( 5 or 30 minutes).

We make the following observations.

- For the first instance set CPLEX outperforms all other algorithms, but on the large networks the heuristics, in particular GreedyAccResched and GreedyRandAccResched, arequite good in providing a reasonably good solution in a short time. The 5 minute performance profiles both show the distinct advantage of GreedyAccResched and GreedyRandAccResched over the other methods for short run times. For long run times, the 30 minute performance profiles show CPLEX to be the clear winner for the first instance set, with GreedyRandResched and GreedyRandAccResched best for the second instance set.

| Network | GR |  | GRR <br> mf calls | GAR |  | GRAR <br> mf calls | RMJ 2 mf call |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | time [sec] | mf calls |  | time [sec] | mf calls |  |  |
| 1 | 14 | 321 | 37,818 | 12 | 214 | 30,966 | 83,170 |
| 2 | 36 | 627 | 28,411 | 23 | 382 | 25,900 | 65,355 |
| 3 | 28 | 724 | 38,786 | 26 | 490 | 32,253 | 54,133 |
| 4 | 160 | 1,982 | 19,304 | 84 | 1,129 | 19,702 | 35,745 |
| 5 | 367 | 2,928 | 13,907 | 229 | 1,966 | 7,793 | 23,858 |
| 6 | 197 | 1,762 | 15,022 | 96 | 776 | 7,603 | 33,656 |
| 7 | 709 | 4,704 | 11,133 | 499 | 3,485 | 5,714 | 14,388 |
| 8 | 956 | 4,723 | 8,147 | 536 | 2,334 | 3,808 | 8,056 |

Table 6: Average numbers of max flow problems (divided by 1000) for the second instance set $(Z=[25,35])$.

- For the second instance set, on the small networks CPLEX is still superior, but on the larger networks, the local search heuristics outperform CPLEX, with all heuristics giving solutions with smaller gaps on average for all (large) instances over short run times, and all Greedy heuristics giving smaller gaps on average over long run times significantly smaller for 3 out of the 4 (largest) networks.
- Comparing GreedyResched and GreedyAccResched we see that in all cases it pays off to save the time for reevaluating the possible moves after each step and thus being able to make more moves in the same amount of time. A similar observation applies to GreedyRandResched and GreedyRandAccResched, but the benefits of the latter are less pronounced.
- Across the board, randomized greedy algorithms give better results than their nonrandom counterparts, due to the possibility to escape local minima.
- RandMultiJob performs better with $\sigma=1$ than 2 , particularly for larger networks in the second instance set, and for the first instance set, with the shorter run time. On the first instance set with the longer run time, the two are difficult to separate, but $\sigma=2$ gives better results on more networks, and in particular does better on the difficult case of the sixth network. As might be expected, the RandMultiJob algorithms show more significant improvement than the greedy heuristics when given more run time. However in no case do the RandMultiJob algorithms outperform the greedy heuristics. (Hence we omit their profiles from Figures 6 to 9, to avoid cluttering them.)


### 4.2 Instances derived from real world data

The real world maintenance scheduling problem is complicated by additional constraints imposed, for example, by daylight restrictions, availability of equipment or labour force to carry out the maintenance, incompatibility issues between jobs, or conflicts with other

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CPX | avg gap | 0.0 | 0.4 | 0.3 | 1.1 | 3.0 | 3.7 | 3.9 | 12.9 |
|  | max gap | 0.1 | 0.8 | 1.7 | 2.6 | 6.1 | 4.6 | 5.4 | 20.2 |
|  | \# best sol | 10 | 10 | 9 | 10 | 7 | 10 | 8 | 3 |
| GR | avg gap | 2.1 | 2.8 | 1.9 | 1.6 | 2.3 | 4.9 | 2.1 | 3.3 |
|  | max gap | 4.1 | 4.0 | 3.5 | 1.9 | 2.5 | 5.5 | 2.7 | 5.3 |
|  | \# best sol | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | avg gap | 1.5 | 2.0 | 1.6 | 1.5 | 2.4 | 4.1 | 2.4 | 3.7 |
| GRR | max gap | 2.2 | 3.1 | 2.4 | 2.0 | 2.7 | 5.2 | 3.1 | 6.1 |
|  | \# best sol | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | avg gap | 1.5 | 2.0 | 1.5 | 1.4 | 2.1 | 4.0 | 1.5 | 1.5 |
| GAR | max gap | 1.9 | 2.4 | 2.2 | 1.6 | 2.5 | 4.8 | 1.9 | 2.2 |
|  | \# best sol | 0 | 0 | 1 | 0 | 2 | 0 | 2 | 6 |
| GRAR | avg gap | 1.4 | 1.8 | 1.4 | 1.4 | 2.0 | 3.8 | 1.5 | 1.5 |
|  | max gap | 1.8 | 2.2 | 2.2 | 1.6 | 2.4 | 4.2 | 1.8 | 2.2 |
|  | \# best sol | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 |
| RMJ 1 | avg gap | 3.0 | 5.1 | 2.0 | 4.5 | 7.3 | 11.1 | 5.2 | 5.7 |
|  | max gap | 4.9 | 7.1 | 2.8 | 6.9 | 8.5 | 12.5 | 6.5 | 7.6 |
|  | \# best sol | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | avg gap | 2.5 | 4.6 | 1.9 | 4.8 | 7.3 | 11.2 | 5.3 | 5.9 |
| RMJ 2 | max gap | 3.8 | 6.0 | 2.6 | 7.1 | 8.1 | 13.2 | 6.7 | 8.0 |
|  | \# best sol | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 7: Average and maximal relative gaps and number of best solutions found on the first instance set, $Z=[1,35]$ (runtime 5 minutes).
users of the infrastructure. All of this can be modelled in an MIP framework and taken into account in a local search, both of which are the subject of ongoing work. For the present paper, we ignore the additional constraints and conduct some experiments on pure MaxTFFAO instances derived from real world data. The network shown in Figure 10 is a simplified version of the real situation. We generate two instances using the maintenance job lists and the actual maintenance schedules for 2010 and 2011. These job lists contain 1,457 and 1,234 jobs, respectively. Based on the level of detail occurring in practice, we use a time discretization of 1 hour, leading to instances with time horizons $T=365 \cdot 24=8,760$. The processing times vary between an hour and several days, while $75 \%$ of the jobs have a processing time between 1 and 18 hours. For every job we assume a time window of two weeks, i.e. $d_{j}=r_{j}+p_{j}+14 \cdot 24-2$ for all $j$. This model leads to really large problems as indicated in Table 11, containing the problem sizes. As a start solution we used a snapshot of the HVCCC maintenance scheduling process. We increased the time limit to 2 hours, and the results are shown in Figures 11 and 12, For clarity, the same results for CPLEX and a selection of the better algorithms is given in Figures 13 and 14 .

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CPX | avg gap | 0.0 | 0.2 | 0.3 | 0.3 | 1.6 | 2.0 | 0.9 | 2.8 |
|  | max gap | 0.0 | 0.4 | 1.7 | 0.8 | 2.8 | 2.7 | 2.1 | 6.1 |
|  | \# best sol | 10 | 10 | 9 | 10 | 7 | 10 | 8 | 3 |
| GR | avg gap | 2.1 | 2.8 | 1.9 | 1.6 | 2.3 | 4.9 | 1.6 | 1.6 |
|  | max gap | 4.1 | 4.0 | 3.5 | 1.9 | 2.5 | 5.5 | 2.1 | 2.3 |
|  | \# best sol | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| GRR | avg gap | 1.4 | 1.7 | 1.5 | 1.4 | 2.0 | 3.7 | 1.4 | 1.5 |
|  | max gap | 2.2 | 2.2 | 2.3 | 1.9 | 2.3 | 4.9 | 2.0 | 2.2 |
|  | \# best sol | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | avg gap | 1.5 | 2.0 | 1.5 | 1.4 | 2.1 | 4.0 | 1.5 | 1.5 |
| GAR | max gap | 1.9 | 2.4 | 2.2 | 1.6 | 2.5 | 4.8 | 1.9 | 2.2 |
|  | \# best sol | 0 | 0 | 1 | 0 | 2 | 0 | 2 | 6 |
|  | avg gap | 1.3 | 1.7 | 1.4 | 1.3 | 2.0 | 3.7 | 1.4 | 1.5 |
| GRAR | max gap | 1.7 | 2.1 | 2.2 | 1.5 | 2.4 | 4.2 | 1.8 | 2.2 |
|  | \# best sol | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 |
| RMJ 1 | avg gap | 2.9 | 5.0 | 2.0 | 3.9 | 6.3 | 9.9 | 4.2 | 4.6 |
|  | max gap | 4.9 | 6.9 | 2.8 | 5.7 | 6.8 | 11.9 | 5.7 | 6.2 |
|  | \# best sol | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | avg gap | 2.5 | 4.5 | 1.8 | 3.9 | 6.3 | 9.5 | 4.2 | 4.6 |
| RMJ 2 | max gap | 3.8 | 5.9 | 2.6 | 6.1 | 7.0 | 11.0 | 5.0 | 6.5 |
|  | \# best sol | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 8: Average and maximal relative gaps and number of best solutions found on the first instance set, $Z=[1,35]$ (runtime 30 minutes).

We observe that the MIP seems to be really hard. For the 2010 data, CPLEX finds one integer solution with better objective value than the start solution, and for 2011 no improving solution can be found at all. Confirming the results for the random instances, the greedy approaches perform very well in terms of finding high quality solutions quickly. The impacts, i.e. the annual capacity reductions due to maintenance, for the start solutions were 37.6 Mt (2010) and 32.5 Mt (2011). Table 12 shows the impact reductions achieved by the different algorithms. We note two features that seem to be different to the behaviour for the random instances.

1. Randomization does not always improve the greedy heuristics. Of course, looking at two instances is very limited evidence, but for the 2011 data the randomized variants give slightly worse results. GreedyAccResched gives the best result for this instance.
2. RandMultiJob keeps improving even after 2 hours, while the other local search strategies seem to get trapped in local optima comparatively early. Both $\sigma=1$ and 2 values give better results than any of the greedy heuristics or CPLEX for the 2010 instance,

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CPX | avg gap | 0.1 | 3.9 | 0.0 | 6.3 | 20.5 | 21.9 | 16.1 | 17.0 |
|  | max gap | 0.4 | 6.2 | 0.1 | 11.0 | 25.3 | 39.5 | 22.8 | 24.8 |
|  | \# best sol | 10 | 10 | 10 | 9 | 0 | 3 | 0 | 0 |
| GR | avg gap | 1.8 | 4.0 | 1.6 | 1.9 | 3.4 | 8.2 | 2.5 | 3.6 |
|  | max gap | 2.5 | 4.7 | 2.1 | 2.8 | 4.6 | 10.0 | 3.4 | 5.6 |
|  | \# best sol | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 2 |
|  | avg gap | 1.4 | 3.2 | 1.2 | 1.9 | 3.5 | 7.7 | 2.6 | 4.0 |
| GRR | max gap | 2.1 | 4.0 | 1.4 | 2.7 | 4.8 | 10.8 | 3.2 | 5.8 |
|  | \# best sol | 0 | 0 | 0 | 0 | 1 | 2 | 0 | 1 |
|  | avg gap | 1.4 | 3.4 | 1.2 | 1.8 | 2.9 | 7.7 | 1.4 | 1.3 |
| GAR | max gap | 2.3 | 4.5 | 1.4 | 2.5 | 3.5 | 9.1 | 1.8 | 1.9 |
|  | \# best sol | 0 | 0 | 0 | 0 | 7 | 3 | 4 | 4 |
| GRAR | avg gap | 1.3 | 3.0 | 1.2 | 1.8 | 2.8 | 7.7 | 1.4 | 1.4 |
|  | max gap | 2.3 | 3.9 | 1.4 | 2.4 | 3.5 | 9.4 | 1.8 | 1.9 |
|  | \# best sol | 0 | 0 | 0 | 1 | 1 | 2 | 6 | 3 |
| RMJ 1 | avg gap | 2.0 | 6.5 | 1.4 | 4.6 | 8.1 | 15.3 | 5.1 | 4.9 |
|  | max gap | 3.0 | 8.2 | 1.7 | 8.3 | 9.3 | 18.8 | 5.9 | 6.6 |
|  | \# best sol | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | avg gap | 1.9 | 6.5 | 1.4 | 4.7 | 8.2 | 15.5 | 5.0 | 5.0 |
| RMJ 2 | max gap | 2.8 | 8.2 | 1.7 | 8.7 | 10.0 | 18.4 | 5.9 | 6.6 |
|  | \# best sol | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 9: Average and maximal relative gaps and number of best solutions found on the second instance set, $Z=[25,35]$ (runtime 5 minutes).
with $\sigma=2$ giving the best result overall.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CPX | avg gap | 0.0 | 1.9 | 0.0 | 1.6 | 7.4 | 8.9 | 6.6 | 13.3 |
|  | max gap | 0.1 | 3.3 | 0.1 | 4.9 | 10.8 | 14.2 | 10.1 | 18.3 |
|  | \# best sol | 10 | 10 | 10 | 9 | 0 | 3 | 0 | 0 |
| GR | avg gap | 1.8 | 4.0 | 1.6 | 1.9 | 3.1 | 8.2 | 1.5 | 1.3 |
|  | max gap | 2.5 | 4.7 | 2.1 | 2.8 | 4.1 | 10.0 | 2.0 | 1.6 |
|  | \# best sol | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 2 |
|  | avg gap | 1.3 | 3.1 | 1.2 | 1.8 | 2.8 | 7.2 | 1.4 | 1.3 |
| GRR | max gap | 1.8 | 3.9 | 1.4 | 2.5 | 3.5 | 9.0 | 1.8 | 1.5 |
|  | \# best sol | 0 | 0 | 0 | 0 | 1 | 2 | 0 | 1 |
|  | avg gap | 1.4 | 3.4 | 1.2 | 1.8 | 2.9 | 7.7 | 1.4 | 1.3 |
| GAR | max gap | 2.3 | 4.5 | 1.4 | 2.5 | 3.5 | 9.1 | 1.7 | 1.9 |
|  | \# best sol | 0 | 0 | 0 | 0 | 7 | 3 | 4 | 4 |
| GRAR | avg gap | 1.3 | 3.0 | 1.2 | 1.7 | 2.8 | 7.3 | 1.4 | 1.3 |
|  | max gap | 1.8 | 3.8 | 1.4 | 2.3 | 3.5 | 8.5 | 1.8 | 1.9 |
|  | \# best sol | 0 | 0 | 0 | 1 | 1 | 2 | 6 | 3 |
| RMJ 1 | avg gap | 2.0 | 6.4 | 1.4 | 3.9 | 7.0 | 13.9 | 4.1 | 4.0 |
|  | max gap | 3.0 | 8.2 | 1.6 | 7.2 | 7.9 | 17.4 | 5.2 | 5.8 |
|  | \# best sol | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | avg gap | 1.9 | 6.2 | 1.3 | 3.8 | 7.1 | 14.1 | 4.2 | 4.0 |
| RMJ 2 | max gap | 2.8 | 8.2 | 1.7 | 7.0 | 8.2 | 17.1 | 4.9 | 5.7 |
|  | \# best sol | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 10: Average and maximal relative gaps and number of best solutions found on the second instance set, $Z=[25,35]$ (runtime 30 minutes).

|  | \# Rows | \# Columns | \# Nonzeros | \# Binaries | Root relaxation solution time (s) |
| :--- | :--- | :--- | :--- | :--- | :---: |
| 2010 | $2,741,944$ | $3,317,433$ | $13,500,830$ | $1,775,673$ | 3,823 |
| 2011 | $2,735,919$ | $3,310,352$ | $13,226,945$ | $1,768,592$ | 7,154 |

Table 11: Problem sizes for the instances derived from real world data.


Figure 10: The HVCC network. The circled parts of the network represent the flow of coal through terminal handling equipment. The rest represents the rail network, sourcing coal from 33 coal load points.


Figure 11: Progress for the 2010 data.


Figure 12: Progress for the 2011 data.


Figure 13: Progress for the 2010 data (selec ted algorithms).


Figure 14: Progress for the 2011 data (selected algorithms).

|  | 2010 |  |  | 2011 |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Impact (Mt) | Reduction (\%) | Gap (\%) |  | Impact (Mt) | Reduction (\%) | Gap (\%) |
| CPX | 28.9 | 22.9 | 7.8 |  | 32.5 | 0.0 | 13.4 |
| GR | 26.4 | 29.6 | 6.1 |  | 19.8 | 39.0 | 4.9 |
| GRR | 25.6 | 31.8 | 5.5 |  | 20.3 | 37.5 | 5.2 |
| GAR | 25.4 | 32.3 | 5.4 |  | 19.8 | 39.1 | 4.9 |
| GRAR | 25.0 | 33.4 | 5.1 |  | 19.9 | 38.7 | 4.9 |
| RMJ 1 | 24.8 | 33.9 | 4.9 |  | 20.5 | 36.8 | 5.4 |
| RMJ 2 | 24.6 | 34.6 | 4.8 |  | 20.4 | 37.3 | 5.3 |

Table 12: Impact reduction obtained by the different local search strategies. The column labeled "Gap" contains the relative gap to the best known upper bound from CPLEX.

## 5 Future directions

We want to point out three directions for further investigation, other than those already indicated in the paper.

1. A natural idea is to develop the local search towards a Greedy Randomized Adaptive Search Procedure (GRASP) [16]. That means, instead of using a fixed start solution, start solutions are constructed in a randomized greedy manner.
2. As the general problem is NP-hard, it is interesting to look for special cases (special in terms of the network structure and/or in terms of properties of the job list) that can be solved efficiently.
3. In the other direction, there might be generalizations of the problem that are worth studying, for instance allowing

- arbitrary subsets of $[T]$ as sets of possible start times (not only intervals $\left[r_{j}, d_{j}\right]$ ), and
- job processing to only reduce the arc capacity by some fraction, rather than taking it out completely.

The former arises in the Hunter Valley coal chain application in respect of rail track maintenance, where crews must work during daylight hours of the working week. The latter obviously arises in contexts such as highway maintenance, where lane closures and slow-downs come into effect.

These examples of possible future directions illustrate what an exciting new problem we believe maximum total flow with flexible arc outages to be, with great potential for both theoretical and practical development.
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# Mixed integer programming based maintenance scheduling for the Hunter Valley coal chain* 

Natashia Boland Thomas Kalinowski Hamish Waterer Lanbo Zheng


#### Abstract

We consider the scheduling of the annual maintenance for the Hunter Valley Coal Chain. The coal chain is a system comprising load points, railway track and different types of terminal equipment, interacting in a complex way. A variety of maintenance tasks have to be performed on all parts of the infrastructure on a regular basis in order to assure the operation of the system as a whole. The main objective in the planning of these maintenance jobs is to maximize the total annual throughput. Based on a network flow model of the system we propose a mixed integer programming formulation for this planning task. In order to deal with the resulting large scale model which cannot be solved directly by a general purpose solver, we propose two steps. The number of binary variables is reduced by choosing a representative subset of the variables of the original problem, and a rolling horizon approach enables the approximation of the long term (i.e. annual) problem by a sequence of shorter problems (for instance monthly).


Keywords. maintenance scheduling, coal supply chain, capacity alignment, network flow, mixed integer programming

## 1 Introduction

The Hunter Valley Coal Chain (HVCC) consists of mining companies, rail operators, rail track owners and terminal operators, together forming the world's largest coal export facility. In 2008, the throughput of the HVCC was about 92 million tonnes, or more than 10 per cent of the world's total trade in coal for that year. The coal export operation generates around $\$ 15$ billion in annual export income for Australia. As demand has increased significantly in recent years and is expected to increase further in the future, efficient supply chain management is crucial. Our industry partner, the Hunter Valley Coal Chain Coordinator Limited (HVCCC) was founded to enable integrated planning and coordination of the interests of all involved parties, so as to improve the efficiency of the system as a whole. More details on the HVCC can be found in (4].

In this paper we are concerned with the infrastructure that is necessary to bring the coal all the way from the mining areas in the Hunter Valley onto vessels transporting it to the final destination. The coal has to go by rail to one of the terminals in the port of Newcastle, where it is assembled and finally loaded onto a vessel. There is a natural subdivision of the chain into three parts.

[^4]1. The rail network between the load points at the mines and the terminals.
2. The inbound part of the terminals. The coal is unloaded from the trains at dump stations, transported to the stockyard via conveyor belts and stacked onto pads in the stockyard.
3. The outbound part of the terminals. The coal is reclaimed from the stockyard, and loaded onto the vessel at the berth.

We discuss the annual maintenance planning process carried out by the HVCCC. Supply chain components such as railway track sections and terminal equipment have to undergo regular preventive and corrective maintenance, causing a significant loss in system capacity (up to $15 \%$ ). The HVCCC had observed that careful scheduling of the maintenance jobs good alignment of them - could reduce the impact of maintenance on the network capacity, and establish a regular planning activity to carry it out, called "capacity alignment". Currently capacity alignment for the approximately 1,500 maintenance jobs planned each year is a labour-intensive, largely manual process, achieved by iterative negotiation between the HVCCC and the individual operators. The items whose maintenance is considered in the process come in three groups corresponding to the above partition of the coal chain:

1. railway track sections,
2. terminal inbound, in particular, dump stations and stackers, and
3. terminal outbound, in particular, reclaimers, ship loaders and berths.

The HVCCC currently uses an impact calculator written in a business rules management system to evaluate the quality of proposed maintenance schedules. This calculator is integral to the HVCCC Capacity Model, a software developed by the HVCCC. For a given set of maintenance activities, it determines three numbers: a rail track impact, a terminal inbound impact and a terminal outbound impact. The total system impact is taken to be the maximum of these three numbers. Summing over the time intervals of constant maintenance yields a single total impact for the full time horizon. In-depth analysis of rules for the terminal impacts and the HVCC coal handling system revealed that the rules can be well captured by solving maximum flow problems in certain networks. The arcs in these networks represent the different terminal machines, and a maintenance job simply means that the corresponding arc cannot carry any flow for the duration of the job. The railway track network is represented very coarsely in the HVCCC impact calculator. Basically, the impact of a track section outage is taken to be the sum of the expected demands (scaled to the duration of the outage) of the load points $L$ with the property that the outage prevents trains from going between $L$ and the terminals. This is motivated by the fact that, due to the tree structure of the rail network, there is a unique route from each load point to each terminal, and the terminals are very close to each other. This means that as long as the railway is not a bottleneck the sum of the affected load point demands corresponds indeed to the reduction of the system capacity. In the future, with increasing demands the rail network will become a bottleneck, so it is more accurate to model it also as a network,
the nodes representing junctions and the arcs representing track sections. The additional conceptual advantage of having network models for all parts of the system is that they can easily be connected to capture the interaction between different parts. In particular, the link between the inbound and the outbound part of the coal chain is an important feature of our proposed model that is missing in the current impact calculator. So the buffering function of the stockyard, where the coal typically stays for between three and ten days, can be taken into account. This has the potential to enable more efficient coordination of inbound and outbound outages.

The maintenance jobs are scheduled initially according to standard equipment requirements, which typically dictate particular types of maintenance jobs to be performed at particular time points. Initial schedules are produced by the providers (track owners and terminal operators) more or less independently of each other. Based on this an iterative process begins, in which the coordinator evaluates the schedule, works out options for modifications that can release capacity, and negotiates these proposed changes with the providers. The purpose of our model is to support this process by providing an efficient way to explore and evaluate a variety of different rescheduling options.

Our paper is organized as follows. After a brief review of the relevant literature in Section 2. Section 3 contains a precise definition of the considered maintenance scheduling problem. This includes the underlying network model, the form of the given initial maintenance schedule, and the rescheduling rules that have to be followed by the optimizer. In Section 4, a mixed integer programming (MIP) formulation is given, and Section 5 contains two heuristic reduction steps necessary in order to make the problem computationally tractable. Computational results for two different real world data sets are presented in Section 6, and the final Section 7 contains concluding remarks and some directions for further investigation.

## 2 Literature Review

Maintenance in general is an essential activity of many production and transportations systems, and in many cases accounts for a significant part of the cost of the operation. Maintenance is usually categorized as either preventive or corrective. The former is a regular, planned activity, whereas the latter is carried out in response to a failure or breakdown. A third category, known as predictive maintenance, concerns the use of measurement to predict and diagnose equipment condition. We refer the reader to Sharma et al. [13] for an overview of maintenance activities and their optimization. In this work we are concerned with planning preventive maintenance activities.

Much of the literature on preventive maintenance concerns identification of maintenance policies: how often to perform each type of maintenance, or under what conditions. In addition to the review of Sharma et al. [13], we refer the reader to the review of Budai et al. [6], which recognizes the significant advantages that can be realized in taking into account the impact on production when planning maintenance. This paper categorizes approaches as either taking into account the production impact of maintenance in maintenance planning, taking into account resource implications (e.g. manpower) in maintenance scheduling, and
production planning subject to maintenance requirements. Three streams of research are identified: those focused on costing maintenance activity, those investigating the impact of carrying out maintenance at opportune moments (when a breakdown or other interruption has occurred), and those which schedule maintenance in line with production. The HVCCC process has elements of the first and third: (1) the "cost" of a maintenance plan is assessed in terms of its impact on throughput, and is used to compare alternative plans; and (2) by seeking to re-time maintenance (align it, discussed further in the next paragraph), the HVCCC is seeking to schedule maintenance in line with production.

In our work, the preventive maintenance policy is already set, which yields initial schedules for all components of the system. Rail and terminal equipment have initial maintenance schedules largely directed by their corresponding maintenance policy. However the maintenance policies do not determine the times for individual maintenance events exactly. There is some flexibility which can be exploited to re-time certain jobs, or align them, so as to reduce the impact of the maintenance on the system capacity. Most of the literature that considers scheduling maintenance in line with production addresses maintenance policy setting. Exceptions occur in power generation, when maintenance outages must be scheduled, for example, as in [8, 9]. These are primarily concerned with minimizing the overall cost of maintenance and generation, while ensuring generation is sufficient to meet demand; in our context, by contrast, the cost of maintenance activities is fixed, and we want to maximize system capacity. Other exceptions can be found in the transport sector, for example, buses or airlines. These usually focus on the resource implications of maintenance, as in 10 and $[11$, or on how to cover the scheduled transport operations while still meeting maintenance requirements, as in [1]. The focus is on scheduling maintenance for the transport equipment, as opposed to the infrastructure over which it moves; the latter is closer to our case of interest.

Rail track and road maintenance does address transport infrastructure, and a number of interesting studies are available, particularly for rail maintenance, see, for example, [5]. In these cases, the focus is on minimizing the disruption to scheduled activities, not on maximizing the number of trains that could be pushed through the system; the latter would be closer to the situation of interest to us. However there are still some relevant papers: we discuss the most closely relevant and recent one, that of Budai et al. [7], in some detail further below.

In production systems, which perhaps more closely resemble the HVCCC situation, multi-component system maintenance would appear to be relevant, since it is the interaction of subsystems and their maintenance schedules that produces the benefit of alignment. Multi-component maintenance models are defined to be those in which a system consists of multiple units (equipment or machines) that may depend on each other economically, stochastically or structurally (see [12] and references therein). Economic dependence is focussed on the direct cost of the maintenance activity, and whether or not carry out maintenance on multiple units simultaneously can decrease costs, e.g. via economies of scale, or increase them, e.g. via the need to employ extra resources. Stochastic dependence concerns the failure probabilities and whether or not these are related across units. Structural dependence applies, for example, when the part needing maintenance is inside or connected to other components, so in order to have maintenance on one component, others may also
need maintenance, or at the least dismantling. Clearly these latter two types are not relevant to the HVCCC situation: here the failure probabilities are already accounted for in the preventive maintenance policies, which are set, and any structural connection between maintenance tasks simply implies a constraint, indicating that some maintenance tasks must be scheduled together. Neither of these addresses the primary mechanism of interest: that the alignment of maintenance tasks (by re-timing) can release capacity in the system. Clearly economic benefit is realized by releasing capacity, thus we would hope that work categorized under economic dependence would address the HVCCC context. However that does not seem to be the case, and all work highlighting the economic benefits of maintenance scheduling in multi-component systems focusses on the direct costs of the maintenance activities themselves, not on the consequent production benefits. We thus believe that a third type of economic dependence warrants attention, and that is when scheduling maintenance tasks either together or apart affects the production capacity, and hence realizable revenue, of the system.

The only work we are aware of which articulates the benefits of alignment as identified in our context is that of [7] on preventive scheduling of railway track maintenance. As in our context, maintenance is planned over a finite time horizon. They consider maintenance of two types: routine work and projects. The former are cyclic, with given period, and so are not similar to the situation we consider. The projects are similar: input data is a list of maintenance projects, and for each, its duration, together with its earliest and latest start time. However these are relatively infrequent (for each type, performed once every 6 months to a year), and a major part of the contribution of their paper is to explore the interaction between projects and routine work, which is an interesting challenge. Their objective is to minimize the combination of track possession costs, which reflect the train schedule disruption, and the direct costs of the maintenance activities. In our setting, the latter are irrelevant, but the former could be viewed as a proxy for track capacity. They recognize that by clustering jobs at the same time, the track possession cost may be minimized: this corresponds to one type of alignment in our context. Since their model focusses on a single link in the network, the other type is not noticed. They develop an integer programming model, and for the scale of problem they consider ( 15 types of maintenance over a $3-4$ year horizon), the solution times are too long, indeed for their randomly generated problems over 2 -year horizons, less than $30 \%$ of instances are solved within three hours. Thus they consider a restricted integer program, and four heuristics, to get good quality solutions in reasonable time.

In this paper, we do not have cyclic maintenance tasks, but we do consider simultaneous scheduling over the whole system, not a single link. Most significantly, the cost of the schedule is not a simple linear function such as the track possession cost. Instead, because of the system-wide effects, and the interdependence of subsystems in achieving system capacity, we require solution of an optimization model to determine the impact of a combination of maintenance tasks at scheduled times. Also important is the treatment of time. Budai et al. 77 are able to use a fairly coarse time discretization (weeks), needing only the order of 100 periods in their model. In our context, maintenance tasks have start time specified to the nearest 15 minutes in some cases, (to the nearest hour in others), and are of the order of hours to days in duration. Thus we need to address the challenge of how to handle time
without leading to an extremely large number of variables.
A simplified version of the problem considered in the present work has been introduced in a more abstract setting in [3]. That paper omits some of the complicating constraints specific to the coal chain maintenance scheduling to arrive at a problem that might be applied in different network related contexts. Even more simplified special cases (unit processing time jobs with arbitrary start times) are studied from a computational complexity viewpoint in [2]. In contrast, the present work focuses on modelling the actual problem of the planners at HVCCC as closely as possible, and proposes solutions of immediate practical relevance.

To conclude, we believe our paper makes a quite unique contribution to the maintenance optimization literature. It considers a multi-component system, where maintenance activities on the components can be scheduled so as to produce economic benefit of a new type, not previously considered. It exploits a relationship between production and maintenance in what appears to be a new way. There does not seem to be any prior work that considers scheduling maintenance activities so as to maximize the production capacity of the system, unless one interprets minimizing track possession costs in rail track maintenance in that light, and in that case we see our paper makes further significant new contributions. In particular, maintenance is scheduled system-wide and the objective is a complex function of the interaction of the system as a whole, not a simple linear function. Furthermore, we provide insights and ideas for handling scheduling problems of this type when maintenance tasks are of widely varying durations, and their start times are fine-grained relative to the planning time horizon.

We expect the models and methods presented here to have broader applicability beyond the HVCC: they could be applied in any setting in which production is reasonably modelled as a flow in a network, throughput (total production rate) is the key objective to be maximized, and regular maintenance needs to be scheduled on network components. Most mining supply chains, whether for coal, iron ore, or other minerals, well fit this description. Applications to other bulk goods supply chains, such as for fertilizer or wheat, are also likely to be possible.

## 3 Problem description

In this section we set the scene. The first subsection contains details on the underlying network while the second subsection introduces the actual scheduling problem.

### 3.1 The network model

The network representing the HVCC consists of subnetworks for railway track and for terminals.

1. The railway track network has nodes for load points and for junctions, and the arcs represent rail track sections.
2. There are two terminal networks whose arcs correspond to terminal equipment.

The full network is shown in Figure 1. The ellipses indicate the terminals and the part


Figure 1: The HVCC network. The terminal subnetworks are indicated by ellipses. For the rail network, rectangular nodes represent junctions while load points correspond to circle nodes.
outside of them is the rail network, where square nodes represent junctions while circle nodes are load points. The load point nodes are included in Figure 1 just for illustration. In the actual model they are identified to form a single source node, and for every load point there is a corresponding arc linking the source to the respective junction. The capacities of these load point arcs are the demand forecasts, which may vary over the time horizon. Arcs between junctions have capacities determined by the number of trains that can pass the corresponding piece of track per day.

For the terminal modelling we focus on Terminals 1 and 2, as Terminal 3 was commissioned only recently, and we did not implement a more detailed model yet. Both of the first two terminals have a column of four larger nodes in the middle, representing the pads on the stockyard where coal can be stored. In fact, real world operation can be reflected quite accurately by requiring that the coal has to stay on the pad for a certain time. This dwelling time is restricted to be between two parameters $D_{1}$ and $D_{2}$ which might be taken to be three and ten days to capture what typically happens in practice. The inbound and the outbound part of the terminals are to the left and to the right of the pad nodes, respectively. Labeled arcs represent terminal machines where the labels "D", "S", "R", "SL" and "B" stand for dump station, stacker, reclaimer, ship loader and berth, respectively. Note that in the Terminal 1 network there are arcs labeled D2 and D2', both corresponding to the same dump station, and similarly for dump station 3 and stackers 3 to 6 . This is necessary to capture the following aspect of the operational practice at the terminal. The six stackers are grouped into four stacker streams: $\{1,2\},\{3\},\{4\}$ and $\{5,6\}$. A stream is available if at least one of its stackers is available. The inbound capacity is determined by the following
rules, where $c_{1}=85, c_{2}=17.5$ and $c_{3}=15$ are capacity parameters.

1. Every dump station can be combined with every stacker stream.
2. The basic capacity of a (dump station, stacker stream)-pair is $c_{1}$.
3. Every combination of dump station 2 or 3 with a stacker stream different from $\{1,2\}$ (high-throughput pair) releases an additional capacity of $c_{2}$.
4. If the number of available dump stations is greater than or equal to the number of available stacker streams, and exactly one of the stackers 1 and 2 is available, there is a reduction of $c_{3}$ due to inefficiency.

For the given values of the capacity parameters, the inbound capacity of Terminal 1 can be characterized more formally as follows. For $i \in\{1,2,3\}$ and $j \in\{1,2, \ldots, 6\}$, let $a_{i}$ and $b_{j}$ indicate the availability of dump station $i$ and stacker $j$, respectively, i.e.

$$
\begin{aligned}
& a_{i}= \begin{cases}1 & \text { if dump station } i \text { is available }, \\
0 & \text { otherwise },\end{cases} \\
& b_{j}= \begin{cases}1 & \text { if stacker } j \text { is available }, \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Then the inbound capacity equals the optimal value of the integer program (1)-10).

$$
\begin{align*}
& \max \quad c_{1} y_{1}+c_{2} y_{2}-c_{3} y_{3}  \tag{1}\\
& \text { s.t. } \quad x_{12} \leqslant b_{1}+b_{2},  \tag{2}\\
& x_{56} \leqslant b_{5}+b_{6},  \tag{3}\\
& y_{1} \leqslant a_{1}+a_{2}+a_{3},  \tag{4}\\
& y_{1} \leqslant x_{12}+b_{3}+b_{4}+x_{56},  \tag{5}\\
& y_{2} \leqslant a_{2}+a_{3},  \tag{6}\\
& y_{2} \leqslant b_{3}+b_{4}+x_{56},  \tag{7}\\
& 3 y_{3} \geqslant\left(a_{1}+a_{2}+a_{3}\right)-y_{1}+2 x_{12}-\left(b_{1}+b_{2}\right),  \tag{8}\\
& x_{12}, x_{56}, y_{3} \in\{0,1\},  \tag{9}\\
& y_{1} \in\{0,1,2,3\}, y_{2} \in\{0,1,2\} . \tag{10}
\end{align*}
$$

By (2) and (3), $x_{12}$ and $x_{56}$ are the indicator variables for the availability of the streams $\{1,2\}$ and $\{5,6\}$, respectively. Constraints (4) and (5) make $y_{1}$ a bound for the number of available (dump station, stacker)-pairs, and similarly, $y_{2}$ bounds the number of available high-throughput pairs by (6) and (7). Finally, (8) ensures that $y_{3}=1$ if and only if the inefficiency condition holds, because in this case

$$
2 \geqslant\left(a_{1}+a_{2}+a_{3}\right)-y_{1} \geqslant 0 \quad \text { and } \quad 2 x_{12}-\left(b_{1}+b_{2}\right)=1 .
$$

In order for this characterization to be valid (i.e. the equivalence between the four inbound capacity rules and the integer program (1)-(10)), certain assumptions on the parameters
$c_{1}, c_{2}$ and $c_{3}$ are necessary. For instance, if $c_{3}$ were larger than $c_{1}$, the availability of stacker 1 does not enforce $x_{12}=1$ : In the situation

$$
a_{1}=a_{2}=a_{3}=b_{1}=b_{3}=b_{4}=1, b_{2}=b_{5}=b_{6}=0,
$$

the optimal solution of (11)-(10) is

$$
x_{12}=x_{56}=y_{3}=0, \quad y_{1}=y_{2}=2
$$

with objective value $2\left(c_{1}+c_{2}\right)$, while the capacity determined according to the rules is $3 c_{1}+2 c_{2}-c_{3}$ : There are three (dump station, stacker stream)-pairs available, two of them high-throughput, but one of them inefficient.

We conclude, that the operational terminal logic is captured by the following capacities on the inbound arcs in the network for Terminal 1:

- capacity 85 for arcs D1, D2, D3, S3, S4, S5, S6,
- capacity 70 for arcs S1 and S2, and
- capacity 17.5 for arcs $\mathrm{D}^{\prime}, \mathrm{D} 3^{\prime}, \mathrm{S} 3^{\prime}, \mathrm{S} 4^{\prime}, \mathrm{S} 5^{\prime}, \mathrm{S} 6^{\prime}$.

Using these types of considerations, where the one explained in detail is by far the most involved, the full terminal network structure including capacities can be derived.

### 3.2 Maintenance scheduling

The initial schedules from the track owners and the terminal operators are given as a list of maintenance jobs. Every entry of this list consists of the name of the asset to be maintained, the start and the end time of the maintenance activity, and possibly an additional entry indicating the type of work to be done. At the terminals an outage simply makes the corresponding arcs unavailable for the job's duration. In most cases that means the deletion of a single arc, but in some cases for Terminal 1 two arcs may be affected as described in the previous subsection. For the rail network a single asset can be associated with a sequence of arcs in the network, and the effect of the outage on the capacity can be specified for each of the affected arcs separately. For instance, if there is double track available an outage might reduce the capacity to $50 \%$, while on a single track it is reduced to zero. There are also certain track inspection jobs that do not block the track completely for their whole duration, but still cause delays. The effect of these jobs is taken into account by small capacity reductions: the exact value of this reduction is given as input data based on the practical experience of maintenance planners at HVCCC and lies typically between $10 \%$ and $20 \%$.

For a fixed schedule, we can collect the start and end times of the jobs and order the list of all these times. This defines a partition of the time horizon into intervals of constant maintenance activity. We call this partition the time slicing associated with the schedule, and the intervals time slices. In order to measure the quality of the schedule we construct a time expanded network containing one copy of the basic network per time slice. Flows in this
network represent total tonnes of coal transported during the time slice. The network copies for consecutive time slices are connected via arcs linking the corresponding copies of pad nodes. Flows on these linking arcs represent coal present on the pads at the transition time between the time slices. The arc capacities in a time slice are taken to be the capacities of the basic network - which express upper bounds on the rate of flow in each arc - discounted by the capacity reduction factor for any maintenance job occurring on the arc during the time slice, and multiplied by the length of the time slice. The results are upper bounds on the amount of coal that can move along each arc during the time slice. We solve a max flow problem in this expanded network, the value of which is interpreted as a measure for the total system capacity. We take this as our primary optimization objective. In fact, it is more complicated than a pure max flow problem, as there are side constraints from the requirement that the coal stays on the ground for some time.

In discussions with the maintenance planners, it emerged that they would be prepared to move the jobs, usually for intervals of plus or minus 7 days. We initially expected there would be some inter-maintenance constraints, for example, that a type of job carried out at 4 -weekly intervals could not be carried out more than 5 weeks apart. But the maintenance planners were not concerned about this issue, and preferred the simple assumption that jobs could not deviate more than some fixed number of days around their initial scheduled time. The arising optimization problem is to take an input schedule and modify it according to certain rules such that the total system capacity is maximized. The scheduling rules can be summarized as follows.

1. No job can be moved by more than 7 days.
2. Major track outages (rail outages with a duration of more than 24 hours) must not be moved.
3. The track inspection jobs and jobs with certain specific work type tags must not be moved.
4. Rail jobs initially scheduled on a weekday (Monday to Friday) have to stay on a weekday.
5. Rail jobs initially scheduled between 7:00am and $4: 30 \mathrm{pm}$ have to stay in this time window.
6. Jobs on the same item that do not overlap in the initial schedule are not allowed to overlap in the optimized schedule.
7. Some jobs on stackers and reclaimers have an associated so-called washdown job which immediately precedes them. These job pairs can only be moved together.

Our primary objective is to maximize the throughput, but from a practical point of view it is also desirable not to deviate too much from the initial input schedule, as this was the result of independent decision processes of the providers. So the final goal should be to treat the maintenance scheduling in a bi-objective framework with the objectives total throughput and (weighted) number of job movements. As a first step in that direction we
propose a lexicographic optimization: in a two-phase approach we first maximize the total throughput and then minimize the number of moved jobs subject to a lower bound on the throughput.

## 4 A mixed integer programming formulation

In this section we present a MIP formulation of the maintenance scheduling problem described in Section 3. Let $\left(N, A, s, s^{\prime}, u\right)$ denote the network with node set $N$, arc set $A$, source $s$ and $\operatorname{sink} s^{\prime}$, and capacities $u_{a} \in \mathbb{R}_{+}$for $a \in A$. We denote the set of incoming and outgoing arcs of a node $v \in V$ by $\delta^{-}(v)$ and $\delta^{+}(v)$, respectively. Recall that the source $s$ replaces the load point nodes in Figure 1. In addition, let $N_{P} \subseteq N$ denote the set of nodes corresponding to the pads on the terminal stockyards. They are special in that they allow the storage of flow, and each of them has associated upper and lower capacities $u_{v}^{\text {lower }}$ and $u_{v}^{\text {upper }}$, representing the acceptable variation of the amount of coal on the pad. We represent the considered time horizon by a real interval $[0, T]$ where time is measured in days, so for the complete annual problem, $T=365$. A maintenance job $j$ is specified by

- its arc set $A_{j} \subseteq A$ with associated capacity reduction factors $\rho_{j a} \in[0,1]$ for $a \in$ $A_{j}$, meaning that during the processing of job $j$ the capacity of arc $a$ is reduced to $\left(1-\rho_{j a}\right) u_{a}$,
- a processing time $p_{j} \in \mathbb{R}_{+}$,
- a finite set of possible start times $\mathcal{S}_{j} \subseteq[0, T]$, and
- an initial start time $S_{j}^{0} \in \mathcal{S}_{j}$.

Note that the first five scheduling rules listed in Section 3.2 will not appear as constraints in the MIP as they can be enforced by simply restricting the sets $\mathcal{S}_{j}$ appropriately. Scheduling a job to start at time $S_{j} \in \mathcal{S}_{j}$ reduces the capacity of arcs $a \in A_{j}$ in the time interval [ $S_{j}, S_{j}+p_{j}$ ]. We have to schedule a set $J$ of maintenance jobs in such a way that the total throughput over the interval $[0, T]$ is maximized. We denote the set of job pairs that are not allowed to overlap due to rule 5 by $R \subseteq\binom{J}{2}$, and we call a maximal clique $\mathcal{C}$ in the graph with vertex set $J$ and edge set $R$ a conflict clique. Then the scheduling rule just says that for any conflict clique $\mathcal{C}$, at any point of time at most one of the jobs in $\mathcal{C}$ can be processed.

In order to formulate the MIP, we need some more notation. Let $\mathcal{T}=\left\{0=t_{0}<t_{1}<\right.$ $\left.\cdots<t_{M}=T\right\}$ be the set of all times relevant for the problem, i.e.

$$
\mathcal{T}=([0, T] \cap \mathbb{Z}) \cup \bigcup_{j \in J} \bigcup_{a \in A_{j}} \mathcal{S}_{j} \cup\left(\mathcal{S}_{j}+p_{j}\right) .
$$

Note that this implicitly defines $M$, the number of possible time slices that could occur in the resulting maintenance schedule. We require $\mathcal{T}$ to contain all integers in the time horizon in order to control the daily balances of in- and outflow at the stockyard. As for a fixed schedule, this is a time slicing. In fact, it is a refinement of the time slicing associated with the initial schedule (assuming that the initial start time of job $j$ is contained in $\mathcal{S}_{j}$ for every job $j$ ). Now we can define the variables of the model.

- For $a \in A$ and $i \in[M], x_{a i} \in \mathbb{R}_{+}$is the flow on arc $a$ in the $i$-th time slice $\left[t_{i-1}, t_{i}\right]$.
- For $v \in N_{P}$ and $i \in[0, M], x_{v i} \in \mathbb{R}_{+}$is the pad level at time $t_{i}$.
- For $v \in N_{P}$ and $d, d^{\prime} \in[T]$ with $d^{\prime}-d \in\left\{D_{1}, D_{1}+1, \ldots, D_{2}\right\}(\bmod T), X_{v}^{d d^{\prime}} \in \mathbb{R}_{+}$is the amount of flow entering node $v$ on day $d$ and leaving on day $d^{\prime}$.
- For $j \in J$ and $t \in \mathcal{S}_{j}, y_{j t}$ is the indicator variable for job $j$ starting at time $t$, i.e.

$$
y_{j t}= \begin{cases}1 & \text { job } j \text { starts at time } t \\ 0 & \text { otherwise }\end{cases}
$$

- For $a \in A, i \in[M]$ and impact factor $\gamma$, the variable $w_{a \gamma}^{i} \in\{0,1\}$ indicates if in time slice $i$ arc $a$ is affected by a job with impact $\gamma$, i.e.

$$
w_{a \gamma}^{i} \in\{0,1\}= \begin{cases}0 & \text { if arc } a \text { between } t_{i-1} \text { and } t_{i} \text { is affected } \\ \text { by a job with reduction factor } \gamma \\ 1 & \text { otherwise }\end{cases}
$$

In order to formulate the constraints it is convenient to denote the set of relevant jobs for an $\operatorname{arc} a \in A$ by $J_{a}$, i.e. $J_{a}=\left\{j \in J: a \in A_{j}\right\}$, and the set of possible capacity discount (impact) factors by $\Pi_{a}=\left\{\rho_{j a}: j \in J_{a}\right\}$. We can now write down a MIP for the maintenance scheduling problem. At first, our objective is to maximize the total flow

$$
\begin{equation*}
\max z=\sum_{i=1}^{M} \sum_{a \in \delta^{+}(s)} x_{a i} \tag{11}
\end{equation*}
$$

subject to the following constraints.
Flow conservation constraints. Except at source and sink and at the pad nodes, where flow between time slices is possible, we have flow conservation per time slice. For every node $v \in N \backslash\left(N_{P} \cup\left\{s, s^{\prime}\right\}\right)$ and every $i \in[M]$, we have

$$
\begin{equation*}
\sum_{a \in \delta^{-}(v)} x_{a i}-\sum_{a \in \delta^{+}(v)} x_{a i}=0, \tag{12}
\end{equation*}
$$

and for $v \in N_{P}, i \in[M]$

$$
\begin{equation*}
\left(\sum_{a \in \delta^{-}(v)} x_{a i}-\sum_{a \in \delta^{+}(v)} x_{a i}\right)=x_{v i}-x_{v, i-1} . \tag{13}
\end{equation*}
$$

We also include periodic boundary conditions

$$
\begin{equation*}
x_{v M}=x_{v 0} \quad\left(v \in N_{P}\right) \tag{14}
\end{equation*}
$$

in this group of constraints.

Capacity constraints. There are arc capacities

$$
\begin{align*}
x_{a i} & \leqslant u_{a}\left(t_{i}-t_{i-1}\right)\left(1-\gamma\left(1-w_{a \gamma}^{i}\right)\right) \\
& =u_{a}\left(t_{i}-t_{i-1}\right)(1-\gamma)+u_{a}\left(t_{i}-t_{i-1}\right) \gamma w_{a \gamma}^{i} \tag{15}
\end{align*}
$$

for all $a \in A, i \in[M]$ and impact factors $\gamma \in \Pi_{a}$. Note that this constraint and the use of the $w$ variables exposes the fixed charge network flow structure in the problem. The job start indicator variables are linked to the impact indicators via constraints

$$
\begin{equation*}
w_{a \gamma}^{i} \leqslant 1-\sum_{t \in \mathcal{S}_{j}: t_{i}-p_{j} \leqslant t \leqslant t_{i-1}} y_{j t} \tag{16}
\end{equation*}
$$

for all arcs $a \in A$, all impact factors $\gamma \in \Pi_{a}$, all time slice indices $i \in[M]$ and all jobs $j \in J$ with $\rho_{j a}=\gamma$. In addition, we have node capacities

$$
\begin{equation*}
u_{v}^{\text {lower }} \leqslant x_{v i} \leqslant u_{v}^{\text {upper }} \tag{17}
\end{equation*}
$$

for all $v \in N_{P}$ and $i \in[M]$. Note that these are the only lower bounds on flow in the model, so a flow of zero on all arcs, and a flow which is between these bounds and identical for all variables linking a storage node across time slices, provides a feasible solution.

Scheduling constraints. Every job has to be scheduled exactly once, and the processing periods of incompatible jobs must not overlap.

$$
\begin{align*}
\sum_{t \in \mathcal{S}_{j}} y_{j t}=1 & (j \in J),  \tag{18}\\
\sum_{j \in \mathcal{C}} \sum_{\substack{t \in \mathcal{S}_{j} \\
t<t_{i} \leqslant t+p_{j}}} y_{j t} \leqslant 1 & (i \in[M], \mathcal{C} \text { conflict clique }), \tag{19}
\end{align*}
$$

Dwell time constraints. The values of the flow variables $x_{a i}$ determine the total daily in- and outflows at the pad nodes. Now the inflow of day $d$ has to leave between day $d+D_{1}$ and day $d+D_{2}$. This is enforced by the nonnegativity of the variables $X_{v}^{d d^{\prime}}$ and the constraints

$$
\begin{align*}
\sum_{d^{\prime}=d+D_{1}}^{d+D_{2}} X_{v}^{d d^{\prime}} & =\sum_{i:\left\lceil t_{i}\right\rceil=d} \sum_{a \in \delta^{-}(v)} x_{a i},  \tag{20}\\
\sum_{d^{\prime}=d-D_{2}}^{d-D_{1}} X_{v}^{d^{\prime} d} & =\sum_{i:\left\lceil t_{i}\right\rceil=d} \sum_{a \in \delta^{+}(v)} x_{a i} \tag{21}
\end{align*}
$$

for $v \in N_{P}$ and $d \in\{1,2, \ldots, T\}$.

Variable domains. The flow variables are nonnegative reals and the job start indicators are binary.

$$
\begin{align*}
x_{a i}, x_{v i}, X_{v}^{d d^{\prime}} \geqslant 0 & \left(a \in A, v \in N_{P}, i \in[M],\right. \\
& \left.d, d^{\prime} \in[T]\right),  \tag{22}\\
y_{j t} \in\{0,1\} & \left(j \in J, t \in \mathcal{S}_{j}\right),  \tag{23}\\
w_{a \gamma}^{i} \in\{0,1\} & \left(a \in A, i \in[M], \gamma \in \Pi_{a}\right) . \tag{24}
\end{align*}
$$

In a second phase we change the objective function to maximize the number of jobs starting at their initially scheduled start time $S_{j}^{0}$ :

$$
\begin{equation*}
\max \sum_{j \in J} y_{j S_{j}^{0}} \tag{25}
\end{equation*}
$$

and we add a lower bound for the total throughput, i.e. a constraint of the form

$$
\begin{equation*}
\sum_{i=1}^{M} \sum_{a \in \delta^{+}(s)} x_{a i} \geqslant B \tag{26}
\end{equation*}
$$

where the bound $B$ is a function of the best objective value obtained in the first phase. For our computational experiments we just multiplied the maximal throughput by 0.999 .

## 5 Solution strategies

In Section 4 we formulated a large scale MIP for the maintenance scheduling of the HVCC. In this section we present some strategies for coping with this large problem. We focus on Phase 1 of the lexicographic optimization, i.e. on the maximization of the total throughput, as this is the primary objective in practice. For the annual planning more than 2,000 jobs have to be scheduled. After some preprocessing taking into account the rules described in Section 3.2 (fixed jobs, washdowns, etc.) there are still about 1,000 jobs contributing binary variables $y_{j t}$. In practice, jobs are scheduled by the half-hour or on even finer time scales. If this is accurately modelled, allowing every half-hour in the time window as a potential start time, a job without additional daylight or weekday constraints has about $14 \cdot 48=672$ potential start times, corresponding to binary variables. In Subsection 5.1 we describe a heuristic method to choose a representative subset of the start times. Even with these reduced candidate start time sets initial computational test reveal that the problem for the complete annual time horizon cannot be solved by simple application of a commercial MIP solver (in our case CPLEX 12.3). On the other hand, we obtain promising results if the problem is restricted to a shorter time horizon. This motivates a rolling horizon approach to the full problem as is described in Subsection 5.2.

### 5.1 Reducing the number of potential start times

Intuitively, focussing on two jobs $j$ and $j^{\prime}$, it seems one would always try to minimize their overlap or to maximize their overlap. Consider for example the three arcs in Figure 2, If $j$


Figure 2: Three arcs from a network. Capacities are indicated by arc labels.
and $j^{\prime}$ operate on arcs $(1,3)$ and $(3,4)$, respectively, they should be scheduled to overlap as much as possible, while jobs on arcs $(1,3)$ and $(2,3)$ should be separated. To give a more specific example, suppose the processing times are $p_{j}=2$ and $p_{j^{\prime}}=3$ and the candidate start time sets are $\mathcal{S}_{j}=\{1,2\}$ and $\mathcal{S}_{j^{\prime}}=\{2,3\}$.

1. If the arcs for $j$ and $j^{\prime}$ are $(1,3)$ and $(3,4)$ it is a good idea (at least locally) to schedule both jobs to start at time $S_{j}=S_{j^{\prime}}=2$, giving a total capacity of $2 \cdot 12+3 \cdot 0+12=36$ over the time interval $[0,6]$.
2. If the arcs for $j$ and $j^{\prime}$ are $(1,3)$ and $(2,3)$ the local analysis suggests to schedule the jobs to start at times $S_{j}=1$ and $S_{j^{\prime}}=3$ with a total capacity of $1 \cdot 12+2 \cdot 9+3 \cdot 7=51$ over the time interval $[0,6]$.

Of course the situation becomes more complicated with more jobs involved. But still, the intuition is that there should be an optimal schedule with the property that every job $j$ starts at its earliest or at its latest possible start time, or its start or completion time coincides with the start or completion time of some other job $j^{\prime}$. For networks without storage at nodes, this intuition can be converted into a rigorous argument, which is the subject of ongoing research. For the present work we adopt a more pragmatic viewpoint and generate candidate start time sets $\mathcal{S}_{j}$ by a heuristic based on the described intuition. Let $J_{0} \subseteq J$ be the set of jobs that are not fixed by a scheduling rule. For $j \in J_{0}$, we initialize $\mathcal{S}_{j}$ with the initial start time $S_{j}^{0}$ and the earliest and latest possible start times, i.e. $S_{j}^{0} \pm 7$. For $j \in J \backslash J_{0}$, clearly $\mathcal{S}_{j}=\left\{S_{j}^{0}\right\}$. Then we iteratively add candidate start times to the sets $\mathcal{S}_{j}$ that could potentially align job $j$ with the start or end of some job $j^{\prime}$. In order to keep the sets $\mathcal{S}_{j}$ reasonably small we ensure that every job gets at most 2 candidate start times per day. The details of this procedure are given in Algorithm 1 .

### 5.2 A rolling horizon approach

Computational tests revealed that even after the reduction of the number of binary variables the complete annual problem is very hard. As the performance on restrictions of the problem to shorter time horizons is better, the iterative solution of smaller subproblems is a natural approach to solving the problem, which is also supported by the intuition that rescheduling of a job should have mainly local effects: the system's performance in September should be largely independent of rescheduling of jobs in March. This suggests the following approach. Fix the binary start indicator variables for all jobs outside a time window $\left[t, t^{\prime}\right]$ and fix all

```
Algorithm 1 Generating start time sets.
for \(j \in J_{0}\) do \(\mathcal{S}_{j} \leftarrow\left\{S_{j}^{0}, S_{j}^{0}-7, S_{j}^{0}+7\right\}\)
\(\mathcal{S} \leftarrow \bigcup_{j \in J} \mathcal{S}_{j} \times\{j\}\)
while not STOP do
    for \(j \in J_{0}\) do
        for \(\left(t, j^{\prime}\right) \in \mathcal{S}\) with \(j^{\prime} \neq j\) do
            for \(t^{\prime} \in\left\{t, t+p_{j^{\prime}}, t-p_{j}, t+p_{j^{\prime}}-p_{j}\right\}\) do
            if \(t^{\prime}\) is a feasible start time for job \(j\) and \(\left|\mathcal{S}_{j} \cap\left[\left\lfloor t^{\prime}\right\rfloor,\left\lfloor t^{\prime}+1\right\rfloor\right]\right|<2\) then
                    Add \(t^{\prime}\) to \(\mathcal{S}_{j}\) and \(\left(t^{\prime}, j\right)\) to \(\mathcal{S}\)
    if none of the sets \(\mathcal{S}_{j}\) changed then STOP
```

flow variables outside a slightly larger time window $[t-\delta, t+\delta]$, solve the resulting MIP, shift the time windows by some value $\sigma$,and iterate. The whole procedure is described more precisely in Algorithm 2 .

```
Algorithm 2 The rolling horizon algorithm.
Parameters: \(w\) - inner time window width
    \(\delta\) - margin between inner and outer time window
    \(\sigma\) - time window shift
Initialize the MIP \(11-24\)
for \(j \in J\) do
    for \(t \in \mathcal{S}_{j}\) do
        if \(t=S_{j}^{0}\) then \(y_{j t} \leftarrow 1\) else \(y_{j t} \leftarrow 0\)
Generate an initial solution from the current values of the variables \(y_{j t}\)
while not STOP
    \(t \leftarrow 0 ; \quad t^{\prime} \leftarrow w\)
    while \(t^{\prime}<T\) do
        fix all binary variables for jobs \(j\) outside \(\left[t, t^{\prime}\right]\)
        fix all continuous variables for time slices outside \(\left[t-\delta, t^{\prime}+\delta\right]\)
        solve the problem
        update the start times of jobs \(j\) that are not fixed
        unfix all fixed variables
        \(t \leftarrow t+\sigma ; \quad t^{\prime} \leftarrow t^{\prime}+\sigma\)
```


## 6 Computational Results

In this section we present computational results for two real world data sets. We use the raw schedules for the years 2010 and 2011 as inputs. The capacities for the load point arcs
are determined from the annual capacity forecast numbers for these years. They specify for every load point on a quarterly level the expected daily demands. For 2010 this amounts to a total daily demand of 375 kt and for 2011 it is 475 kt in total. After preprocessing, the 2010 schedule contains 1,277 jobs ( 197 of them fixed), and for 2011 there are 986 jobs ( 159 of them fixed). Figure 3 shows the distribution of the processing times.


Figure 3: Distributions of the job processing times.

All our computations are done on a Dell PowerEdge R710 with dual hex core 3.06 GHz Intel Xeon X5675 Processors and 96GB RAM running Red Hat Enterprise Linux 6. CPLEX v12.3 is used in deterministic mode with a single thread.

From the 2010 and 2011 data we obtain eight quarterly and two annual instances. For each of these instances we compare the performance of CPLEX with default settings on the complete problem to the rolling horizon heuristic in Algorithm 2 with parameters $w=15$, $\delta=10$ and $\sigma=10$ (all times in days). For the quarterly problems, we impose a time limit of six hours for each phase. In the rolling horizon algorithm the time limit of six hours is the stopping criterion for the while loop in Algorithm 2, and for each CPLEX call we use a time limit of 25 minutes. For the annual problems we increase the time limit per phase to 24 hours, and the time limit per CPLEX call to 40 minutes. The results are presented in Tables 1 and 2, Table 1 shows the relative improvements in throughput that are obtained by the two methods as well as an upper bound for the throughput gain. More precisely, if the total througput for the initial schedule is $z^{\text {init }}$, the best schedules for the two methods give throughput values $z^{\text {full }}$ and $z^{\text {rolling }}$, respectively, and the best upper bound from CPLEX on

|  | Full problem | Rolling horizon | Upper bound |
| :--- | :--- | :--- | :--- |
| 2010 Q1 | $2.21 \%$ | $3.01 \%$ | $4.14 \%$ |
| 2010 Q2 | $1.90 \%$ | $2.77 \%$ | $3.28 \%$ |
| 2010 Q3 | $1.70 \%$ | $2.73 \%$ | $3.10 \%$ |
| 2010 Q4 | $1.47 \%$ | $1.82 \%$ | $2.27 \%$ |
| 2010 full | $1.61 \%$ | $2.61 \%$ | $3.40 \%$ |
| 2011 Q1 | $2.24 \%$ | $2.53 \%$ | $2.60 \%$ |
| 2011 Q2 | $1.58 \%$ | $2.73 \%$ | $2.96 \%$ |
| 2011 Q3 | $2.39 \%$ | $3.92 \%$ | $4.27 \%$ |
| 2011 Q4 | $1.49 \%$ | $2.13 \%$ | $2.90 \%$ |
| 2011 full | $0.00 \%$ | $1.77 \%$ | $2.76 \%$ |

Table 1: Throughput improvements in Phase 1. All numbers are relative improvements compared to the initial schedule that is used as a start solution. The last column contains upper bounds for the throughput gains.
the whole quarterly problem is $z^{\text {bound }}$, then the reported numbers are

$$
\frac{z^{\text {full }}-z^{\text {init }}}{z^{\text {init }}}, \quad \frac{z^{\text {rolling }}-z^{\text {init }}}{z^{\text {init }}}, \quad \frac{z^{\text {bound }}-z^{\text {init }}}{z^{\text {init }}}
$$

Note that the total throughput is about 120 megatonnes for 2010 and 140 megatonnes for 2011 , so an improvement of $1 \%$ corresponds to an additional throughput of 1.2 million tonnes and 1.4 million tonnes, respectively. So the improvement obtained with our model makes a significant difference in practice. Table 2 contains results on the numbers of moved jobs. We make the following observations. For all ten instances the rolling horizon approach yields a significantly larger total throughput than CPLEX on the complete problem. For the full problem, the number of moved jobs can be reduced significantly in Phase 2, while for the rolling horizon method in nine of the ten instances we do not find any alternative schedule with a smaller number of moved jobs that yields at least $99.9 \%$ of the throughput achieved in Phase 1. In Phase 2 the difference between "full problem" and "rolling horizon" is that the "full problem" has a weaker lower bound on the throughput from the result of Phase 1. A comparison of the lower bound columns "LB" in Table 2 indicates that there might be a tradeoff between throughput and the number of moved jobs which should be studied in more detail in future work.

|  |  | Full problem |  |  |  | Rolling horizon |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | Total | P1 | P2 | LB |  | P1 | P2 | LB |
| 2010 Q1 | 342 | 284 | 20 | 14 |  | 289 | 39 | 26 |
| 2010 Q2 | 384 | 324 | 29 | 17 |  | 319 | 319 | 41 |
| 2010 Q3 | 293 | 248 | 60 | 16 |  | 242 | 242 | 40 |
| 2010 Q4 | 266 | 215 | 43 | 15 |  | 200 | 200 | 26 |
| 2010 full | 1,277 | 1,049 | 1,049 | 46 |  | 1,040 | 1,040 | 108 |
| 2011 Q1 | 247 | 189 | 18 | 12 |  | 184 | 184 | 16 |
| 2011 Q2 | 257 | 198 | 11 | 10 |  | 207 | 207 | 32 |
| 2011 Q3 | 268 | 219 | 16 | 13 |  | 218 | 218 | 45 |
| 2011 Q4 | 222 | 175 | 17 | 11 |  | 257 | 257 | 23 |
| 2011 full | 986 | 0 | 0 | 0 |  | 704 | 704 | 40 |

Table 2: Numbers of moved jobs. We report the total number of jobs (column "Total"), the numbers of moved jobs for the final schedule after Phase 1 and Phase 2 (columns "P1" and "P2") and the lower bound for the number of moved jobs to achieve the throughput that is enforced in Phase 2 (column "LB").

## 7 Concluding remarks

In this paper we present a MIP model for the maintenance scheduling at the HVCC, where the primary objective is to maximize the throughput, and the secondary objective is to minimize deviations from a given initial schedule. The resulting large scale problems cannot be solved directly, so efficient solution strategies are needed. We propose an iterative approach based on solving subproblems obtained by fixing most of the binary variables. Our computational tests show that this rolling horizon approach outperforms plain CPLEX in terms of the obtained total throughput. Also the experimental results indicate a tradeoff between throughput and the number of moved jobs.

Clearly, more work is necessary in order to improve the performance of the model. Our experiments indicate that the initial LP bounds are rather weak, so adding appropriate cutting planes is a promising approach. Another option for reducing the complexity of the problem is to put an explicit bound on the number of moved jobs. This seems to be a reasonable direction, especially as one outcome of discussions with the maintenance planners was that the option to add more specific constraints on the set of allowed job movements is a desirable feature. Another step towards a tool that is applicable in practice is the development of a true bi-objective framework to find (or at least approximate) the set of efficient solutions for the objectives "total throughput" and "number of schedule modifications".
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#### Abstract

We study the problem of scheduling maintenance on arcs of a capacitated network so as to maximize the total flow from a source node to a sink node over a set of time periods. Maintenance on an arc shuts down the arc for the duration of the period in which its maintenance is scheduled, making its capacity zero for that period. A set of arcs is designated to have maintenance during the planning period, which will require each to be shut down for exactly one time period. In general this problem is known to be NP-hard. Here we identify a number of characteristics that are relevant for the complexity of instance classes. In particular, we discuss instances with restrictions on the set of arcs that have maintenance to be scheduled; series parallel networks; capacities that are balanced, in the sense that the total capacity of arcs entering a (non-terminal) node equals the total capacity of arcs leaving the node; and identical capacities on all arcs.


## Introduction

Many real life systems can be viewed as a network with arc capacities, supporting the flow of a commodity. For example, transportation networks, or supply chains, may on occasion be viewed this way. We were motivated by a particular coal export supply chain [4], in which maximizing throughput is a key concern. Whilst this suggests a maximum flow model would be appropriate, in fact, the real network is not static: capacities change over time, and in particular, some arcs are shut down for maintenance at certain times. Often there is some flexibility in the time when maintenance jobs can be scheduled. Every maintenance schedule will incur some loss in the total throughput of the network. To obtain maximum throughput, it is important to select the schedule that leads to minimum loss of flow. For example consider the network in Figure 1 with three nodes $\{s, v, t\}$, three $\operatorname{arcs}\{a, b, c\}$ and given arc capacities. The total throughput possible in two time periods when no arcs are on maintenance is 14 units. Suppose that arc $a$ and $b$ have to go on maintenance for a unit period of processing time in a time horizon of two periods. The two possible schedules are either put both the arcs $a$ and $b$ on maintenance together in the first time period giving a total throughput of 7 units in two time periods or put the arc $a$ in first time period and arc $b$ in second time period giving the total throughput of 9 units in the two time periods.

[^5]

Figure 1: Example network.

Clearly the second schedule is better than the first one as it is giving less loss of flow. This leads to a model in which arc maintenance jobs need to be scheduled so as to maximize the total flow in the network over time $[1,2,3]$.

In this paper we consider the case of this problem in which all maintenance jobs have unit processing time. The problem is defined over a network $N=(V, A, s, t, u)$ with node set $V$, arc set $A$, source $s \in V, \operatorname{sink} t \in V$ and nonnegative integral capacity vector $u=\left(u_{a}\right)_{a \in A}$. Note that we permit parallel arcs, i.e. there may exist more than one arc in $A$ having the same start and end node, so $A$ is a multiset. By $\delta^{-}(v)$ and $\delta^{+}(v)$ we denote the set of incoming and outgoing arcs of node $v$, respectively. We consider this network over a set of $T$ time periods indexed by the set $[T]:=\{1,2, \ldots, T\}$, and our objective is to maximize the total flow from $s$ to $t$. In addition, we are given a subset $J \subseteq A$ of arcs that have to be shut down for exactly one time period in the time horizon. In other words, there is a set of maintenance jobs, one for each arc in $J$, each with unit processing time. Our optimization problem is to choose these outage time periods in such a way that the total flow from $s$ to $t$ is maximized. More formally, this can be written as a mixed binary program as follows:

$$
\begin{array}{rl}
\max z=\sum_{i=1}^{T}\left(\sum_{a \in \delta^{+}(s)} x_{a i}-\sum_{a \in \delta^{-}(s)} x_{a i}\right) & \\
\text { s.t. } \quad x_{a i} \leqslant u_{a} & a \in A \backslash J, i \in[T], \\
x_{a i} \leqslant u_{a} y_{a i} & a \in J, i \in[T], \\
\sum_{i=1}^{T} y_{a i} & =T-1 \\
\sum_{a \in \delta^{-}(v)} x_{a i} & =\sum_{a \in \delta^{+}(v)} x_{a i} \\
x_{a i} \geqslant 0 & \\
y_{a i} \in\{0,1\} & \\
& \\
&  \tag{7}\\
& a \in J, \\
& a \in A, i \in[T], \\
& a \in J, i \in[T],
\end{array}
$$

where $x_{a i} \geqslant 0$ for $a \in A$ and $i \in[T]$ denotes the flow on arc $a$ in time period $i$, and $y_{a i} \in\{0,1\}$ for $a \in J$ and $i \in[T]$ indicates when the arc $a$ is not shut down for maintenance in time period $i$, i.e. $y_{a i}=0$ in the period $i$ in which the outage for $\operatorname{arc} a$ is scheduled.

To the best of our knowledge, Boland et al. [1, 2, 3] initiated study on the problem with general processing times. In $[1,2$, the coal supply chain application, which has a number of additional side constraints, is modelled and solved using a rolling time horizon mixed integer programming approach. In [3], the complexity of the general problem is established,
and four local search heuristics are developed and compared. We are not aware of any other studies on this problem. Several authors have studied dynamic network flows. For instance 6 studied the problem of finding the maximum flow that can be sent from a source to a sink in $T$ time units, in a network with transit times on the arcs. Variations of the dynamic maximum flow problem with zero transit times are discussed in [5], [8], and [9]. None of these have a scheduling component. Machine scheduling problems have received a great deal of attention in the literature [10], but in the problem we study here, there is no underlying machine, and the association of jobs with network arcs and a maximum flow objective give it quite a different character. The closest work we can find is that in the recent paper of Tawarmalani and Li [11], which considers multiperiod maintenance scheduling over a network, in which the objective is based on multicommodity flows (with origin-destination demands, but without arc capacities), there is a limit on the number of arcs that can be shut down in any one period, and the network's structure is restricted to a tree. Complexity results are provided for linear networks, with a polynomial algorithm in the case of (nearly) uniform commodity demands, and a proof that the case of general demands is strongly NP-hard. Integer programming models are also considered, and polyhedral analysis carried out. The lack of previous attention to the trade-off between maintenance scheduling and network flow reduction in the literature is also noted in [11].

Our key contribution in this paper is an analysis of how the complexity of the problem depends on important characteristics: (i) the case that the set of arcs with a job contains a minimum cut of the network, (ii) balanced networks, in which the capacity into and out of each (non-terminal, i.e. transhipment) node is equal, (iii) networks that are series-parallel, (iv) the number of time periods is treated as a fixed parameter, and (v) the case that all arcs have the same capacity. We show for case (i) that it is optimal to schedule all jobs in the same time period, and that this is also true if the network is both balanced and series-parallel. However if the network is balanced but not necessarily series-parallel, then the problem is strongly NP-hard. We provide an approximation ratio for scheduling all jobs in the same time period in the general case, which shows this is asymptotically optimal as $T$ approaches infinity. For case (iv), we show that even if $T=2$ and the network contains only a single transhipment node, the problem is weakly NP-hard, and we give an algorithm for series-parallel networks that has pseudopolynomial complexity for $T$ fixed (but is exponential in $T$ ). In case (v), if all arcs have the same capacity, we prove that the problem can be reduced to a maximum flow problem and $T$ additional linear programs, and hence can be solved in polynomial time. In this case it is not necessarily optimal to schedule all jobs at the same time.

The paper is organized as follows. Section 1 contains a discussion of cases of the network with a single transhipment node. In Section 2 we explore general networks, and in Section 3 we consider the case that all arcs have the same capacity. Finally, in Section 4 we suggest some future directions for study of this problem.

## 1 Networks with single transhipment node

The problem in general is NP-hard [3]. In this proof, the reduction gave rise to a network with a single transhipment node, which was not balanced, and in which the set of arcs with associated jobs did not contain a minimum cut. This left open the complexity of the cases that all arcs in a minimum cut have an associated outage, or the network is balanced. This section gives a result that describes a class of networks with single transhipment node that covers the above-mentioned cases and is easy to resolve. Consider a network having only one transhipment node, say $v$. Let

$$
\begin{aligned}
C_{1}^{-} & =\sum_{a \in \delta^{-}(v)} u_{a}, & C_{1}^{+} & =\sum_{a \in \delta^{+}(v)} u_{a} \\
C_{2}^{-} & =\sum_{a \in \delta^{-}(v) \backslash J} u_{a}, & C_{2}^{+} & =\sum_{a \in \delta^{+}(v) \backslash J} u_{a}
\end{aligned}
$$

If all jobs are scheduled at the same time, say in time period 1, we obtain a total throughput of

$$
\min \left\{C_{2}^{-}, C_{2}^{+}\right\}+(T-1) \min \left\{C_{1}^{-}, C_{1}^{+}\right\}
$$

On the other hand, using $\sum_{a \in \delta^{-}(v) \cap J} u_{a}=C_{1}^{-}-C_{2}^{-}$and $\sum_{a \in \delta^{+}(v) \cap J} u_{a}=C_{1}^{+}-C_{2}^{+}$we obtain an upper bound of

$$
\begin{aligned}
\min \left\{T C_{2}^{-}+(T-1)\left(C_{1}^{-}-C_{2}^{-}\right), T C_{2}^{+}+\right. & \left.(T-1)\left(C_{1}^{+}-C_{2}^{+}\right)\right\} \\
& =\min \left\{C_{2}^{-}+(T-1) C_{1}^{-}, C_{2}^{+}+(T-1) C_{1}^{+}\right\}
\end{aligned}
$$

If (i) $C_{1}^{-} \leqslant C_{1}^{+}$and $C_{2}^{-} \leqslant C_{2}^{+}$or (ii) $C_{1}^{+} \leqslant C_{1}^{-}$and $C_{2}^{+} \leqslant C_{2}^{-}$then the upper bound equals the lower bound, and this proves the following sufficient optimality condition.
Proposition 1. If (i) $C_{1}^{-} \leqslant C_{1}^{+}$and $C_{2}^{-} \leqslant C_{2}^{+}$or (ii) $C_{1}^{+} \leqslant C_{1}^{-}$and $C_{2}^{+} \leqslant C_{2}^{-}$, then it is optimal to schedule all jobs at the same time.

As a simple consequence we note that in the following situations it is optimal to schedule all jobs at the same time:

- $C_{1}^{-}=C_{1}^{+}$, so the network is balanced, or
- $C_{1}^{-} \leqslant C_{1}^{+}$and $J \supseteq \delta^{-}(v)$, or
- $C_{1}^{+} \leqslant C_{1}^{-}$and $J \supseteq \delta^{+}(v)$.

For a time horizon of two time periods the problem asks for a partition of the job set $J=J_{1} \cup J_{2}$ into two parts such that the total flow is maximized, i.e. we want to find

$$
\max _{J_{1} \cup J_{2}=J}\left[\min \left\{\sum_{a \in \delta^{-}(v) \backslash J_{1}} u_{a}, \sum_{a \in \delta^{+}(v) \backslash J_{1}} u_{a}\right\}+\min \left\{\sum_{a \in \delta^{-}(v) \backslash J_{2}} u_{a}, \sum_{a \in \delta^{+}(v) \backslash J_{2}} u_{a}\right\}\right] .
$$

The following proposition shows that it is NP-hard to decide if the trivial partition $J_{1}=J$ and $J_{2}=\varnothing$ is optimal.

Proposition 2. For a network with one transhipment node and a time horizon of two periods it is NP-hard to decide if it is optimal to schedule all jobs at time 1.

Proof. Reduction from Partition (see [7]). An instance is given by a set $D=\left\{d_{1}, \ldots, d_{m}\right\}$ of positive integers with $\sum_{i=1}^{m} d_{i}=2 B$, and the problem is to decide if there is a partition $D=D_{1} \cup D_{2}$ such that $\sum_{d \in D_{1}} d=\sum_{d \in D_{2}} d=B$. We consider the network shown in Figure 2 where every arc except the bold arc from $v$ to $t$ has an associated job. Scheduling


Figure 2: The network for the reduction from Partition. Arcs are labeled with capacities.
all jobs at time 1 gives a total flow of $4 B-1$. A total flow of $4 B$ is possible if and only if there is a flow of $2 B$ in each time period, and this is equivalent to a positive solution for the Partition instance.

The reduction from Partition suggests the use of dynamic programming to obtain a pseudopolynomial algorithm for the single node problem. This is indeed possible, and in fact can be done more generally for series-parallel networks. This more general approach is presented in the next section (see Corollary 1).

## 2 General Networks

In this section we explore complexity issues for networks with more than one transhipment node and also discuss some of its tractable subclasses. We start with a lemma generalizing the upper bound in the single node case.

Lemma 1. Let $S \subseteq A$ be any s-t cut in the network. The objective value for problem (1) - (7) is bounded above by

$$
T \sum_{a \in S \backslash J} u_{a}+(T-1) \sum_{a \in S \cap J} u_{a} .
$$

Proof. Since $S$ is a cut, the total flow over the whole time horizon is bounded above by

$$
\sum_{i=1}^{T} \sum_{a \in S} x_{a i}=\sum_{a \in S} \sum_{i=1}^{T} x_{a i}=\sum_{a \in S \backslash J} \sum_{i=1}^{T} x_{a i}+\sum_{a \in S \cap J} \sum_{i=1}^{T} x_{a i} \leqslant \sum_{a \in S \backslash J} T u_{a}+\sum_{a \in S \cap J}(T-1) u_{a},
$$

by the combination of $(2)-(4)$. The result follows.

As an immediate consequence we obtain that the problem is tractable when the set of arcs that have to undergo maintenance contains a minimum cut.

Proposition 3. If J contains a minimum cut $S$ of the network then it is optimal to schedule all jobs at the same time.

Proof. Since $S$ is a minimum cut, the maximum flow in any period in which no maintenance is scheduled is $\sum_{a \in S} u_{a}$, so scheduling all jobs at time 1 gives a total flow of $(T-1) \sum_{a \in S} u_{a}$, which achieves the upper bound from Lemma 1 .

In Section 1, we showed that the case of single-node networks with balanced capacities is easy. The following theorem shows that the balanced property alone is not enough.

Proposition 4. The problem is strongly NP-hard for balanced networks.
Proof. Reduction from 3-Partition (see [7]). A 3-Partition instance is given by an integer $B$ and a set $\left\{d_{1}, \ldots, d_{3 m}\right\}$ of integers with $B / 4<d_{i}<B / 2$ for all $i$ and $\sum_{i=1}^{3 m} d_{i}=$ $m B$. The problem is to decide if there is a partition of the set $\left\{d_{1}, \ldots, d_{3 m}\right\}$ into $m$ triples such that the sum of each triple equals $B$. Consider the network shown in Figure 3, where the arc labels indicate capacities, and the bold arcs don't have jobs associated with them. Also let the time horizon be $T=m$. By Lemma 1 applied to the cut $\left(\{s\},\left\{v_{1}, v_{2}, t\right\}\right)$, the


Figure 3: The network for the reduction from 3-Partition.
total flow is bounded by

$$
T(m-1) B+(T-1) \sum_{i=1}^{3 m} d_{i}=2 m(m-1) B
$$

To achieve the bound $2 m(m-1) B$ the arc $\left(s, v_{2}\right)$ is at capacity in every time period. This implies that we have to schedule exactly one job on the arcs between $v_{2}$ and $t$ in each time period. Now flow conservation in node $v_{2}$ implies that the flow on the $\operatorname{arc}\left(v_{1}, v_{2}\right)$ is zero in every time period. Considering the cut $\left(\left\{s, v_{1}, v_{2}\right\},\{t\}\right)$ the bound $2 m(m-1) B$ can be achieved only if the arc ( $v_{1}, t$ ) is at capacity in every time period. Using flow conservation in node $v_{1}$ we can now conclude that in order to achieve the bound $2 m(m-1) B$ it is necessary
and sufficient to send in each time period $(m-1) B$ units of flow from $s$ to $v_{1}$, and this can be done if and only if the answer for the 3-Partition instance is YES.

As already mentioned, not all instances of the general balanced network are hard. The single-node variant is easy and is in fact a special case of a series-parallel network. Note that the network constructed in the above NP-hardness proof is not series-parallel. We show below (Proposition 5) that indeed the case of series-parallel balanced networks is easy. However we first make precise our definition of series-parallel. Throughout this paper, by series-parallel network we mean a two-terminal series-parallel network: a network that has a single source and single sink and is constructed by a sequence of series and parallel compositions starting from single arcs. For two networks $N_{1}$ and $N_{2}$ the parallel composition of $N_{1}$ and $N_{2}$ is obtained by identifying the source node $s_{1}$ and sink node $t_{1}$ of $N_{1}$ with the source node $s_{2}$ and sink node $t_{2}$ of $N_{2}$, respectively. The series composition of $N_{1}$ and $N_{2}$ is obtained by identifying the sink node $t_{1}$ of $N_{1}$ with the source node $s_{2}$ of $N_{2}$. We denote these compositions by $N_{1} \oplus_{P} N_{2}$ and $N_{1} \oplus_{S} N_{2}$, respectively. The next proposition shows that series-parallel balanced networks are tractable.

Proposition 5. If the network is series-parallel and balanced then it is optimal to schedule all jobs at the same time.

Proof. For a network $N=(V, A, s, t, u)$ and a subset $J \subseteq A$ let $F_{N, J}$ denote the maximum flow value in the network $N=\left(V, A \backslash J, s, t,\left.u\right|_{A \backslash J}\right)$. The statement that it is optimal to schedule all jobs at the same time is equivalent to

$$
F_{N, J \cup J^{\prime}}+F_{N, \varnothing} \geqslant F_{N, J}+F_{N, J^{\prime}}
$$

for all $J, J^{\prime} \subseteq A$ (see [3]). We prove the proposition by induction on the structure of the graph. The claim holds for the base case of a single arc. So assume that $N$ is a series-parallel network that is not a single arc. Then $N=N_{1} \oplus_{P} N_{2}$ or $N=N_{1} \oplus_{S} N_{2}$ for some smaller networks $N_{i}=\left(V_{i}, A_{i}, s_{i}, t_{i}, u_{i}\right)(i \in\{1,2\})$, and by induction

$$
F_{N_{i}, J_{i} \cup J_{i}^{\prime}}+F_{N_{i}, \varnothing} \geqslant F_{N_{i}, J_{i}}+F_{N, J_{i}^{\prime}}
$$

for all $J_{i}, J_{i}^{\prime} \subseteq A_{i}$. Now let $J, J^{\prime} \subseteq A=A_{1} \cup A_{2}$ be arbitrary and put $J_{i}=J \cap A_{i}$ and $J_{i}^{\prime}=J^{\prime} \cap A_{i}$ for $i \in\{1,2\}$.

Case 1. $N=N_{1} \oplus_{P} N_{2}$. Then

$$
\begin{aligned}
F_{N, J \cup J^{\prime}}+F_{N, \varnothing}=F_{N_{1}, J_{1} \cup J_{1}^{\prime}} & +F_{N_{1}, \varnothing}+F_{N_{2}, J_{2} \cup J_{2}^{\prime}}+F_{N_{2}, \varnothing} \\
& \geqslant F_{N_{1}, J_{1}}+F_{N_{1}, J_{1}^{\prime}}+F_{N_{2}, J_{2}}+F_{N_{2}, J_{2}^{\prime}}=F_{N, J}+F_{N, J^{\prime}} .
\end{aligned}
$$

Case 2. $N=N_{1} \oplus_{S} N_{2}$. By the assumption that $N$ is balanced, we have $F_{N, \varnothing}=F_{N_{1}, \varnothing}=$ $F_{N_{2}, \varnothing}$, and we denote this common value by $F$. Now

$$
\begin{gathered}
F_{N, J \cup J^{\prime}}+F=\min \left\{F_{N_{1}, J_{1} \cup J_{1}^{\prime}}, F_{N_{2}, J_{2} \cup J_{2}^{\prime}}\right\}+F \geqslant \min \left\{F_{N_{1}, J_{1}}+F_{N_{1}, J_{1}^{\prime}}, F_{N_{2}, J_{2}}+F_{N_{2}, J_{2}^{\prime}}\right\} \\
\geqslant \min \left\{F_{N_{1}, J_{1}}, F_{N_{2}, J_{2}}\right\}+\min \left\{F_{N_{1}, J_{1}^{\prime}}, F_{N_{2}, J_{2}^{\prime}}\right\}=F_{N, J}+F_{N, J^{\prime}} .
\end{gathered}
$$

Since scheduling all jobs in the same period seems to be optimal in some cases, we now ask how well it performs as an approximation algorithm in the general case.

Proposition 6. Scheduling all jobs in the same period gives an approximation ratio no less than $\frac{(T-1)}{T}$.

Proof. Let $z^{*}$ denote the optimal value and $\tilde{z}$ denote the throughput obtained by scheduling all arcs in the same period. Clearly $\tilde{z} \geqslant(T-1) F$ and $z^{*} \leqslant T F$, so

$$
\frac{\tilde{z}}{z^{*}} \geqslant \frac{T-1}{T}
$$

Thus scheduling all jobs in the same period is asymptotically optimal in the sense that the approximation ratio approaches 1 as $T$ tends to infinity. In general the analysis in the proof of Proposition 6 is tight as can be seen by considering the network in Figure 4 where all arcs have unit capacity and the set $J$ of arcs with a job is the set of the two arcs from $s$ to $v$. Then scheduling both outages at the same time yields a total throughput of $T-1$ while for $T \geqslant 2$ the outages can be scheduled in different time periods which yields a total throughput of $T$, and the approximation ratio in this case is $(T-1) / T$. For certain


Figure 4: A network where the bound of Proposition 6 is tight.
instances the analysis of the approximation ratio can be slightly improved. For this let

$$
L=(T-1) F+\min _{S \in \mathcal{S}} \sum_{a \in S \backslash J} u_{a}, \quad U=\min _{S \in \mathcal{S}}\left(T \sum_{a \in S} u_{a}-\sum_{a \in S \cap J} u_{a}\right)
$$

where the minima are over the the set $\mathcal{S}$ of all $s$ - $t$-cuts in the network. Clearly, $L$ is the objective value for scheduling all jobs in the same time period, and from Lemma 1 it follows that $U$ is an upper bound for the optimal objective value. Thus $L / U$ is a lower bound for the approximation ratio, and since $L \geqslant(T-1) F$ and $U \leqslant T F$ this is at least as good as the bound from Proposition 6. Note that this generalizes Proposition 3] if $J$ contains a min cut $S$ then both of the minima in the definitions of $L$ and $U$ are obtained for $S$, and we get $L=U=(T-1) F$, the approximation ratio is 1 , in other words it is optimal to schedule all jobs in the same time period.

Next we present an algorithm for general series-parallel networks, which for the instance used in the proof of Proposition 2 coincides with the well known dynamic programming algorithm for Partition. With feasible values for the binary variables $y_{a i}(a \in J, i \in[T])$ we can associate a vector $z^{y}=\left(z_{i}^{y}\right)_{i=1, \ldots, T}$ where $z_{i}^{y}$ denotes the maximum flow in the network with arc set $A \backslash\left\{a: y_{a i}=0\right\}$. By symmetry we may assume that $z_{1}^{y} \geqslant z_{2}^{y} \geqslant \cdots \geqslant z_{T}^{y}$. Our algorithm exploits the fact that many different maintenance schedules $y$ may give rise to the same vector $z^{y}$ to gain efficiency over naive enumeration of schedules. The algorithm
computes the possible vectors $z$ for subnetworks of the network $N$, starting from single arcs. To do this we use sp-trees which encode the construction of series-parallel networks. An sp-tree for a series-parallel network $N$ is a full binary tree in which the leaves correspond to the arcs of $N$, any internal node corresponds to the composition of its two child nodes, and the type of composition (series or parallel) is indicated by a node label ('S' or ' P ', respectively). Figure 5 shows a network and the corresponding sp-tree. Recognition of


Figure 5: A series-parallel network and the corresponding sp-tree.
series-parallel networks and construction of an sp-tree can be done in linear time 12 . So assume we are given the sp-tree with node set $\mathcal{V}=\mathcal{L} \cup \mathcal{W}$, where $\mathcal{L}$ is the set of leaves and $\mathcal{W}$ is the set of internal nodes. The set $\mathcal{W}$ is partitioned into level sets $\mathcal{W}_{i}$ where $\mathcal{W}_{i}$ is the set of internal nodes at distance $i$ from the root. Let $d$ be the largest index such that $\mathcal{W}_{d} \neq \varnothing$. The lists of possible maximum flow vectors $z$ are initialized at the leaves by assigning a list with a single element to the leaf corresponding to arc $a$. The unique element in this list is $\left(u_{a}, u_{a}, \ldots, u_{a}, 0\right)$ if $a \in J$ and $\left(u_{a}, u_{a}, \ldots, u_{a}, u_{a}\right)$ if $a \notin J$. Then the lists for the internal nodes are computed going up in the tree as described in Algorithm1. The list generated for each node $v \in \mathcal{V}$ is denoted by $L_{v}$. This algorithm returns the maximum total throughput, and it is easy to see how to keep track of corresponding schedules for all the elements of the lists in the internal nodes.

Example 1. Suppose for the network in Figure 5 the capacities are $u_{a}=4, u_{b}=1$, $u_{c}=u_{d}=2$, the set of arcs with a job is $J=\{a, b, c\}$, and the time horizon is $T=3$. Figure 6 illustrates how the lists for the internal nodes are computed. The optimal vector


Figure 6: Computation of the possible maximum flow vectors.

```
Algorithm 1 Maximizing total throughput for series-parallel networks
for \(v \in \mathcal{L}\) do
    Let \(a \in A\) be the arc corresponding to \(v\)
    if \(a \in J\) then \(L_{v} \leftarrow\left\{\left(u_{a}, u_{a}, \ldots, u_{a}, 0\right)\right\}\) else \(L_{v} \leftarrow\left\{\left(u_{a}, u_{a}, \ldots, u_{a}, u_{a}\right)\right\}\)
for \(i=d, d-1, \ldots, 0\) do
    for \(v \in \mathcal{W}_{i}\) do
        \(L_{v} \leftarrow\{ \} \quad / *\) initialize empty list*/
        Let \(u\) and \(w\) be the child nodes of \(v\)
        for each \(z \in L_{u}, z^{\prime} \in L_{w}\) and \(\pi\) a permutation of \(\{1,2 \ldots, T\}\) do
            if \(v\) is a parallel composition node then
                for \(i \in[T]\) do \(z_{i}^{\prime \prime}=z_{i}+z_{\pi(i)}^{\prime}\)
        else /* \(v\) is a series composition node */
            for \(i \in[T]\) do \(z_{i}^{\prime \prime}=\min \left\{z_{i}, z_{\pi(i)}^{\prime}\right\}\)
        sort the components of \(z^{\prime \prime}\) in non-increasing order
        if \(z^{\prime \prime} \notin L_{v}\) then add \(z^{\prime \prime}\) to \(L_{v}\)
Let \(v\) be the root node of the sp-tree and return \(\max _{z \in L_{v}} \sum_{i=1}^{T} z_{i}\)
```

in the root node is $(4,4,1)$ giving a total throughput of 9 , and this can be obtained by scheduling the job on arc $b$ for the second time period and the jobs for arcs $a$ and $c$ for the third time period.

Bounding the runtime of Algorithm 1 we obtain the following complexity result.
Proposition 7. For series-parallel networks with $m$ arcs the problem can be solved in time $O\left(m T^{T+3 / 2} e^{-T} \log (T)(m B+1)^{2 T}\right)$, where $B$ is an upper bound for the capacities.

Proof. The entries of the vectors in the lists at the internal nodes are bounded by $m B$, hence every list can contain at most $(m B+1)^{T}$ elements. Thus the loop over $\left(z, z^{\prime}\right) \in L_{u} \times L_{w}$ and permutations $\pi$ is over at most $T!(m B+1)^{2 T}$ elements. Inside this loop is another one giving an additional factor $T$, and a sorting operation which is at most a factor of $T \log (T)$. With the use of hash tables, checking $z^{\prime \prime}$ is not already in the list prior to insertion will not worsen the complexity of operations inside this loop, which is thus $T \log (T)$. In total there are $m-1$ internal nodes, thus the runtime is $O\left(T \log (T) T!(m B+1)^{2 T}(m-1)\right)$ from which the result follows when $T$ ! is bounded using Stirling's formula.

Corollary 1. For series-parallel networks and fixed time horizon $T$ the problem can be solved in time $O\left(m(m B)^{2 T}\right)$.

We add two remarks on an efficient implementation of Algorithm 1 .

1. Any vector $z$ that is dominated by another vector $z^{\prime}$ in the list, meaning that $z_{i} \leqslant z_{i}^{\prime}$ for all $i \in\{1,2 \ldots, T\}$, can be removed immediately.
2. In the loop over $\left(z, z^{\prime}\right) \in L_{u} \times L_{w}$ and permutations $\pi$ it is necessary to loop over all permutations only if the entries of the vectors $z$ and $z^{\prime}$ are pairwise distinct. An efficient implementation detects the occurrence of multiple entries and restricts the range of the considered permutations accordingly.

## 3 Networks with all arcs having unit capacity

In this section we study the case that the capacity of every arc equals 1 . We can aggregate all time periods and solve a standard max flow problem to get an upper bound. The max flow problem is

$$
\begin{array}{rlrl}
\max \sum_{a \in \delta^{+}(s)} X_{a} & -\sum_{a \in \delta^{-}(s)} X_{a} & \\
\text { s.t. } \sum_{a \in \delta^{+}(v)} X_{a} & =\sum_{a \in \delta^{-}(v)} X_{a} & & v \in N \backslash\{s, t\}, \\
X_{a} & \leqslant T & & a \in A \backslash J, \\
X_{a} & \leqslant T-1 & & a \in J, \\
X_{a} & \geqslant 0 & a \in A .
\end{array}
$$

We will show that this upper bound is actually tight. This follows by induction once we can find a max flow $X^{*}$ and cover all the arcs carrying flow $T$ by a collection of arc disjoint $s$ - $t$-paths. Given any max flow we can reduce the flow along any cycles carrying flow, and we can remove arcs with zero flow. So in order to prove that the upper bound is tight it is sufficient to prove the following result.

Proposition 8. Let $(V, A, s, t)$ be an acyclic network with source $s \in V$ and sink $t \in V$, and suppose $X^{*}: A \rightarrow[T]$ satisfies the flow conservation constraints

$$
\sum_{a \in \delta^{-}(v)} X_{a}^{*}=\sum_{a \in \delta^{+}(v)} X_{a}^{*} \quad \text { for all } v \in V \backslash\{s, t\}
$$

Then there is a collection $\mathcal{P}$ of arc-disjoint s-t-paths such that $A^{*} \subseteq \bigcup_{P \in \mathcal{P}} P$, where $A^{*}=$ $\left\{a \in A: X_{a}^{*}=T\right\}$ is the set of arcs carrying flow $T$.

Proof. We consider the following binary program, in which $\left(\xi_{a}\right)_{a \in A}$ induces a set of arcdisjoint $s$-t-paths:

$$
\begin{array}{cc}
\max \sum_{a \in A^{*}} \xi_{a} & \\
\text { s.t. } \sum_{a \in \delta^{+}(v)} \xi_{a}-\sum_{a \in \delta^{-}(v)} \xi_{a}=0 & v \in V \backslash\{s, t\}, \\
\xi_{a} \in\{0,1\} & a \in A . \tag{15}
\end{array}
$$

We have to prove that the optimal objective value for the problem $\sqrt{13}-\sqrt{15})$ is $\left|A^{*}\right|$. The flow conservation constraints (14) form a network matrix, hence we do not lose anything by
relaxing integrality, i.e. we can replace 15 by $0 \leqslant \xi_{a} \leqslant 1$ for all $a \in A$. The dual problem can be written in the form

$$
\begin{array}{rlr} 
& \min \sum_{a \in A} \eta_{a} & \\
\text { s.t. } & \pi_{v}-\pi_{w}+\eta_{a} \geqslant 0 & a=(v, w) \in A \backslash A^{*}, \\
\pi_{v}-\pi_{w}+\eta_{a} \geqslant 1 & a=(v, w) \in A^{*}, \\
\pi_{s}=\pi_{t}=0, & a \in A .
\end{array}
$$

A feasible solution with objective value $\left|A^{*}\right|$ is given by $\pi_{v}=0$ for all $v \in V, \eta_{a}=0$ for $a \in A \backslash A^{*}$, and $\eta_{a}=1$ for $a \in A^{*}$. In order to prove our claim we have to check that $\left|A^{*}\right|$ is a lower bound, i.e. that $\sum_{a \in A} \eta_{a} \geqslant\left|A^{*}\right|$ for every feasible solution. To see this let $\mathcal{P}^{\prime}$ be any decomposition of the flow $X^{*}$ into paths, that is a collection of $s$-t-paths such that every arc $a$ is contained in exactly $X_{a}^{*}$ paths $P \in \mathcal{P}^{\prime}$. Adding up constraints (17) and 18) over the arcs of any path $P \in \mathcal{P}^{\prime}$, we obtain $\sum_{a \in P} \eta_{a} \geqslant\left|P \cap A^{*}\right|$, hence

$$
\sum_{a \in A} X_{a}^{*} \eta_{a}=\sum_{P \in \mathcal{P}^{\prime}} \sum_{a \in P} \eta_{a} \geqslant \sum_{P \in \mathcal{P}^{\prime}}\left|P \cap A^{*}\right|=T\left|A^{*}\right|
$$

Finally, using $X_{a}^{*} \leqslant T$ for all $a \in A$,

$$
\sum_{a \in A} \eta_{a} \geqslant \sum_{a \in A} \frac{X_{a}^{*}}{T} \eta_{a} \geqslant\left|A^{*}\right|
$$

To summarize, if $u_{a}=1$ for all $a \in A$ then the problem can be reduced to solving the max flow problem (8) - (12) followed by $T$ instances of (the linear relaxation of) the problem (13) - 15 . Consequently, these instances can be solved in time polynomial in the size of the network and the time horizon $T$.

Remark 1. It is straightforward to generalize the result of this section to the problem where every arc can have several unit processing time jobs which must not overlap. The only necessary modification in this case is to replace the right-hand side of constraint (11) by $T-m_{a}$ where $m_{a}$ is the number of jobs that have to be scheduled on arc $a$.

## 4 Future Work

It would be interesting to find a more combinatorial proof of Proposition 8, rather than resorting to solution of linear programs. A combinatorial proof may suggest combinatorial algorithms for constructing the arc-disjoint paths that cover all arcs with flow $T$. Practical algorithms for more general problems are also of interest.
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#### Abstract

We introduce a class of incremental network design problems focused on investigating the optimal choice and timing of network expansions. We concentrate on an incremental network design problem with shortest paths. We investigate structural properties of optimal solutions, we show that the simplest variant is NP-hard, we analyze the worst-case performance of natural greedy heuristics, and we derive a 4 -approximation algorithm.


## 1 Introduction

Consider a network optimization problem, e.g., a shortest path problem, a maximum flow problem, or a traveling salesman problem. Next, assume that this optimization problem has to be solved in a number of consecutive time periods and that in each time period the value of an optimal solution is recorded, e.g., the cost of an $s-t$ path, the value of an $s-t$ flow, or the cost of a TSP tour. Let the objective be to minimize or maximize the total cost or value over the planning horizon. At this point, that simply means solving the network optimization problem and multiplying the value of an optimal solution with the number of time periods in the planning horizon. It becomes more interesting when a budget is available in each time period to expand the network, i.e., to build additional links. Expanding the network may improve the cost or value of an optimal solution to the network optimization problem in future time periods and thus may improve the total cost or value over the planning horizon. However, deciding which links to build and the sequence in which to build them is nontrivial. In part, because in some situations the benefits of building a link will only materialize when other links have been built as well, e.g., adding a single link to the network does not lead to a shorter TSP tour, but adding two links to the network does.

We introduce a class of incremental network design problems focused on the optimal choice and timing of network expansions given that these network expansions impact the value a solution to an optimization problem that is solved on the network in each of the periods of the planning horizon. We concentrate on the incremental network design problem with shortest paths. We investigate structural properties of optimal solutions, we show that even the simplest variant is NP-hard, we establish a class of instances that can be solved in

[^6]polynomial time, we analyze the worst-case performance of natural greedy heuristics, and we derive a 4 -approximation algorithm.

Even though single-stage or single-period network design problems have been studied extensively, multi-stage or multi-period network design problems, which occur just as often in practice, have received much less attention. We hope that our investigation demonstrates that multi-period network design problems present interesting challenges and can produce intriguing and surprising results.

The remainder of the paper is organized as follows. In Section 2, we introduce the class of incremental network design problems. In Section 3, we present a brief literature review. In Section 4, we introduce the incremental network design problem with shortest paths. In Sections 5 and 6, we analyze the complexity of the incremental network design problem with shortest paths, and we explore the performance of natural greedy heuristics, respectively. In Section 7, we develop a 4-approximation algorithm for the incremental network design problem with shortest paths. Finally, in Section 8, we discuss possible extensions and future research.

## 2 A Class of Incremental Network Design Problems

Incremental network design problems have two characteristic features: a design feature, since we are deciding which arcs will be part of a network, and a multi-period feature, since the ultimate network design is built over a number of time periods.

The general structure of an incremental network design problem is as follows. We are given a network $D=(N, A)$ with node set $N$ and arc set $A=A_{e} \cup A_{p}$, where $A_{e}$ contains existing arcs and $A_{p}$ contains potential arcs. Each arc $a \in A$ has a capacity $C_{a}$. Let $T$ be the planning horizon. A budget $B^{t}$ is available in every time period $t \in\{1, \ldots, T\}$. The budget can be used to build potential arcs $a \in A_{p}$, which will be available for use in the following period. For each potential arc $a \in A_{p}$, there is an associated build-cost $c_{a} \leqslant B$. Let $y_{a}^{t}$ be a 0-1 variable indicating whether arc $a \in A_{p}$ has been built in or before time period $t$, with all potential arcs initially unbuilt $\left(y_{a}^{0}=0\right)$. Thus, $y_{a}^{t}-y_{a}^{t-1}=1$ indicates that arc $a$ is built in time period $t$ and can be utilized in period $t+1$. In every time period, a network optimization problem $P$ has to be solved over the usable arcs in time period $t$, i.e., the existing arcs and the potential arcs that have been built before time period $t$. Let $x_{a}^{t}$ represent the flow on arc $a \in A$ in time period $t \in\{1, \ldots, T\}$ in an optimal solution to the network optimization problem. Let $F(P)$ define the "structure" of feasible solutions to the network optimization problem, i.e., the set of constraints imposed on the flow variables (that it has to be an $s-t$ path, $s-t$ flow, a TSP tour, etc.). The value of an optimal solution to the network optimization $P$ in time period $t$ is function of the flows on the arcs in that period and denoted by $c\left(x^{t}\right)$. The objective is to minimize the total cost over the planning period. Thus, the generic formulation of an incremental network design problem
is as follows:

$$
\begin{aligned}
\min \sum_{t \in\{1, \ldots, T\}} c\left(x^{t}\right)+\sum_{t \in\{1, \ldots, T\}, a \in A_{p}} c_{a}\left(y_{a}^{t}-y_{a}^{t-1}\right) & \\
\text { s.t. } & x^{t} \in F(P) \\
x_{a}^{t} \leqslant C_{a} y_{a}^{t-1} & \text { for all } t \in\{1, \ldots, T\}, \\
\sum_{a \in A_{p}} c_{a}\left(y_{a}^{t}-y_{a}^{t-1}\right) \leqslant B^{t} & \text { for all } a \in A_{p}, t \in\{1, \ldots, T\}, \\
& \text { for all } t \in\{1, \ldots, T\}, \\
& \\
y_{a}^{t} \geqslant y_{a}^{t-1} & \text { for all } a \in A_{p}, t \in\{2, \ldots, T\}
\end{aligned}
$$

An incremental network design problem has characteristics in common with network design problems and with dynamic facility location problems. A brief review of some relevant literature is given below.

## 3 Literature review

Network design is a fundamental optimization problem and has a rich research tradition. The seminal paper by Magnanti and Wong [8] discusses many of its features, applications, models, and algorithms, with an emphasis on network design in transportation planning. Kerivin and Mahjoub [5] survey many of network design problems studied in telecommunications. The paper by Magnanti and Wong 8] mentions "Time Scale" as one of characteristics of a network design problem that can vary in different planning environments, e.g., transportation and water resource design decisions have long-term effects whereas communication system designs frequently are more readily altered. Not withstanding, the paper focuses exclusively on single-period or single-stage network design problems. Recently, the interest in multi-period or multi-stage network design problems in the area of transportation planning has picked up, partly because it better meets practitioners needs, as in many environments network design decisions span planning periods of up to 25 years and the intermediate network configurations are of concern as well as the final network configuration (see for example [6] and [11]). A class of network design problems where construction over time has been studied extensively is dynamic facility location (the recent review of Arabani and Farahani 11 is completely dedicated to dynamic facility location).

Studying approximation algorithms for network design problems has been popular as well, especially in the computer science community. Two prime examples are the papers by Goemans et al. [3] and Gupta et al. [4]. These approximation algorithms are for single-period network design problems. Multi-period or incremental approximation has been introduced in the context of facility location by Mettu and Plaxton [9]. They consider a situation where a company is building facilities in order to supply its customers, but because of capital considerations, the company will build the facilities over time. The question asked is whether the company can plan its future expansion in such a way that when it has opened the first $k$ facilities, it is close, in value, to that of an optimal solution in which any choice of $k$ facilities is opened. This problem is known as the incremental $k$-median problem. More formally, in the incremental $k$-median problem, we are given the input of the $k$-median
problem without the parameter $k$ and must produce a sequence of the facilities. For each $k$, consider the ratio of the cost of opening the first $k$ facilities in the ordering to the cost of an optimal $k$-median solution. The goal of the problem is to find an ordering that minimizes the maximum of this ratio over all values of $k$. See Lin et al. [7] for more on incremental optimization problems.

This brief literature review has covered areas of research that are relevant to the study of the class of incremental network design problems introduced in this paper. The review identified survey papers on single-period network design, recent papers discussing the practical importance of investigating multi-period network design, and fundamental papers on approximation algorithms for network design.

For the remainder of the paper, we focus on one particular incremental network design problem, namely the incremental network design problem with shortest paths (INDP-SP).

## 4 The Incremental Network Design Problem with Shortest Paths

We are given a network $D=(N, A)$ with node set $N(|N|=n)$ and arc set $A=A_{e} \cup A_{p}$ $(|A|=m)$, where $A_{e}$ is the set of existing arcs and $A_{p}$ is the set of potential arcs, as well as a source $s \in N$ and $\operatorname{sink} t \in N$. For each arc $a \in A$, we are given a length $l_{a} \geqslant 0$. Let $T=\left|A_{p}\right|+1$ be the planning horizon. In every time period, we have the option to expand the usable network, which initially consists of only the existing arcs, by "building" a single potential arc $a \in A_{p}$, which will be available for use in the following period. In every period, the cost (or length) of a shortest $s-t$ path is incurred (using only usable arcs, i.e., existing arcs and potential arcs that have been built in previous periods). The objective is to minimize the total cost over the planning horizon. Note that the length of the planning horizon ensures that every potential arc can be built. This also implies that a shortest $s-t$ path in $D$ will always be built. We will refer to such a shortest $s-t$ path as an ultimate shortest $s-t$ path to distinguish it from a shortest $s-t$ path in a time period, which depends on the potential arcs that have been built up to and including that period. Note that there may be many ultimate shortest paths in the network, and the sequence of potential arcs built in an optimal solution may not be unique. This problem is related to, but also quite different from, shortest path re-optimization problems as studied by Gallo [2] and extended by Pallottino and Scutellà 10.

An example. Consider the network shown in Figure 1, where solid arcs represent existingarcs and dashed arcs represent potential arcs. A path of length 52 can be built in three periods and the ultimate shortest path of length 4 can be constructed in 4 periods. However, the optimal solution is to first build arcs $a, b$, and $c$ to give a path of length 54 , and then to build arcs $d, e$, and $f$ to complete the ultimate shortest path for a total cost over the planning horizon of 3174 .

We start by observing a useful property of an optimal solution. Let $\bar{T}$ denote the time period in which an ultimate shortest path is completed in an optimal solution.


Figure 1: An example.

Observation 1. Let $\left(a_{1}, a_{2}, \ldots, a_{\bar{T}}\right)$ be an optimal sequence of potential arcs to build $\left(a_{i} \in A_{p}\right)$. Let $\left(P_{1}, P_{2}, \ldots, P_{\bar{T}}, P_{\bar{T}+1}\right)$ be a sequence of associated shortest paths, where $P_{i}$ is the path used while $a_{i}$ is being constructed. Let $c_{i}$ be the cost of path $P_{i}$. By grouping paths with identical costs, we obtain subsequences $S_{1}, S_{2}, \ldots, S_{K}$. Let $P_{S_{i}}$ denote a path associated with subsequence $S_{i}$. Let $A_{S_{i}}$ denote the potential arcs built during subsequence $S_{i}$. Then we have

$$
A_{S_{i}}=P_{S_{i+1}} \cap A_{p} \backslash\left(P_{S_{1}} \cup \cdots \cup P_{S_{i}}\right) \text { for } i=1, \ldots, K-1 .
$$

Proof. Each arc $a_{j}$ for $j=1, \ldots, \bar{T}$ must contribute to the construction of some path $P_{S_{i}}$ with $i \in\{1, \ldots, K\}$, otherwise an improved solution is obtained by simply removing $a_{j}$ from $\left(a_{1}, a_{2}, \ldots, a_{\bar{T}}\right)$. Furthermore, suppose there exist $j$ and $j^{\prime}$ with $j<j^{\prime}$ and $i$ and $i^{\prime}$ with $i<i^{\prime}$ such that $a_{j^{\prime}}$ contributes to the construction of path $P_{S_{i}}$ and $a_{j}$ contributes to the construction of path $P_{S_{i^{\prime}}}$, but not to the construction of paths $P_{S_{k}}$ with $k \in\{i, i+$ $\left.1, \ldots, i^{\prime}-1\right\}$. By interchanging $a_{j}$ and $a_{j^{\prime}}$, the paths $P_{S_{k}}$ with $k \in\left\{i, i+1, \ldots, i^{\prime}-1\right\}$ are completed earlier, while all other paths are completed at the same time, which reduces the
total cost.
Thus, the problem can be viewed as seeking a sequence of potential arcs to build, but also as seeking a sequence of paths to be constructed, and the last property establishes that in an optimal solution any potential arc that is built before an ultimate shortest path is completed will be part of the next shortest path.

## 5 Complexity

Since the shortest path problem is polynomially solvable, the complexity of the incremental network design problem with shortest paths is not obvious. The following theorem shows that even the simplest variant of the incremental network design problem with shortest paths as defined above is NP-hard.

Theorem 1. The incremental incremental network design problem with shortest paths is NP-hard.

Proof. Reduction from 3-SAT. Consider an instance of 3-SAT with $m$ clauses, i.e., $c_{1} \wedge c_{2} \wedge$ $\cdots \wedge c_{m}$, each of which contains three literals, i.e., $c_{i}=\left(l_{i 1} \vee l_{i 2} \vee l_{i 3}\right)$, where each literal is a Boolean variable $x_{j}$ or its negation. Let there be $n$ Boolean variables. We construct the instance of the incremental network design problem with shortest paths given in Figure 2, As before, existing arcs are shown as solid arcs and potential arcs are shown as dashed arcs. Let $M_{m}=1, M_{m-1}=2, \ldots, M_{1}=m, M_{0}=m+1$ and $I=\left\lceil\frac{(m+1)(n+1)}{2}\right\rceil+1$, and all other arcs have a cost of 0 . Observe that initially there is only a single path from $s$ to $t$ with cost $I$. Next observe that a shorter path of length $M_{0}$ can be constructed in $n$ periods by building one of the two potential arcs associated with a variable $x_{i}$ (i.e., $x_{i}$ or $\neg x_{i}$ ) for each of the $n$ variables. Next observe that a path from the source to the sink associated with clause $c_{i}$ requires that at least one of the potential arcs associated with the literals in $c_{i}$ has to be build and that the cost of such a path is $M_{i}$. It is now easy to see that if the instance of SAT-3 can be satisfied, a solution to the incremental shortest path problem with value $n I+(n+1) M_{0}+M_{1}+M_{2}+\cdots+M_{m}$ exists (all but $n$ of the potential arcs, all associated with the Boolean variables, will be build and the ultimate shortest path, with length 0 , will be used in the last in periods). Furthermore, if the instance of 3-SAT cannot be satisfied, a solution with strictly greater value will be obtained. Note that sequence of potential arcs through nodes $s_{1}, s_{2}, \ldots, s_{n}$ is introduced to ensure that it is always advantages to build $n$ potential arcs associated with the Boolean variables before building a path associated with a clause.

Even though the incremental network design problem with shortest paths is NP-hard, we next show that there exist special cases which are polynomially solvable. Consider the special case of disjoint paths graphs, in which the arcs $a \in A$ form node-disjoint paths from $s$ to $t$. More specifically, consider a disjoint paths graph with $r+1$ paths $P_{0}, P_{1}, \ldots, P_{r}$. Because the paths are disjoint, the order in which the potential arcs on a path are build is immaterial. Therefore, for $i \in\{0,1, \ldots, r\}$, let $q_{i}$ denote the number of potential arcs on $P_{i}$, and, as before, let $c_{i}$ denote the cost of path $P_{i}$. It is easy to see that if $c_{i}>c_{j}$ and


Figure 2: Instance of INDP-SP used in the reduction from 3-SAT.
$q_{i} \geqslant q_{j}$, then the path $P_{i}$ will not be constructed in an optimal solution. Therefore, we may assume that $0=q_{0}<q_{1}<\cdots<q_{r}$ and $c_{0}>c_{1}>\cdots>c_{r}$. We construct an auxiliary digraph $\bar{D}$ with node set $\{0,1, \ldots, r+1\}$. An arc set of $(r, r+1)$ with weight $c_{r}$, and arcs $(i, j)$ for $0 \leqslant i<j \leqslant r$ with weights

$$
w(i, j)=q_{j} c_{i}+\left(\sum_{k=i+1}^{j-1} q_{k}\right) c_{r} .
$$

The paths from 0 to $r$ in $\bar{D}$ are in one-to-one correspondence to solutions of the given disjoint paths instance: a path ( $0=i_{0}, i_{1}, \ldots, i_{s}=r$ ) corresponds to building the paths $P_{i_{1}}, P_{i_{2}}, \ldots, P_{i_{s}}$ in this order, and the weight of the path in $\bar{D}$ equals the objective value for the disjoint paths instance. Note that $q_{i_{j}} c_{i_{j-1}}$ for $j=1, \ldots, s$ captures the cost of building path $P_{i_{j}}$ and $\left(\sum_{i \in\{1, \ldots, r\} \backslash\left\{i_{1}, i_{2}, \ldots, i_{s}\right\}} q_{i}\right) c_{r}$ captures the cost incurred after the ultimate shortest path has been built. Thus, we have proved the following result.

Proposition 1. An instance associated with a disjoint paths graph with $r+1$ paths and characterized by vectors $\left(q_{1}, \ldots, q_{r}\right)$ and $\left(c_{0}, \ldots, c_{r}\right)$ can be solved in time $O\left(r^{2}\right)$.

In the following proposition, we completely characterize the instances associated with disjoint paths graphs where all potential arcs need to be build.
Proposition 2. For an instance associated with a disjoint paths graph with $r+1$ paths and characterized by vectors $\left(q_{1}, \ldots, q_{r}\right)$ and $\left(c_{0}, \ldots, c_{r}\right)$ all potential arcs have to be built in any optimal solution if and only if

$$
\begin{equation*}
\left(q_{i+1}-q_{i}\right) c_{i-1}+q_{i} c_{r}>q_{i+1} c_{i} \tag{1}
\end{equation*}
$$

for all $i \in\{1,2, \ldots, r-1\}$.
Proof. Suppose the inequality (1) holds for all $i \in\{1, \ldots, r\}$ and there is an optimal solution with $I \subseteq\{1, \ldots, r\}$ being the set of indices $i$ such that $P_{i}$ is built in this solution. Writing $I=\left\{i_{1}<i_{2}<\cdots<i_{s}=r\right\}$ and putting $i_{0}=0$, the optimal objective value is

$$
f(I)=\sum_{k=1}^{s} q_{i_{k}} c_{i_{k-1}}+c_{r}\left(\sum_{i \in\{1, \ldots, r\} \backslash I} q_{i}+1\right)
$$

Suppose there is some $i \in\{1, \ldots, r-1\}$ with $i \notin I$. Then we may assume that $i=i_{l}-1>$ $i_{l-1}$ for some $l \in\{1, \ldots, s\}$ and the objective value for the index set $I^{\prime}=I \cup\{i\}$ is

$$
f\left(I^{\prime}\right)=f(I)-\left(q_{i+1}-q_{i}\right) c_{i_{l-1}}+q_{i+1} c_{i}-c_{r} q_{i}<f(I)
$$

and this contradicts the optimality of $I$.
Conversely, suppose $I=\{1,2, \ldots, r\}$ is the index set of the paths build in the unique optimal solution with objective value $f(I)$ and that there is an $i \in\{1, \ldots, r-1\}$ violating (11. The objective value for building the paths with with indices in $I^{\prime}=I \backslash\{i\}$ is

$$
f\left(I^{\prime}\right)=f(I)+\left(q_{i+1}-q_{i}\right) c_{i-1}-q_{i+1} c_{i}+q_{i} c_{r} \leqslant f(I)
$$

contradicting the assumption that all paths have to be build in any optimal solution.

One possible way to satisfy the condition in Proposition 2 is to put $q_{i}=i$ for $i=$ $0,1,2, \ldots, r$, and to define $c_{r}$ recursively by $c_{r}=0$ and $c_{i-1}=(i+1) c_{i}+1$ for $i=$ $r-1, r-2, \ldots, 0$. This is illustrated in Figure 3 for $r=5$.


Figure 3: An instance associated with a disjoint paths graph in which all potential arcs need to be build in an optimal solution.

## 6 Greedy Heuristics

Two simple natural greedy heuristics are to

1. Always build arcs that lead to a shorter $s-t$ path as quickly as possible $\left(H_{1}\right)$; and
2. Build an ultimate shortest path as quickly as possible $\left(H_{2}\right)$.

Next, we show that the performance of both these heuristics, as well as of the heuristic where we take the best of the two solutions $\left(H_{3}\right)$, can be bad. Let the sequence $\left(c_{k}\right)$ be given by values $c_{0}=1, c_{1}=1, c_{2}=4$, and the recursion $c_{k}=5 c_{k-1}-3 c_{k-2}$ for $k>2$.

Lemma 1. We have $c_{k}=\sum_{i=1}^{k-1}(i+2) c_{k-i}+c_{0}$ for all $k$.

Proof. Induction on $k$. For $k \leqslant 2$ it's easy to check, and for $k>2$ we get

$$
\begin{aligned}
c_{k}=5 c_{k-1}-3 c_{k-2} & =3 c_{k-1}+2\left(\sum_{i=1}^{k-2}(i+2) c_{k-1-i}+c_{0}\right)-2 c_{k-2}-\left(\sum_{i=1}^{k-3}(i+2) c_{k-2-i}+c_{0}\right) \\
& =3 c_{k-1}+4 c_{k-2}+\left(\sum_{i=2}^{k-2} 2(i+2) c_{k-1-i}-\sum_{i=1}^{k-3}(i+2) c_{k-2-i}\right)+c_{0} \\
& =3 c_{k-1}+4 c_{k-2}+\left(\sum_{i=3}^{k-1} 2(i+1) c_{k-i}-\sum_{i=3}^{k-1} i c_{k-i}\right)+c_{0} \\
& =\sum_{i=1}^{k-1}(i+2) c_{k-i}+c_{0}
\end{aligned}
$$

Now consider the instance given in Figure 4. We have $T=\left|A_{p}\right|+1=2+3+\cdots+(k+$


Figure 4: Instance on which natural greedy heuristics perform bad.

1) $+T / 2+1$, hence $T=(k+1)(k+2)$. We compare the following three strategies
1. $H_{1}$, i.e. build the bottom path first, and then the remaining paths from bottom to top;
2. $H_{2}$, i.e., build only the top path; and
3. Build all paths except the bottom one.

For large enough $k$, we can bound the corresponding objective function values as follows.

1. For $H_{1}$ we get

$$
\sum_{i=0}^{T / 2}\left(c_{k}-i\right)+\left(c_{k}-T / 2\right)+\sum_{i=1}^{k-1}(i+2) c_{k-i}+c_{0}=\left(\frac{T}{2}+3\right) c_{k}-\frac{T(T+2)}{8}-\frac{T}{2} \geqslant k c_{k} .
$$

2. For $H_{2}$ we get

$$
(k+1) c_{k}+(T-k-1) c_{0} \geqslant k c_{k} .
$$

3. For the third strategy we get

$$
2 c_{k}+\sum_{i=1}^{k-1}(i+2) c_{k-i}+c_{0}+\frac{T}{2} c_{0}=3 c_{k}+\frac{T}{2} c_{0} \leqslant 4 c_{k} .
$$

This implies that the two simple natural greedy heuristics produce solutions with values that are at least $\frac{k}{4}$ times the optimal value for this instance. The above shows that the two simple natural greedy heuristics do not provide constant-factor approximation algorithms.

## 7 Approximation Algorithm

For $k=0,1, \ldots, T$, let $d_{k}$ deonte the cost of the shortest path from source to sink using at most $k$ arcs from $A_{p}$. The value of $d_{k}$ can be computed using the modified Bellman-Ford algorithm shown in Algorithm 1, where $d_{k}(u, v)$ is the cost of a shortest $u-v$ path using at most $k$ arcs from $A_{p}$. Set $\Delta^{\prime}=d_{T}$ to be the cost of an ultimate shortest path, and $\Delta=d_{0}-d_{T}$ be the cost of the initial shortest path, less the cost of an ultimate shortest path.

```
Algorithm \(1 k\)-costs from the source.
for \(k=0, \ldots, T\) do
    if \(k=0\) then
        \(d_{k}(s, s) \leftarrow 0\)
        \(d_{k}(s, v) \leftarrow \infty\) for all \(v \neq s\)
    else
        \(d_{k}(s, v) \leftarrow d_{k-1}(s, v)\) for all \(v \in N\)
        for \(a=(v, w) \in A_{p}\) do
            \(d_{k}(s, w) \leftarrow \min \left\{d_{k}(s, w), d_{k}(s, v)+c_{a}\right\}\)
    for \(i=1, \ldots, n\) do
        for \(a=(v, w) \in A_{e}\)
            \(d_{k}(s, w) \leftarrow \min \left\{d_{k}(s, w), d_{k}(s, v)+c_{a}\right\}\)
```

return $d_{k}(s, t)$ as $d_{k}$ for all $k$

Denote the value of $\kappa_{i}$ as the minimum number of arcs that need to be constructed to obtain an $s-t$ path with cost less than $\Delta^{\prime}+\frac{\Delta}{2^{2}}$. For convenience, we also introduce parameters $k_{0}=\kappa_{0}$ and $k_{i}=\kappa_{i}-\kappa_{i-1}$ for $i \geqslant 1$, which gives $\kappa_{i}=k_{0}+k_{1}+\cdots+k_{i}$. Let $K$ be the minimal index $k$ with $d_{k}=d_{T}$, and $r$ be the smallest integer with $d_{K-1} \geqslant \Delta^{\prime}+\frac{\Delta}{2^{r}}$. This gives $\kappa_{r}=k_{0}+k_{1}+\cdots+k_{r}=K$.

```
\(\overline{\text { Algorithm } 2} 2\) Approximately solving the incremental network design problem with shortest
paths.
Compute the values \(d_{k}\) using Algorithm 1
\(K \leftarrow \min \left\{k: d_{k}=d_{T}\right\}\)
\(I=\left\{i\right.\) such that \(\left.k_{i}>0\right\}\)
for \(i=0, \ldots, r\) do
    \(\kappa_{i} \leftarrow \min \left\{k: d_{k}<d_{T}+\left(d_{0}-d_{T}\right) / 2^{i}\right\}\)
\(j \leftarrow 0\) \{number of added arcs\}
\(\bar{A} \leftarrow \varnothing\) \{set of added arcs \(\}\)
for \(i \in I\) do
    Determine an \(s\) - \(t\) path \(P\) of cost \(d_{\kappa_{i}}\) using at most \(\kappa_{i}\) arcs from \(A_{p}\)
    for \(a \in\left(P \cap A_{p}\right) \backslash \bar{A}\) do
        \(j \leftarrow j+1\)
        \(a_{j} \leftarrow a\)
        \(\bar{A} \leftarrow \bar{A} \cup\{a\}\)
```

Build arcs $a_{1}, a_{2}, \ldots, a_{j}$ in that order.

The approach that is taken in Algorithm 2, is to firstly determine the smallest number of arcs that can be constructed such that cost of a shortest $s-t$ path is less than $\frac{\Delta}{2^{i}}+\Delta^{\prime}$ for each $i=0,1, \ldots, r$. This defines the values of $\kappa_{i}$ and $k_{i}$. If $k_{i}>0$, then $\frac{\Delta}{2^{i}}+\Delta^{\prime}$ provides a lower bound on the cost incurred while constructing a path that has $k_{i}$ more potential arcs than the previously used shortest $s-t$ path. Furthermore, $\frac{\Delta}{2^{2-1}}+\Delta^{\prime}$ provides an upper bound on the cost incurred while constructing a path that has $k_{i}$ more potential arcs then the previously used shortest $s-t$ path. The number of arcs that must be constructed to complete this path depends on the number of arcs previously constructed on the $s-t$ path that is utilized. The lower bound on the number of arcs that need to be constructed is $k_{i}$, and the upper bound is given by $\kappa_{i}$. The upper bound represents the case where the path is disjoint, and requires all potential arcs in the path to be constructed. In Figure 5 , these two cases refer to the top branch and the bottom $r+1$ branches respectively. We can combine the bounds on both the number of arcs constructed and their cost to obtain upper and lower bounds on the solution returned by Algorithm 2 .

Lower bound A cost of at least $\Delta^{\prime}$ is incurred every time period so the baseline cost is $T \Delta^{\prime}$. As a lower bound, $\frac{\Delta}{2^{i}}$ is incurred for $k_{i}$ periods, while constructing the path that has $k_{i}$ more potential arcs than the previously used shortest $s-t$ path. The total cost of construction is bounded below by $L=T \Delta^{\prime}+\sum_{i \in I} k_{i} \frac{\Delta}{2^{i}}$.

Upper bound Again, the baseline cost is $T \Delta^{\prime}$. As an upper bound, $\frac{\Delta}{2^{i-1}}$ is incurred for $\kappa_{i}$ periods, while constructing the path that has $k_{i}$ more potential arcs than the previously used shortest $s-t$ path. The total cost of construction is bounded above by $U=T \Delta^{\prime}+\sum_{i \in I} \kappa_{i} \frac{\Delta}{2^{i-1}}$.

Combining these two bounds, we can bound the approximation ratio of Algorithm 2 .
Proposition 3. Algorithm 2 is a 4-approximation for the incremental network design problem with shortest paths.

Proof. We can now demonstrate that Algorithm 2 is a 4 -approximation, by showing that $U \leqslant 4 L$ :

$$
\begin{aligned}
& U=T \Delta^{\prime}+\sum_{i \in I} \kappa_{i} \frac{\Delta}{2^{i-1}}=T \Delta^{\prime}+\sum_{i \in I}\left[\left(\sum_{j=0}^{i} k_{j}\right) \frac{\Delta}{2^{i-1}}\right] \\
& =T \Delta^{\prime}+\sum_{j=0}^{r}\left[\left(\sum_{i \in I, i \geq j} \frac{\Delta}{2^{i-1}}\right) k_{j}\right] \leqslant T \Delta^{\prime}+\sum_{j=0}^{r} \frac{\Delta}{2^{j-2}} k_{j} \leqslant 4 T \Delta^{\prime}+4 \sum_{j=0}^{r} \frac{\Delta}{2^{j}} k_{j}=4 L .
\end{aligned}
$$

The worst case behaviour for this algorithm can be observed in Figure 5. The optimal solution is to build the upper path which gives an objective value of

$$
2 \cdot 2^{r}+k\left(2^{r-1}+2^{r-2}+\cdots+2^{1}+2^{0}\right)=(k+2) 2^{r}-k .
$$

But Algorithm 2 builds the other paths from top to bottom and this yields

$$
2^{r}+\sum_{i=1}^{r+1}(i k+1)\left(2^{r-i+1}-1\right)=(4 k+3) 2^{r}-k \frac{(r+2)(r+3)}{2}-k-r-2
$$

Now the claim follows since for sufficiently large $k=r$,

$$
(4 k+3) 2^{r}-k \frac{(r+2)(r+3)}{2}-k-r-2>(4-\varepsilon)\left[(k+2) 2^{r}-k\right] .
$$

## 8 Conclusions and Extensions

In this paper, we have introduced a class of incremental network design problems and studied one member of the class, the incremental network design problem with shortest paths, in more detail. We have established that the problem is NP-hard, but have also identified a polynomially solvable special case. Natural greedy heuristics have been analyzed and a 4-approximation algorithm has been developed.

A natural extension to the variant of the incremental network design problem with shortest paths considered in this paper is obtained by introducing arc construction costs and construction budgets. In that case, we are also given for each arc $a \in A_{p}$ a construction cost $\bar{c}_{a}$ and for each period $t$ a budget $B_{t}$ and the option to expand the network in each


Figure 5: Instance on which Algorithm 2 performs badly. A dashed arc with label $i$ indicates a path of $i$ potential arcs, and a solid arc with label $i$ indicates an existing arc with cost $i$. All potential arcs and the unlabeled solid arcs have zero cost.
period by building potential arcs $a \in A_{p}$ subject to the constraint that the construction costs do not exceed the budget. As before, the objective is to minimize the total cost over the planning period, which now includes construction costs and shortest $s-t$ path costs.

Another natural extension is to consider multiple commodities, where each commodity $i$ requires one unit of flow to be send from source $s_{i}$ to $\operatorname{sink} t_{i}$. This incremental network design problem with multi-commodity flows can be uncapacitated, i.e., there is no limit on the flow on an arc, or capacitated, where the flow on arc has to be less than or equal to a given capacity. When the capacity is equal to one for all arcs, the subproblem in each period reduces to finding arc-disjoint paths.

Rather than considering network expansion, we can consider network maintenance. A class of multi-period network maintenance problems can be defined in a similar way to the class of incremental network design problems. In this setting, arcs are required to undergo maintenance, either once or with a certain frequency, and when an arc undergoes maintenance it is unavailable and cannot be used in the network optimization problem that has to be solved each period. This class of multi-period network maintenance problems also offers a rich environment for further research.

Finally, it is not difficult to formulate incremental network design problems and multiperiod network maintenance problems as integer programs. We are currently exploring whether integer programming formulations of the incremental network design problem with shortest paths and the incremental network design problem with multi-commodity flows are computationally tractable and whether valid or facet inducing inequalities can be derived from the multi-period structure.
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