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Abstract

Geometric structure extraction and reconstruction is a long-standing
problem in research communities including computer graphics, com-
puter vision, and machine learning. Within different communities,
it can be interpreted as different subproblems such as skeleton ex-
traction from the point cloud, surface reconstruction from multi-view
images, or manifold learning from high dimensional data. All these
subproblems are building blocks of many modern applications, such as
scene reconstruction for AR/VR, object recognition for robotic vision
and structural analysis for big data. Despite its importance, the extrac-
tion and reconstruction of a geometric structure from real-world data
are ill-posed, where the main challenges lie in the incompleteness,
noise, and inconsistency of the raw input data. To address these chal-
lenges, three studies are conducted in this thesis: i) a new point set
representation for shape completion, ii) a structure-aware data con-
solidation method, and iii) a data-driven deep learning technique for
multi-view consistency. In addition to theoretical contributions, the
algorithms we proposed significantly improve the performance of sev-
eral state-of-the-art geometric structure extraction and reconstruction
approaches, validated by extensive experimental results.

Keywords. Points representation, meso-skeleton, consolidation, da-
ta consolidation, filtering, clustering, dimensionality reduction, mani-
fold denoising, generative adversarial network, multi-view reconstruc-
tion, multi-view coherence, specular-to-diffuse, image translation
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Chapter 1

Introduction

Geometry existed before the creation.

Plato

Geometric structure is beautiful and everywhere, see Figure 1.1
for a few examples in our nature. As one of the earliest forms of
human art, our ancestors engraved geometric pattern on stones, see
Figure 1.2, around 100,000 years ago. Our modern data acquisition
techniques such as CT scanner, light field camera, and 3D laser scan-
ner, as shown in Figure 1.3, allow us capturing massive real-world
geometric data in a few seconds. However, given these raw input
data, the extraction and reconstruction of the geometric structure
remains a long-standing problem shared by research communities
including computer graphics, computer vision, and machine learn-
ing. Researchers in different fields may hold a different view for
this problem depending on what types of input data they are work-
ing with. For example, it can be viewed as a problem of skeleton
extraction from the point cloud [130], surface reconstruction from
multi-view images [118], and manifold learning from high dimen-
sional data [19]. All these subproblems have gained much attention
in recent years, driven by a wide range of modern applications, such

9
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as scene reconstruction for AR/VR, object understanding for robotic
vision, and structural analysis for big data, as shown in Figure 1.4. It
is also tightly related to those big questions in artificial intelligence:
how would a machine be truly aware of the geometric structure with
their own sensing? Can it extract, reconstruct and understand the
underlying structure of the information consciously, creatively, and
deeply? What governs the structure of all? Our exploration of such a
fundamental problem is an exciting and everlasting journey.

Figure 1.1: Examples of geometric structure in the natural. From top
left to bottom right: a nice curve of our milki-way, a plant with spiral
structure, an omega shape formed by birds, and the tree structure of
our brain. Credit: WALLPAPERIA, Alanna, Alain, Pinterest.
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Figure 1.2: A piece of red ochre with a deliberate zigzag engraving
from Blombos cave, South Africa. Credit: Anna Zieminski/AFP/Getty
and Chris Henshilwood.

Figure 1.3: Some modern data acquisition techniques. From left to
right are: medical scanner, light field camera, 3D scanner. Credit:
RAYMOND R. HOULE CONSTRUCTION, LYTRO, and [155].

1.1 Problem Statement

Let us first define the scope of the problem addressed in this thesis.
We assume the raw input data to our problem are commonly used
media like 2D images, 3D point cloud, or high dimensional scientific
data. The output geometric structure we seek for is a continuous,
intrinsic, and meaningful representation of the input data. The struc-
ture representation can be in the form of a skeleton, surface, manifold,
etc. Ideally, the underlying geometric structure of the data can be best
extracted and reconstructed when the input data is intact, clean and
consistent. However, the reality is quite the opposite. All kinds of prac-



12 CHAPTER 1. INTRODUCTION

Figure 1.4: Applications of geometric structure extraction and recon-
struction: AR/VR, autonomous car, data visualization and analysis.
Credit: Sergey Nivens, OVERSQUARE AUTOMOTIVE, Kimo Quain-
tance.

tical and physical limitations make the input data incomplete, noisy,
and inconsistent. Hence our research problem of geometric structure
extraction and reconstruction from the imperfect raw input data is
ill-posed. Knowing that a perfect solution to such ill-conditioned prob-
lem does not exist, we can discuss in the following how we approach
these three challenges, i.e., the incomplete, noisy, and inconsistent
nature of the data.

Incompleteness. Almost everything in our universe, including a
molecule, a stone, a tree, a forest and even a distribution of some
high dimensional data, has its unique structure and contains a large
amount of geometric information. Capturing and storing all these
information is an ambitious yet unpractical goal, despite the fast de-
velopment of advanced data acquisition techniques [155]. Besides,
one common limitation of all data collection approaches is that the
cost of the data acquisition goes up quickly as the increase of data
completeness. For example, while it cost almost nothing to take a 2D
selfie image, fully scanning a 3D surface or volume of the human body
can be expensive and time-consuming. A sacrifice of completeness of-
ten has to be made for a low price of data. Therefore, it is desirable
to complete the missing geometric information for those incomplete
data, based on reasonable prior knowledge [11] such as symmetry,
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skeleton, smoothness, correspondence, topology, functionality, etc. D-
ifferent priors favor different types of input data.

We focus our study of the data completion problem on 3D point
clouds, which are acquired from devices like laser scanners and depth
cameras that are widespread. A raw point cloud data is a set of data
points in space that represents the external surfaces of the object. As
shown in Figure 1.5 (a), the point cloud is often incomplete, as a result
of self or inter-object occlusion, inapplicable material, misalignment,
unreachable viewpoints, or the acquisition of time-varying data from
a single view [142]. Such data imperfection has greatly limited the
application of this innovative data representation for many years and
remains an open problem in research. As one direction approaching
this problem, we proposed a new point set representation method in
Chapter 3 that allows a joint optimization of the skeleton extraction
and surface completion of an object.

Noise and outliers. Like the data incompleteness, noise and out-
liers are well-known data imperfections that are caused by inevitable
limitations of data observation and collection approaches, as shown
in Figure 1.5 (b). Given such noisy and outlier-ridden input data, sci-
entists in statics, signal processing, and machine learning have spent
tremendous time and effort in designing robust denoising algorithms
that reveal and preserve the intrinsic structure of the data. The key to
a successful algorithm is an insightful observation of the input data.
Therefore, different denoising algorithms have been developed for
different types of media such as audio, images, and point clouds. We
focus our study on one kind of denoising method that works particu-
larly well for point-based data representation. This method, named
Locally Optimal Projection (LOP), is proposed by Lipman et al. [85] in
2007 for point cloud denoising. The core insight of LOP is a regulariza-
tion term for uniform points distribution that maintains the structure
of data while denoising. We introduce the basic of LOP in Chapter 2.
In Chapter 4, we made an important theoretical analysis of LOP about
the convergence criterion, revealing its relation to classical algorithms
like mean shift and manifold denoising, and demonstrating its power
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in applications like clustering and dimensionality reduction.

Inconsistency. Caused also by the limitations of existing data ac-
quisition techniques, our input data is usually captured by multiple
observations of the same target but from different views. Given such
multi-view data, the extraction of data correspondence and the re-
construction of the target model are difficult, if not impossible. The
challenge is twofold. First, the information of the observer, e.g. the
camera positions, are unknown or unreliable. Second, irrelevant en-
vironmental factors that affect the outcome of the observation form
different views, e.g. illumination and material, are also unknown and
complex.

While these two issues are common for many types of data, the
data inconsistency challenge in our study is specifically referred to the
appearance incoherency in 3D reconstruction from multi-view images,
as shown in Figure 1.5 (c). One rather strong assumption shared by
many multi-view 3D reconstructions is that the target objects are pre-
dominantly diffuse. This assumption suggests that the appearance of
the model are mostly consistent across different views, which is impor-
tant for the computation of image correspondences through feature
matching and the improvement of the reconstruction quality through
shape-from-shading [79]. However, when the object is not diffuse,
the appearance of the object changes in different views and the shad-
ing cue is not usable without additional prior knowledge like global
illumination or shape silhouette [42]. Therefore, the multi-view re-
construction of glossy surfaces is a challenging problem. We believe
a promising way to approach this problem is data-driven machine
learning, because of the fact that our human mind can be trained
to recognize the geometric structures in the images regardless of the
complexity of the scene. Encouraged by the success of deep learning
algorithms in image processing, we addressed this problem in Chap-
ter 5 through a generative adversarial network (GAN) for multi-view
specular-to-diffuse image translation, where some basic of GAN is
covered in Chapter 2.
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Figure 1.5: Main challenges of geometric structure extraction and
reconstruction: incompleteness, noise and outliers, and inconsistency.
Credit: [58], [151], and [36].

Goals. Aiming to advance research in dealing with the aforemen-
tioned main challenges, in this thesis, the goal we pursue in this thesis
is to explore optimization and learning techniques to extract and re-
construct the underlying geometric structure from raw input such as
point cloud, multi-view images, and high-dimensional data. Towards
this goal, we first propose a new 3D point sets consolidation method
that optimizes both the inner and surface structure simultaneously.
Next, we extend our consolidation technique to high dimensional
data with a theoretical analysis for parameter selection. Finally, we
tackle the appearance inconsistency problem of multi-view images by
leveraging the recent success of learning based image-to-image trans-
lation approaches. Experimental results show that all of our proposed
methods outperform the corresponding state-of-the-art methods, es-
pecially in terms of dealing with noise, incompleteness, inconsistency,
and outliers of the data.

1.2 Contributions

This thesis contributes in the following three problems:

Deep Points Consolidation [154]. We present a consolidation method
that is based on a new representation of 3D point sets. The key idea
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is to augment each surface point into a deep point by associating it
with an inner point that resides on the meso-skeleton, which consists
of a mixture of skeletal curves and sheets. The deep points repre-
sentation is a result of a joint optimization applied to both ends of
the deep points. The optimization objective is to fairly distribute the
end points across the surface and the meso-skeleton, such that the
deep point orientations agree with the surface normals. The optimiza-
tion converges where the inner points form a coherent meso-skeleton,
and the surface points are consolidated with the missing regions com-
pleted. The strength of this new representation stems from the fact
that it is comprised of both local and non-local geometric informa-
tion. We demonstrate the advantages of the deep points consolidation
technique by employing it to consolidate and complete noisy point-
sampled geometry with large missing parts.

Structure-aware Data Consolidation [153]. We present a structure-
aware technique to consolidate noisy data, which we use as a pre-
process for standard clustering and dimensionality reduction. Our
technique is related to mean shift, but instead of seeking density
modes, it reveals and consolidates continuous high density structures
such as curves and surface sheets in the underlying data while ig-
noring noise and outliers. We provide a theoretical analysis under a
Gaussian noise model, and show that our approach significantly im-
proves the performance of many non-linear dimensionality reduction
and clustering algorithms in challenging scenarios.

Specular-to-Diffuse Translation for Multi-View Reconstruction.
Most multi-view 3D reconstruction algorithms, especially when shape-
from-shading cues are used, assume that object appearance is pre-
dominantly diffuse. To alleviate this restriction, we introduce S2Dnet,
a generative adversarial network for transferring multiple views of
objects with specular reflection into diffuse ones, so that multi-view
reconstruction methods can be applied more effectively. Our network
extends unsupervised image-to-image translation to multi-view “spec-
ular to diffuse" translation. To preserve object appearance across
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multiple views, we introduce a Multi-View Coherence loss (MVC) that
evaluates the similarity and faithfulness of local patches after the
view-transformation. Our MVC loss ensures that the similarity of lo-
cal correspondences among multi-view images is preserved under the
image-to-image translation. As a result, our network yields signifi-
cantly better results than several single-view baseline techniques. In
addition, we carefully design and generate a large synthetic training
data set using physically-based rendering. During testing, our network
takes only the raw glossy images as input, without extra information
such as segmentation masks or lighting estimation. Results demon-
strate that multi-view reconstruction can be significantly improved
using the images filtered by our network. We also show promising
performance on real world training and testing data.

1.3 Thesis Organization

In Chapter 2, two technical backgrounds are introduced, one is LOP
for local structure filtering, the other is GAN for global structure learn-
ing.

In Chapter 3 we introduce the deep point representation of 3D
point sets. We augment each surface point into a deep point by associ-
ating it with an inner point that resides on the meso-skeleton, which
consists of a mixture of skeletal curves and sheets.

Chapter 4 present a structure-aware technique to consolidate
noisy data, which we use as a pre-process for standard clustering
and dimensionality reduction.

In Chapter 5 we introduce S2Dnet, a generative adversarial net-
work for transferring multiple views of objects with specular reflection
into diffuse ones, so that multi-view reconstruction methods can be
applied more effectively.

Chapter 6 concludes our research and results and briefly describes
possible future work.
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Chapter 2

Technical Background

2.1 Introduction

For a better understanding of the techniques in the later chapter-
s, in this chapter, we briefly introduce two important background
techniques: i) Locally Optimal Projection (LOP) for consolidation of
low-level structure and ii) Generative Adversarial Network (GAN) for
learning high-level structure.

LOP is the base of Chapter 3 and Chapter 4, which was originally
introduced by Lipman et al. [85] and improved by Huang et al. [57].
Please refer to these two works for a more detailed technical descrip-
tion of LOP. GAN is a trending learning method that Chapter 5 is
based on. It was introduced by Ian Goodfellow et al. [45] in 2014
and has attracted enormous attention in the past few years. For a
more in-depth introduction of GAN, the reader is advised for other
literature [44, 27, 54].

19
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2.2 Locally Optimal Projection

The Locally Optimal Projection operator (LOP) was originally de-
signed for surface approximation from point-set data. Given a set of
original input points Q = {qj}j∈J ⊂ R3 that is typically unorganized,
unoriented, unevenly distributed, noisy and outliers-ridden, the out-
put of LOP should be a set of clean sampled points X = {xi}i∈I ⊂ R3,
which in general is much smaller, i.e., |I| << |J |, and more organized
than Q, representing the underlying surface of Q. Formulated as an
optimization problem, the energy function of LOP is a combination of
data term and repulsion term. The data term is a localized version of
the L1-median that robustly projects sample points onto the surface
defined by the original points. Since the contraction force of data term
tends to attract sampled points to the local density extrema, a repul-
sion term is introduced as a regularization of the points distribution
by penalizing sampled points being too close to each other.

L1-median. The L1-median is a simple and powerful statistical tool
that can be regarded as the extension of the univariate median to
the multivariate setting [150]. Unlike the usual mean average, L1-
medians is known to be robust to noise and outliers, as shown in
Figure 2.1. By definition, the total Euclidean distance between the
L1-median location x and a set of input points is minimized, i.e.,

x = argmin
∑
j∈J
‖x− qj‖.

Localized L1-median as data term. The L1-median is a global cen-
ter of a set of points. It can be adapted locally to a point by adding a
weight function θ, i.e.,

x = argmin
∑
j∈J
‖x− qj‖θ(‖x− qj‖).
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(a) (b)

Figure 2.1: Insensitivity of the L1-median (red dot) to noise and
outliers in the data. The bluish shade of the points reflects the relative
weight with respect to the L1-median center.

The weight function θ(r) = e−r
2/(h/2)2 is a fast decaying smooth

function with support radius h defining the size of the supporting
local neighborhood. The result of localized L1-median depends on
the initial position of x and the neighorhood size h. As shown in
Figure 2.2, a single localized L1-median can not represent a complex
shape no matter what h we use. Therefore, we are seeking for a set of
localized L1-medians that best approximates the target shape as our
data term, i.e.,

arg min
X

∑
i∈I

∑
j∈J
‖xi − qj‖θ(‖xi − qj‖).

Repulsion term. Applying the L1-median alone tends to yield a
sparse distribution, where local centers are likely accumulated into a
set of point clusters; see Figure 2.3(a). To avoid such clustering and
maintain a proper geometry representation, we need to counteract
the attraction force by adding a repulsion force on the structure itself.
This brings the final objective function of LOP with two terms:
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Figure 2.2: Localized L1-Median using different size of local neigh-
borhood.

arg min
X

∑
i∈I

∑
j∈J
‖xi − qj‖θ(‖xi − qj‖)−

∑
i∈I

µi
∑

i′∈I\{i}

θ(‖xi − xi′‖),

where the {µi}i∈I are balancing constants among X that can be
set by the user. See Figure 2.3(b) for the effect of using the replusion
term.

Figure 2.3: With and without repulsion term.

Pros and cons of LOP. Besides its robustness to noise and outliers,
the main advantage of the LOP operator is that it work directly on raw
point clouds without additional information like mesh connectivity
and point normal. The repulsion term allows LOP extract multi-scale
structures with nice distribution by using different kernel sizes, as



2.3. GENERATIVE ADVERSARIAL NETWORK 23

demonstrated in Figure 2.4. Some disadvantages of LOP include over-
smoothing, failing to deal with large missing data and sensitivity to
the selection of parameters. We have proposed some methods that
improve LOP to better preserve sharp features [59, 88, 166, 167]. In
Chapter 3, we address the shape completion problem based on LOP.
In terms of parameter selection, Lipman et al. [85] have proven that if
the data set Q is sampled from a C2-smooth surface S, LOP operator
has an O(h2) approximation order to S, provided that the balanc-
ing parameters {µi}i∈I are carefully chosen. We further analysis the
relation between {µi}i∈I and neighborhood size h in Chapter 4.

Figure 2.4: LOP using different local neighborhood sizes.

2.3 Generative Adversarial Network

In this section, we will first walk through some basic concepts of
neural networks. Then, we focus on the theoretical and practical
background of Generative Adversarial Networks. Last, we introduce
some extension of GAN that serve as the baselines of Chapter 4.

Neural network. In 1943, Warren McCulloch and Walter Pitts [92]
created a computational model for neural networks based on mathe-
matics and algorithms called threshold logic. Nowadays, the neural
network has become the most powerful machine learning tool in many
complex tasks in areas like natural language processing and computer
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Figure 2.5: Illustration of a neuron activation with three input signals.
Credit: Karpathy, CS231n, Standford, 2016.

vision, thanks to a) the great development of GPU computation pow-
er; b) the availability of huge amounts of training data, and c) some
smart design of network architecture.

A neural network can be seen as a black box that transfers input
data X into a desirable output Y, i.e., F (X) = Y . Such black box
is similar to a biological brain of an animal or human being. From
the viewpoint of neuroscience, we can look at this black box from
both outside and inside. Looking from outside, we can see the brain
process the input information X and give a response output Y. The
response is based on the experience learned in the past and some
projection for the future. Looking from inside, we can see the millions
of neurons transport information through some chemical and physical
activations. However, no matter from outside or inside, we do not
know yet the mechanism how a thought is actually generated in our
brain. It remains an on-going research in both neuroscience and
computer science to form a theory for the explanation of the behavior
of the neural network. Nevertheless, given enough training data, a
neural network is a great tool in approximating a highly non-linear
function that maps X to Y, e.g. determining the label of an image.
Interestingly, such complex functions are built upon thousands of
millions of base computational unit, called neuron.
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Activation function. Given n input signals x0, x1, ..., xn, a neuron
is defined by a set of weights w0, w1, ..., wn, where the activation a of
a neuron can be computed as

a =

n∑
i=1

xi · wi.

To introduce non-linearity, we apply a non-linear function called
activation function f and a bias b, and get our output signal

y = f

( n∑
i=1

xi · wi + b

)
.

Here the weights are the parameters to be learned during training,
as illustrated in Figure 2.5. There are various choices for f . For
example, a conventionally used sigmoid function,

f(z) = 1/(1 + e−z),

or a TanH function,

f(z) = (ez − e−z)/(ez + e−z),

or rectified linear unit (ReLU) that is more frequently used because
of its fast convergence and unlike TanH, ReLU dose not have the
gradient vanishing issue, i.e.,

f(z) = max(0, z),

and its variant, leaky ReLU, that tries to avoid the dead activation
issue, i.e.,

f(x) =

{
x if x > 0
αx otherwise

.
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Figure 2.6: An example of a neural network structure. It consists of
an input layer with three features, two hidden layer with 4 neurons
of each, and one output layers. These are fully-connected in the sense
that, for every layer, each neuron is connected to all neurons of the
next layer. Credit: Karpathy, CS231n, Standford, 2016.

Building a network. A neural network is created by connecting
neurons in a certain way. Figure 2.6 show an example of building a
fully-connected network upon some neurons. This is done by organiz-
ing neurons into several layers and establishing connections between
consecutive layers, forming a multilayer perceptron. By connection, it
means that the output value of a neuron is taken as the input signal
of a neuron in the next layer.

As discussed, a neural network, defined by a collection of weights
θ = w0, w1, ..., wm of all neurons in the network, can be viewed as a
complex function F (xi; θ) = yi, where xi is a sample on the feature
domain, and yi is the corresponding output of the network. The goal
of training a network is to seek a set of optimal weights θ∗, such that
the behavior of F (xi; θ

∗) = yi meets our expectation.
To describe the expectation of our problem, we need at least |K|

sample data x1, e1...xk, ek for computing our parameters, where |K| >
1 and ei is the expected output of xi. For example, xi can be an RGB
image and ei can be an annotated label (e.g. whether it contains a
cat) of that image xi. A naive way to search the optimal parameter
is by exhaustively testing out all possible combination of θ, which is
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Figure 2.7: A visualization of the forward and backward passes of
backpropagation. Credit: CS231n, Standford, 2018.

unfeasible and usually there exist more than one solution.
To make this problem more trackable, like most machine learning

algorithms do, training a network is often done by optimization. First,
we need to formulate the expectation of our task as an objective (or
loss) function that can be minimized/maximized. For example, the
loss can be formulated as the sum of the Euclidian distances between
yi and ei, i.e.,

L =

n∑
i=1

‖yi − ei‖.

When L is minimized, an "optimal" set of parameters θ∗ is ob-
tained, and hopefully for a new input xnew, the output ynew = F (xnew; θ∗)
meets our expectation.

Although minimizing the loss L cannot guarantee a perfect behav-
ior of the trained network on new data, this approach is computation-
ally trackable, and often produces a satisfying result. Note that giving
the same loss function, our transformation function F (xi; θ) can also
be defined by other forms like logistic regression [56] or support vec-
tor machines (SVM) [51]. In this thesis, we focus on the formulation
using neural networks, which in general have a much bigger capac-
ity in representing a complex transformation function, but requires
a large amount of training data and a careful optimization to avoid
overfitting.
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Training a network. Now that the structure and objective function
L of the network is defined, we can minimize our objective function by
optimizing the parameters θ using a well-studied optimization method
called gradient descent. Gradient descent is known as a powerful first-
order iterative optimization algorithm for finding the minimum of a
differentiable objective function. In general, the gradient describes
the slope of a function with respect to a variable. The slope always
points to the nearest valley of the objective function. Given a function
defined by a set of parameters, gradient descent starts with an initial
set of parameter values and iteratively moves toward a set of param-
eter values that minimize the function, taking steps in the negative
direction of the function gradient. For example, the gradient

∂L
∂θ

=

(
∂L
∂w0

,
∂L
∂w1

, ...,
∂L
∂wm

,

)
describes the slope of the loss function with respect to the network

parameters θ0. Given a set of network parameters θ, the weights are
iteratively updated by

θ = θ − λ∂L
∂θ

where the λ is the learning rate that controls the step size of θ mov-
ing along the negative gradient direction. This process is performed
continuously until we reach a local minimal of L.

Now we need to compute the partial derivative. Surprisingly, this
can be readily done for an arbitrarily complex network using a sim-
ple technique called backpropagation, which is a way of computing
gradients of expressions through recursive application of the chain
rule. It consists of two stages: a forward and a backward pass, as
visualized in Figure 2.7. In the feed-forward stage, the input features
are processed from the first to the last layer of the network according
to the pre-defined connections of neurons as described above. In this
stage, the local gradient at each node can be computed and stored
for later usage. The output of this stage is used to compute the error
value of loss L. Subsequently, the network is run backward, backprop-
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Figure 2.8: A visualization of a convolutional layer. Two kernels
are applied on the entire input images and extracted two feature
maps independently. The weights of each kernel are shared by the
corresponding activation map.

agating the error of each neuron from the last to the first layer. Using
the stored derivatives, each neuron only needs to take care of the
local gradient coming from the direct upstream, applying the chain
rule, and passing the modified gradient to its downstream. In the
end, we get the ∂L

∂θ in the first layer and use it to update the network
parameters.

Many advanced optimization techniques have been developed to
improve the training process. For example, stochastic gradient de-
scent is used to consider a mini-batch instead of all training examples
at once. Adam optimizer [74] can adaptively estimate the learning
rate based on first and second order momentum. Batch normaliza-
tion [64] or its variants are widely used for stabilizing the learning.
Regularization techniques such as L2 & L1 regularization, Dropout,
early stopping, and data augmentation are frequently used in practice
to cope with overfitting.
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Figure 2.9: A visualization of the feature maps in different layers of a
convolutional neural network. Credit: CS231n, Standford, 2018.

Convolutional Neural Networks Applying the aforementioned net-
work architecture for complex input features like RGB images can be
problematic. It will consume lots of memory and give too many de-
grees of freedom. Therefore, LeCunn et al. [80] proposed a new kind
of architecture that takes the semantic relations over a neighborhood
into account and constrains the leaning problem by weights sharing.
Such network architecture is generally refer to convolutional neural
networks and its most distinguishing feature is the convolutional layer,
as shown in Figure 2.8.

The input to a convolutional layer is an image or the feature maps
from the previous layer. Unlike a fully-connected network that each
activation must be connected to all features in the previous layer, in a
convolutional layer, one activation map shares the weights of a filter.
This is done by the convolution operation in image processing.

It works like this: a filter defined by a set of weights with a rela-
tively small window size will slides through an image, marching with
a certain step size called stride. In each step, the filter overlaps with
a block of the input volume and a weighted average is computed for
a pixel in the output activation map. As a result of this filtering op-
eration, we connect each neuron to only a local region of the input
volume and dramatically reduce the number of network parameter-
s. The filter bank is invariant to location, since its weights are the
same for the whole feature map. The spatial extent of this connec-
tivity is a hyperparameter called the receptive field of the neuron, or
equivalently the size of the filter.

The spatial size and depth of the output feature maps is deter-
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mined by the window size, stride and number of the filters. In some
early practice, a pooling layer is used after the convolutional layer,
in order to reduce the spatial resolution quickly. But this can also be
done by using a stride size > 1 in the convolutional layer. In gener-
al, the spatial size of the feature maps decrease as the layer number
increases. This encourages the network to considers multi-scale infor-
mation of the image, and further reduces the number of parameters.
As shown in Figure 2.9, the beginning layers of the networks respond
to the local edge information, while the later layers seem to capture
some global information like illumination. For classification tasks, a
fully-connected and softmax layer is usually used to generate a match-
ing score for evaluating the loss.

Note that sometimes it is also desirable to increase the spatial
resolution of the feature maps, e.g., in image super-resolution, seg-
mentation, and autoencoders. A common technique to achieve that is
a deconvolution layer (or transposed convolutional layer), proposed
by Zeiler et al. [162]. The deconvolution can be then considered as
an operation that allows recovering the input of a feature map that is
originally obtained by applying a convolution on the input, as shown
in Figure 2.10.

So far, the most influential design of convolutional neural networks
include: LeNet [80], AlexNet [77], GoogleNet [128], VGGNet [127],
and ResNet [50]. As the performance of the network appeared to
be improved by increasing the number of convolutional layers, some
people refer to this technique as deep learning.

Generative Adversarial Networks The network architectures dis-
cussed above are mostly designed for supervised learning. The unsu-
pervised learning problem is more challenging in machine learning.
The input data to unsupervised learning have no labels, and we need
to learn the underlying hidden structure of the data, e.g., clustering,
dimensionality reduction, feature learning, and density estimation.

One architecture for learning generative models of data is the
autoencoder, where the goal is to learn a representation (or encoding)
for a set of data, typically for the purpose of dimensionality reduction.



32 CHAPTER 2. TECHNICAL BACKGROUND

Figure 2.10: An example of deconvolutional layer. The transpose of
convolving a 3×3 kernel over a 5×5 input using 2×2 strides (i.e., i =
5, k = 3, s = 2 and p = 0). It is equivalent to convolving a 3×3 kernel
over a 2× 2 input (with 1 zero inserted between inputs) padded with
a 2× 2 border of zeros using unit strides. Credit: [32].

An autoencoder network consists of two parts: an encoder to learn
a compact latent space z for the abstract representation of the data,
and a decoder to reconstruct the information from the compressed
data, as illustrated in Figure 2.11. Once the training is converged,
hopefully, new data can be generated by sampling on the latent space
z. Variational autoencoder (VAE) [75] is theoretically sound and
remains an active research field, but so far it tends to generate blurrier
images compared to the GANs that we discuss next.

Generative adversarial networks (GANs) are deep neural net ar-
chitectures comprised of two nets: i) a generator network G that tries
to fool the discriminator by generating real-looking data, and ii), a
discriminator network D that tries to distinguish between real and
fake data, as shown in Figure 2.12. Ideally, the probability distribu-
tion PG(x) defined by generator G should be as close to the true data
distribution Pdata(x) as possible and the discriminator D can serve
as a measurement of the JS divergence (or similarity) between PG(x)
and Pdata(x).

The training process of GAN can be viewed as a min-max game
between generator G and discriminator D:
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Figure 2.11: The structure of an autoencoder. The encoder network
tries to find a compact latent space of data compression, while the
decoder network aims at a full reconstruction of the original data.
Credit: CS231n, Standford, 2018.

min
θg

max
θd

[
Ex∼pdata logDθd(x) + Ez∼pz log(1−Dθd(Gθg (z)))

]
,

where x is real data (randomly sampled from the training set) and
z is random noise. The discriminator D defined by θd wants to max-
imize objective such that Dθd(x) is close to 1 (real) and Dθd(Gθg (z))
is close to 0 (fake). The generator G defined by θg wants to minimize
the objective such thatDθd(Gθg (z)) is close to 1, i.e., the discriminator
is fooled into thinking the generated Gθg (z) is real.

The training of GAN is performed by alternate between i) a gradi-
ent ascent on the discriminator

max
θd

[
Ex∼pdata logDθd(x) + Ez∼pz log(1−Dθd(Gθg (z)))

]
,

and ii) a gradient ascent on the generator
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Figure 2.12: An overview of GAN. The generator tries to forge fake
images from a random noise input, and the discriminator needs to
judge whether an image is true or fake. Credit: CS231n, Standford,
2018.

max
θg

Ez∼pz log(Dθd(Gθg (z))).

When training D, the parameters of G, i.e., θg, are fixed, and vice
versa. In practice, some people find updating the discriminator k it-
erations before an update of the generator will lead to better results.
But others find k = 1 works the best. Jointly training two networks
simultaneously can be difficult and unstable. Recent work like DC-
GAN [109], Wasserstein GAN [4], progressive GAN [69], and Spectral
GAN [95] focus on improving the stability of the GAN training and
the quality of the output images.

Overall, the output of GAN are generally crisper than those pro-
duced by other generative models like VAE, and the latent space
learned by GAN is meaningful. One possible explanation is that GAN
balances the pros and cons of generator and discriminator. Gener-
ator approaches the problem bottom-up, and it can easily generate
complex data with a deep model, but it can not imitate the global
appearance, and hard to learn the semantic correlation between com-
ponents. On the other hand, the discriminator is top-down, being
good at the big picture, but lacks the ability of generation.
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Supervised and unsupervised conditional GAN. Besides image
generation, GAN works surprisingly well in a visual task named image-
to-image translation that transforms an image from domain X to Y .
This is challenging because GANs needs to produce images that agree
with the target domain Y , while the underlying structure in the o-
riginal image should be preserved. Isola et al. [65] proposed using
a conditional GAN to approach this problem and achieve stunning
results. For the generator, the input is a combination of the source
image and random noise. For the discriminator, the input image and
the output of the generator are concatenated for examination. A con-
ditional L1 regularization term is added to penalize big differences
between the input and output image. Denoting the output image in
domain B as y, the objective of a conditional GAN can be expressed as

min
θg

max
θd

{
Ex∼pdata(x),y∼pdata(y) [logDθd(x, y)] +

Ez∼pz
[
log(1−Dθd(x,Gθg (x, z)))

]
+

λEx∼pdata(x),y∼pdata(y),z∼pz
[
‖y −Gθg (x, z)‖1

]}
,

(2.1)

where λ is a hyperparameter setting the weight of the regulariza-
tion term.

Conditional GAN achieves great success in image translation but
requires many paired images for training. Interestingly, people quickly
find GAN can do the job almost as good without paired images, i.e.,
with unsupervised learning [169, 158, 73]. The core technique is a
cycle-consistency loss that encourages the network to learn an image
transformation from domain X to Y and then back to X. To do so,
the GAN must somehow leans to keep the intrinsic information of
the image during the transformation, e.g., from X to Y . Otherwise,
the subsequent transformation from Y to X will violate the cycle-
consistency.

The goal is to learn two mappings: GX2Y : X → Y and GY 2X :
Y → X, and two discriminator DX and DY . For the mapping of
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GX2Y : X → Y , the GAN loss can be expressed as:

LGAN (GX2Y , DY , X, Y ) =Ey∼pdata(y) [logDY (y)] +

Ex∼pdata(x) [log(1−DY (x,GX2Y (x)))] .
(2.2)

Similar to the L1 conditional loss in equation (2.1), the cycle con-
sistency loss can be written as:

Lcyc(GX2Y , GY 2X) =Ex∼pdata(x) [‖GY 2X(GX2Y (x))− x‖1] +

Ey∼pdata(y) [‖GX2Y (GY 2X(y))− y‖1] .
(2.3)

The final objective of cycleGAN is:

L(GX2Y , GY 2X , DX , DY ) =LGAN (GX2Y , DY , X, Y )+

LGAN (GY 2X , DX , Y,X)+

λLcyc(GX2Y , GY 2X),

(2.4)

where λ controls the relative importance of the two objectives.
In Chapter 5, we extend the GAN-based image-to-image trans-

lation methods from handing single view to multi-view images by
introducing a multi-view coherence loss. Specifically, we perform
specular-to-diffuse image translation and the 3D reconstruction based
on the transformed diffuse image is significantly improved.



Chapter 3

Deep Points
Consolidation

3.1 Introduction

Objects in computer graphics are commonly represented only by their
surface. However, objects are typically volumetric and their analysis
and processing should consider also their volume. To account for
the volume, skeletal shape representations have been widely used for
shape modeling, analysis and editing. Skeletal representations usually
keep their linkage to the surface. One of the best known examples
is the medial axis transform (MAT), which is the set of centers of tri-
tangent spheres. Each point on the surface is then represented by a
point and a radius on the MAT’s skeleton.

In this paper, we introduce a new representation for point sets
that, similarly to the MAT, makes a link between the surface and its
local volume. Each surface point is associated with an inner point that
resides on a meso-skeleton [129], which consists of skeletal curves in
cylindrical regions and skeletal sheets (i.e., medial axes) elsewhere.
The augmented representation is a set of line sections, each with one
end on the surface and the other on the meso-skeleton. We term these

37
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Figure 3.1: The deep points representation (left) is a set of line sec-
tions, each with one end (red) on the surface (middle) and the other
(blue) on the meso-skeleton (right).

augmented points, deep points, or dpoints for short. See Figure 3.1 for
an illustration of the deep points representation. The deep points for-
m a smooth mapping between the surface and meso-skeleton, where
their orientations agree with their corresponding surface normal direc-
tions. It is worth noting that unlike the MAT, dpoints can be computed
robustly from noisy and highly incomplete input.

The deep points representation is a result of an optimization ap-
plied to the raw input point set. The key idea is to jointly optimize the
surface and skeletal points so they form a valid deep points set. As we
will show, the optimization converges where the inner points form a
meso-skeleton, and the surface points are consolidated. The strength
of the dpoints representation stems from the fact that it is comprised
of both local and non-local geometric information. We demonstrate
the advantages of dpoints by employing them to consolidate and com-
plete noisy point clouds with large missing parts.

Surface normal vectors have a critical role in surface reconstruc-
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tion. Advanced consolidation techniques [46, 102, 165, 59, 15] that
can deal well with artifacts such as noise, outliers, irregular sampling,
and sharp features rely on the availability of accurate normals. How-
ever, vector normals as a second order differential feature remain
noisy, especially near open boundaries. Thus, unreliable normals
make it challenging to complete missing surface data in the proximity
of boundary points. Our consolidation technique can complete the
surface without assuming the availability of accurate surface normals.

Figure 3.2 illustrates the main benefits of surface reconstruction
using our dpoints representation. The raw scan in Figure 3.2(a) is
non-uniform, many regions are sparse, and large parts are completely
missing. Consequently, boundaries are not clearly defined and normal
data is unreliable. Our dpoints representation computes a topological-
ly correct meso-skeleton for the input shape, which provides non-local
geometric information and guides the completion of missing regions
on the surface. The result of our consolidated point set surface is
shown in Figure 3.2(e), to which we apply Poisson reconstruction in
Figure 3.2(f); see also the accompanying video.

In contrast, directly applying state-of-the-art reconstruction meth-
ods to the noisy and incomplete input, such as Poisson reconstruc-
tion [71] in Figure 3.2(b), does not provide plausible results. The
WLOP technique [85, 57] excels in that it can consolidate raw and
imperfect data without relying on normals. However, WLOP does not
complete missing regions as is obvious in Figures 3.2(c-d).

It should be noted that surface completion is, by its nature, an
ill-posed problem. We therefore guide it by a coherent meso-skeleton,
resulting in natural-looking reconstructions even for highly incom-
plete scans; see an evaluation in Figure 3.17. Furthermore, our com-
pletion is contextual as it extrapolates the existing surface, rather
than completing it with context-oblivious data, like circular [132] or
elliptical [58] cross sections; see comparisons in Figure 3.13.

The rest of this chapter is organized as follows: we discuss the
background and previous work in Section 3.2.
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(a) (b) (c) (d) (e) (f)

Figure 3.2: The input point cloud (a) contains noise and large missing
regions. Applying Poisson surface reconstruction [71] on either the
input (a) or the WLOP consolidation [57] result (c) does not yield
satisfactory models; see (b) and (d), respectively. The surface points
shown in (e) are consolidated and completed by our dpoints tech-
nique. This leads to a much better Poisson surface reconstruction (f).
In (c) and (e), the errors of the surface point normals estimated by
local PCA are evaluated based on the ground truth and color coded
(blue means higher error).

3.2 Related work

Surface reconstruction. In a broader context, our work is related
to the vast literature on surface reconstruction [55, 139, 3]. Noise
is a major challenge in handling real scanned data. Assuming local
smoothness, methods based on signed distance functions (SDF) [18,
70, 71] can reconstruct watertight surfaces. These techniques assume
the whole model is scanned and when missing data is significant
the reconstructed surfaces are often overly smooth and may contain
topological errors. Please refer to Berger et al. [10, 12] for a more
comprehensive survey of state-of-the-art methods.

Surface Consolidation. Consolidation is an important preprocess-
ing step, such as normal estimation, denoising, smoothing and regu-
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larization, which works directly on a point set itself. Early work by [2]
defines a point set surface through moving least squares (MLS) pro-
jection. Later works focus on remitting the over-smoothing problem.
Representative approaches include anisotropic smoothing [78], point-
sampled cell complexes [1], algebraic point set surfaces [46], robust
implicit MLS [102] and point set resampling [59]. To preserve sharp
features, Avron et al. [7] use a `1-sparse method to compute piece-
wise smooth surfaces, whereas Huang et al. [59] generate piecewise
smooth point set surfaces through point projection. Recent work by
Calderon and Boubekeur [15] preserves sharp features under a point
morphology framework. All of these techniques depend on oriented
normals for the projection control.

The most related work to our approach is Weighted Locally Opti-
mal Projection (WLOP) [85, 57], which generates a uniform distribut-
ed point set with oriented normals. Preiner et al. [107] develop an
accelerated version of WLOP by using a more compact representa-
tion of the original input points. WLOP-based consolidation methods
are robust since they do not rely on the normals of the input points.
However, none of them was designed to complete point clouds. In
that sense, our method fuses consolidation and completion into one
coherent technique.

Completion. Missing data, caused by self-occlusion, light absorp-
tion, or challenging surface materials [155], is one of the most chal-
lenging problems in surface reconstruction. Diffusion-based method-
s [28] are able to fill small holes with complex boundaries. To fill large
holes, context-based [122, 48], and repetition-based [165] methods
are proposed, with the assumption that the missing parts can be re-
placed with other parts of the input itself. Other methods infer missing
data through exploiting high-level knowledge and priors, such as sym-
metry relationships [103], volumetric smoothness [131], canonical
regularities [82], and global parity measurement [121]. Nevertheless,
these techniques cannot avoid erroneous topological reconstruction-
s. Hence, interactive methods were developed to allow guiding the
reconstruction with topology control [124, 159].
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(a) Input C

(b) Initial consolidation S

Sink

Copy

Joint optimization

(c) Forming the meso-skeleton Q

(d) Consolidating surface points P

(e) Dpoints  P,Q< <

Figure 3.3: Deep points consolidation. Given the input point cloud
(a) and its initial consolidation results (b), our approach creates deep
points by sinking the inner points to form a meso-skeleton (c) and
moving the outer points along the surface to complete missing areas
(d). The final representation consists of a set of coherent vectors that
connects the surface with the meso-skeleton.

Skeletonization. Skeletonization has been intensely studied in com-
puter graphics, e.g., [6, 17, 14, 98]. In particular, curve skeleton tech-
niques were developed in the context of surface reconstruction [123,
132, 81, 87, 58]. Tagliasacchi et al. [132] introduce a curve skele-
ton extraction mechanism by the use of the rotation symmetry axis.
Huang et al. [58] compute L1-medial skeletons with conditional reg-
ularization.

The work of Tagliasacchi et al. [129] computes meso-skeletons,
which combine medial sheets and curve skeletons. We adapt their
notion of meso-skeletons. However, our method differs in that we
do not assume having a complete surface with reliable normals. We
generate the meso-skeleton as a by-product of the point cloud consol-
idation from noisy and incomplete input that lacks reliable normals.
Miklos et al. [94] introduce a generalization of the MAT that provides
a medial representation at different levels of abstraction. While this
approach is more robust to noise, it still does not address the issue of
incomplete data.

To complete the missing parts along the recovered curve skeleton,
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these methods [132, 58] typically run cross-sectional curve interpo-
lation and assume that the geometry of the cross-sectional curve is
circular or elliptical. Our approach for computing meso-skeletons is
inspired by the skeletonization scheme of [58]. However, we intro-
duce new adaptive and anisotropic neighborhoods (Figure 3.5), which
allow us to generate skeletons of different topologies (2D sheets & 1D
curves) under the same framework.

3.3 Deep Points

A deep point consists of a pair of points 〈pi, qi〉, an outer point pi ∈ R3

that resides on the surface and a corresponding inner point qi ∈ R3

that resides on a meso-skeleton. We refer to the outer points P =
{pi}i∈I as surface points and the inner ones Q = {qi}i∈I as skeletal
points, where the index set I is the same. We represent points in
space and their orientations as column vectors, and denote orientation
vectors with bold fonts.

The deep points representation 〈P,Q〉 = {〈pi, qi〉}i∈I ⊂ R6 shall
satisfy the following criteria:

• the surface points P reside on the latent surface and are regu-
larly distributed;

• the collection of the skeletal points Q forms a meso-skeleton of
the surface, which may consists of both 2D surface sheets and
1D curves;

• the dpoint orientation mi = (pi − qi)/‖pi − qi‖ agrees with the
surface normal ni at the corresponding surface point pi.

These objectives yield a joint optimization of the surface and the
skeletal points under both position and orientation constraints. As
the optimization converges, the deep points are generated.

We provide an overview of our algorithm in Figure 3.3. Let us
denote the input point cloud with C = {cj}j∈J ⊂ R3 (Figure 3.3(a)).
The point cloud can be unoriented and unevenly distributed, and it
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may have large missing parts. We start by applying WLOP consolida-
tion [57] on C to yield a denoised, oriented, and downsampled point
set S = {si,ni}i∈I (Figure 3.3(b)). Through replicating the consoli-
dated input S and sinking these replicated points down into the shape
interior (Section 3.4.1), an initial meso-skeleton (Figure 3.3(c), left)
is formed. We refer to points on this initial meso-skeleton as anchor
points and denote them by H = {hi}i∈I .

With set S serving as the initial surface points (Figure 3.3(d),
left) and set H serving as the initial skeletal points, we optimize
the set 〈S,H〉 (Figure 3.3(d) and (c), left to right) to form a valid
deep points representation that satisfies the three criteria introduced
above. In Section 3.4.2, we describe the optimization of the skeletal
points into a connected and topologically correct meso-skeleton of the
surface. The corresponding surface point consolidation is presented
in Section 3.4.3. We show a sequence of optimized point clouds in
Figure 3.3(c) and (d), including both skeletal and surface point sets,
to demonstrate how this joint optimization converges to a valid state
of deep points 〈P,Q〉 as presented in Figure 3.3(e).

3.4 Joint Optimization on Dpoints

The joint optimization of dpoints consists of three stages: sinking
the consolidated points S (Figure 3.3(b)) to obtain a set of anchor
points H (Figure 3.3(c), left), and then consolidating these anchor
points H to form a meso-skeleton (Figure 3.3(c), left to right), and
finally consolidating a second copy of the surface points S to complete
the missing areas and refine the connection to the meso-skeleton
(Figure 3.3(d), left to right). At the end, a good dpoints representation
is obtained, which consists of a meso-skeleton with proper topology,
a complete and consolidated point set surface, and an one-to-one
mapping between the two, where the mapping (dpoint) orientation
agrees with the surface normal (Figure 3.3(e)).
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3.4.1 Sinking Consolidated Points

Our algorithm to obtain an initial meso-skeleton is loosely inspired
by the grassfire transform for binary images. Intuitively, we set the
consolidated points “on fire”, causing the fire to burn from the surface
into the volume of the shape. When opposing fire fronts meet, they
stop propagating and form the initial meso-skeleton. We consider
points that have met an opposing front as “anchored”. A key challenge
in this step is that we work with point sets that may have large missing
parts, i.e., are not closed, which may lead to regions that never meet
an opposing front. We handle this problem by exploiting the dpoints
representation, that is, the connection between moving inner points
and their corresponding surface points.

We initialize outer and inner points of each dpoint 〈pi, qi〉 by plac-
ing both at the corresponding consolidated point si. This gives us
dpoints of zero length, where the length means the distance between
the outer and inner point. To move inner points into the volume of the
shape and anchor them at proper locations, we apply an iterative pro-
cedure. For each dpoint, we compute a static neighborhood Pi on the
surface points, and a dynamic neighborhood Qi on the inner points,
which we update at each iteration. We use the static neighborhood to
determine the amount of movement into the volume for each inner
point, and to maintain smoothness among neighboring inner points.
On the other hand, we use the dynamic neighborhoods to determine
whether opposing fronts meet and inner points settle.

In a preprocessing step, we first compute the average sparsity r of
the consolidated point set S. That is, r is the average distance to the
closest neighbor,

r =
1

|S|
∑
i∈I

min
i′∈I\{i}

‖si − si′‖, (3.1)

where operator ‖ · ‖ computes the Euclidean norm of a vector and
| · | measures the size of a set. We compute the static neighborhood
Pi = {pi′ | ‖pi′ − pi‖ < σpr} for each surface point pi where the
parameter σp defaults to 5, and denote its set index (the set of indices
belonging to Pi) by IPi .
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Within each iteration, we compute the dynamic neighborhood
Qi = {qi′ | ‖qi′ − qi‖ < σqr} with the parameter σq = 2 by default,
and denote a set index IQi for each inner point qi. We use this neigh-
borhood to detect whether an inner point qi should settle. We say
opposing fronts meet within the dynamic neighborhood if

max
i′∈IQi

ni′ · ni ≤ cos(ω), (3.2)

where ni are the normals of surface points, which we obtained in the
initial consolidation step [57]. Intuitively, the above condition means
that an inner point stops sinking once it meets other inner points
with sufficiently different normals. The criteria for being sufficiently
different is based on the parameter ω. It controls how deep the inner
points sink and it defaults to 45o.

Figure 3.4: Generating anchor points by sinking consolidated (red)
points. Most inner points (blue) stop sinking as they get close to other
inner points with different normals, but some (green) need to be
stopped through bilateral smoothing. The dashed green curve shows
the neighborhood used for one inner point (hollow green) during
smoothing. This neighborhood is static and is determined based on
the corresponding surface point (hollow red).

Next, we move each unsettled inner point by a small distance
along the direction opposite to its normal, i.e., qi = qi − tni. In the
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Figure 3.5: Given a highly incomplete raw scan (a) and its WLOP con-
solidated points (b), direct point contraction fails to provide a good
set of skeletal points (c). Sinking the inner points first until they settle
into anchor points (d) and then applying contraction yields cleaner
skeletal curves (e), but does not form skeletal surface sheets. Using
anisotropic repulsion, our approach generates the meso-skeleton (f)
with mixed curves and surface sheets in a uniform framework. The
green ellipsoids in (f) show the anisotropic neighborhoods used in
three areas.

first iteration, the moving distance t is set to r/2 for all unsettled inner
points. In the following iterations, we adaptively compute t for each
inner point qi. For each qi, we set t as the average moving distance in
the previous iteration of all inner points (settled and unsettled) in its
static neighborhood {qi′}i′∈IPi .

After the inner points advance to the new locations, we further
adjust their positions to maintain the smoothness among neighboring
inner points. We smooth inner point positions using a form of cross-
bilateral filtering, where the filter weights are determined based on
the surface points Pi in the static neighborhood of each inner point.
In particular, the weights measure the proximity and normal similarity
of neighboring surface points. This leads to the cross-bilateral filter
updates of inner point positions qi as:

qi =

∑
i′∈IPi

θ(pi, pi′)φ(ni,ni′)qi′∑
i′∈IPi

θ(pi, pi′)φ(ni,ni′)
,
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with the bilateral weighting functions:

θ(p1, p2) = e
−
(
‖p1−p2‖

r

)2

, φ(n1,n2) = e
−
(

1−nT1 n2
1−cos(ω)

)2

. (3.3)

Here the parameter r is computed in Eq (3.1) and the parameter ω is
the same one used in Eq (3.2).

It is worth noting the importance of using the static neighborhood
Pi over surface points, and the positions and normals of surface points
in this neighborhood, to compute the weights in Eq (3.3). As shown
in Figure 3.5(d), this strategy helps the inner points to maintain their
structure as they move into the volume. In addition, since both settled
and unsettled points are used for smoothing, an unsettled point may
stop traveling and be marked as settled after most of its neighbors are
settled. This feature is very important for handling highly incomplete
point clouds because there may be points that will never run into
other points as determined by Eq (3.2). They hence would never stop
traveling along their anti-normal directions; see e.g., the green points
in Figure 3.4.

3.4.2 Forming the Meso-Skeleton

Once all the inner points settle at the interior of the 3D shape, they
form a set of fixed anchor points H = {hi}i∈I . As shown in Fig-
ure 3.5(d), these anchor points do not necessarily form an intuitive
meso-skeleton consisting of connected curves and surfaces. In addi-
tion, due to the missing data, there are sparse areas where the anchor
points still leave gaps. We compute a point-based meso-skeleton with
topologically-correct connections by further consolidating the inner
points. We formulate an optimization with two objectives: first, to
keep the inner points close to the L1-median of their neighboring
anchor points; second, to uniformly distribute them along connected
curves and surface sheets.

The key issue in implementing both objectives is to determine a
proper anisotropic neighborhood for each inner point. In cylindrical
areas, we are aiming to obtain skeletal curves, hence neighborhoods of



3.4. JOINT OPTIMIZATION ON DPOINTS 49

long and thin prolate ellipsoid shapes are appropriate. For plane-like
areas, we want to generate skeletal surface sheets, and flat neighbor-
hoods of large oblate ellipsoid shapes would work best. Finally, in
areas near the endpoints of skeletal curves or at boundaries of skele-
tal surfaces, a small ellipsoid should be used to avoid shrinkage of the
skeletal curves or surfaces.

To automatically determine the appropriate elliptical neighbor-
hood at an inner point qi, we first apply PCA on inner points within
qi’s neighborhood Qi (as computed in Section 3.4.1). We use the
three principle axes {v1

i ,v
2
i ,v

3
i } as the local coordinates of the ellip-

soid. Instead of using the PCA eigenvalues to determine the semi-axis
lengths of the ellipsoid, however, we develop a different procedure
exploiting our dpoints representation. We will discuss the benefits of
this below. Let us denote the semi-axis lengths by scalars {l1i , l2i , l3i }.
We compute them by first projecting the normal directions of all inner
points within the neighborhoodQi to the corresponding principle axis
and then computing the average normal projection length. The larger
the projection length, the shorter the semi-axis length l is set to. To
be precise, we set

lmi =

(∑
i′∈IQi

|nTi′vmi |
|Qi|

+ ε

)−1

, m = 1, 2, 3.

The constant parameter ε is small and set to 0.1 by default.
As shown in Figure 3.5(f) and illustrated in Figure 3.6, the ellip-

soids computed can automatically adapt to the local topology of the
inner points. In the center regions of the skeletal curves or skeletal
surface sheets, where surface normals are perpendicular to the domi-
nant PCA directions, the normal projection length is small, resulting in
a large semi-axis length. This helps to connect gaps on skeletal curves
and close holes on skeletal surface sheets. On the other hand, at the
end points of skeletal curves and the borders of skeletal surface sheets,
the normal projection length is large even along the dominant PCA
directions. Hence, a small semi-axis length is used to avoid shrinkage
in these areas, because the inner points are constrained to smaller
regions.
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With the anisotropic neighborhood defined, we now formulate the
meso-skeleton as the result of an optimization that attempts, first,
to keep the inner points close to the L1-median of their neighboring
anchor points, and second, to consolidate the inner points to form
regularly sampled, connected skeletal curves and surfaces. Hence, the
optimization is a sum of a data and a regularization term:

argminQ
∑
i∈I

∑
k∈I

ϑ(qi, hk)‖qi − hk‖+R(Q). (3.4)

The first term (data term) is the weighted L1-median, where the
weight function ϑ(qi, hk) = e−d

2
e(qi,hk)/r2 is defined based on the el-

lipsoid (Mahalanobis) distance between the neighboring anchor point
hk and the center point qi. This distance function returns the same
constant number for all points on the ellipsoid surface defined at qi;
and hence gives them equal weights. It is computed as

de(qi, hk) = ‖AT
i (qi − hk)‖,

where the 3 × 3 column matrix Ai = [v1
i /l

1
i ;v

2
i /l

2
i ;v

3
i /l

3
i ] consists of

the semi-axes of our elliptical neighborhoods.
Applying the L1-median term alone tends to yield a sparse but non-

regular point distribution; see Figure 3.5(e) where local L1-median
centers are accumulated in clusters. We avoid clustering using the reg-
ularization term R(Q), which represents additional repulsion forces.
Our approach is derived from previous ones [85, 57], but with im-
portant differences. The key idea is that to allow the inner points to
form thin skeletal curves or surfaces, we cannot repulse points along
the directions that are perpendicular to the skeletal curves or surfaces.
Hence, we use our elliptical neighborhoods to define novel anisotropic
repulsion forces. The regularization term is a sum of these forces at
each inner point qi, summed over all inner points i ∈ I with {λi},

R(Q) =
∑
i∈I

λi
∑

i′∈I\{i}

ϑ(qi, qi′)

‖de(qi, qi′)‖3
. (3.5)

Intuitively, the repulsion force between an inner point qi ∈ Q and
a neighbor q′i, i

′ ∈ I \ {i} is given by the projection of the neighbor
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Figure 3.6: The anisotropic neighborhoods (dashed ovals) defined for
two inner points along their local PCA axes (orange arrows). Even
though the eigenvalues along the dominant PCA direction are high in
both cases, the normal projection lengths are different, resulting in
the green oval being much longer than the purple one.

into the local coordinates of the ellipsoid {v1
i ,v

2
i ,v

3
i }, and applying

stronger repulsion along the direction where the semi-length of the
ellipsoid is longer. The balancing weight λi is determined by a regu-
larization parameter µ that we define next in this subsection.

It is also worth noting that our anisotropic regularization is differ-
ent from that of the L1-medial skeleton [58]. There the conditional
regularization stops to push points whenever the skeletal points are
forming a curve structure. Under the same situation, our anisotrop-
ic repulsion still pushes points along the curve direction, allowing
them to connect broken skeletal curves and to obtain a more uniform
point distribution. This not only removes the need of finding bridge
points to connect broken curves, but also handles different topologies
(curves and surface sheets) under a uniform framework.

When the gradient of the energy in Eq (3.4) equals to zero, the
following relation is satisfied at each qi with fixed coefficients:∑

i′∈I\{i}

αii′(qi − qi′)− λi
∑

i′∈I\{i}

βii′A
T
i Ai(qi − qi′) = 0,
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(a) meso-skeleton

(b) Repulsion force (c) Fitting with prior (d) normal update

Figure 3.7: Once the meso-skeleton (a) is formed, we consolidate the
surface points through alternatively optimizing surface point locations
and updating their normals. The repulsion force introduced by the
regularization term pushes the point along the tangential (orange
line) direction (b), whereas the data fitting term with the shape prior
moves the point towards the local L1-median with adjustment on the
dpoint length (c). (d) Once the optimal location is found, the normal
direction is updated based on dpoint orientation (orange arrow) and
PCA normal (green arrow).

where αii′ = ϑ(qi,qi′ )
‖qi−qi′‖

and βii′ = ϑ(qi,qi′ )
‖de(qi,qi′ )‖5

.
Applying a fixed point iteration, we update inner points by

qi =

∑
i′∈I\{i} αii′qi′∑
i′∈I\{i} αii′

+ µ‖`i‖2
∑
i′∈I\{i} βii′A

T
i Ai(qi − qi′)∑

i′∈I\{i} βii′
.
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Here we have µ‖`i‖2 = λi
∑
i′∈I\{i} βii′/

∑
i′∈I\{i} αii′ and the colum-

n vector `i = [l1i ; l
2
i ; l

3
i ]. We empirically set the regularization parame-

ter µ = 0.4 by default to control the global level of anisotropic penalty
applied on accumulated points.

Figure 3.8: The initial consolidated points contain large missing areas
(left). The surface consolidation process gradually closes the gaps
(middle) and finally converges to a set of complete surface points
(right). The color of surface points encodes the density of local input
points.

3.4.3 Surface Point Consolidation

As shown in Figure 3.5, after the second stage, the inner points form
a complete meso-skeleton (2D sheets & 1D curves) with a regular
point distribution. The meso-skeleton now provides the non-local
information that can guide surface point consolidation to complete
large missing areas. In practice, the location of each pi is adjusted
through optimization based on the following objectives: i) pi resides
on the underlying surface and hence shall be close to the L1-median of
nearby input points; ii) the points {pi} shall be regularly distributed
on the underlying surface; and iii) in incompletely scanned areas
where input points are missing, additional shape priors are needed to
guide surface completion. See also Figure 3.7.

Based on the above objectives, we define the optimization function
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for surface points as the sum of three terms: a L1-median data term,
a regularization term R̂, and a shape prior term G:

argminP
∑
i∈I

η(pi)
∑
cj∈Ci

θ(pi, cj)‖pi − cj‖+ R̂(P ) +G(P ). (3.6)

The θ function in the data term is the same as the one defined in
Eq (3.3), and Ci = {cj | ‖cj − pi‖ < σpr} is a subset of input points
in pi’s neighborhood. The data term is weighted using a function
η(pi) = 1 +

∑
cj∈Ci θ(cj , pi), which outputs high weight when the

density of the input points in Ci is high. Hence, when there are
sufficient data in the neighborhood of pi, the data term has higher
weight to ensure the position of pi fits the data.

The second regularization term applies repulsion forces introduced
from all neighboring surface points. To avoid points being pushed
away from the surface, here the repulsion is performed along the
local tangent plane at pi. That is:

R̂(P ) =
∑
i∈I

∑
i′∈I\{i}

θ(pi, pi′)

‖ÂT
i (pi − pi′)‖3

, (3.7)

where the 3×2 projection column matrix Âi = [u1
i ;u

2
i ], with {u1

i ,u
2
i }

being two arbitrary orthogonal directions on pi’s tangential plane,
ensures R̂(pi) only introduces repulsion forces perpendicular to the
surface normal ni.

When the point set surface in the neighborhood of pi is complete,
repulsion forces from all directions maintain the regularity of the point
distribution. Otherwise, if pi is near the open boundary of missing
areas, its neighboring points will push it towards the hole, allowing
small gaps on the surface being naturally filled. However, when the
scan contains large missing areas, e.g., the object is only scanned from
one side as in Figure 3.17(a), additional shape priors are needed to
further guide the completion.

A big benefit introduced by the dpoints representation is the notion
of volume, i.e., the length of a given dpoint ‖pi − qi‖ indicates how
far the surface is away from the local meso-skeleton at location pi.
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This allows us to incorporate different types of shape priors with ease.
For example, under the assumption that surface points in areas with
missing data shall preserve a similar volume as their neighbors, we
can define a volume preserving shape prior term as:

G(P ) =
1

2

∑
i∈I

γ(pi)(‖pi − qi‖ − L(pi))
2, (3.8)

where L(pi) =

∑
i′∈IP

i
θ(pi,pi′ )‖pi′−qi′‖∑
i′∈IP

i
θ(pi,pi′ )

computes the average dpoint

length within pi’s neighborhood, and the weight function γ(pi) =
(1 + var({‖pi′ − qi′‖}i′∈IPi ))−1 assigns high weight when the dpoint
length variance within the neighborhood is low.

G(P ) =
1

2

∑
i∈I

γ(pi)(L(pi))
2. (3.9)

Similarly as solving Eq (3.4), we can solve Eq (3.6) and update sur-
face points by applying a fixed point iteration. For example, when the
volume preserving shape prior from Eq (3.8) is used, the optimization
can be solved by:

pi =
η(pi)

∑
cj∈Ci αijcj

γ(pi) + η(pi)
∑
cj∈Ci αij

+
γ(pi)(qi + L(pi)mi)

γ(pi) + η(pi)
∑
cj∈Ci αij

+ µ̂

∑
i′∈I\{i} β̂ii′Â

T
i Âi(pi − pi′)∑

i′∈I\{i} β̂ii′
,

with weights αij =
θ(pi,cj)
‖pi−cj‖ and β̂ii′ = θ(pi,pi′ )

‖ÂT
i (pi−pi′ )‖5

. The parameter

µ̂ =
∑
i′∈I\{i} β̂ii′/(γ(pi) + η(pi)

∑
cj∈Ci αij) that controls the tangen-

tial repulsion forces defaults to 0.4.
Once the location of surface point pi is adjusted, its corresponding

surface normal ni is updated. Using a similar idea as above, when
dense input data is available in the local neighborhood, higher weight
is given to the conventional oriented PCA normal ñi; otherwise, we
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set ni closer to the dpoint orientation mi:

ni =
(η(pi)− 1)ñi + mi

‖(η(pi)− 1)ñi + mi‖
.

Alternatively optimizing the locations of surface points and updat-
ing their normals allows these surface points to redistribute along the
underlying surface, converging to a regular distribution with missing
areas completed. In addition, since the normal calculation considers
the dpoint orientation mi, the two orientations generally agree with
each other in the final dpoints representation.

3.5 Results

We test our deep point consolidation technique on various incom-
plete scans of both physical and virtual objects. The input data in
Figures 3.1, 3.5, 3.9, 3.11, 3.13, 3.15 and 3.22 was acquired using a
laser scanner, the ones in Figure 3.14(a) were downloaded from the
SHREC 2015 dataset [99], and those used in Figure 3.17 are digital
scans of a synthetic model.

Parameters and timing. On average, the initial WLOP consolida-
tion needs 30-40 iterations to converge, whereas the iterations need-
ed for generating deep points (consisting of sinking WLOP points into
anchor points, forming meso-skeleton, and consolidating the surface)
vary from 60 to 120 depending on how large the missing data re-
gions are. Table 3.1 presents actual computation times on an Intel(R)
Core(TM) i7-5930K CPU@3.5GHz with 32GB RAM.

There are two key controllable parameters in our approach: the
point settling threshold ω and the neighborhood size parameter σp
used for both sinking and surface point consolidation. All other pa-
rameters {σq, µ, µ̂, ε} are not sensitive to the inputs, and are fixed at
the aforementioned default values for all experiments.

Figures 3.9 and 3.10 illustrates the impact of ω on the results.
Generally speaking, since the inner points settle sooner under smaller
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ω, the meso-skeleton follows the surface details more closely but is al-
so more sensitive to noise. With larger ω, the inner points often travel
deeper before they settle. When they cannot meet the opposing front
due to missing data, the final skeleton may deviate from the proper
medial position, causing the final consolidated shape having a bigger
volume. In addition, some small branches may not be represented in
the meso-skeleton as well. Figure 3.11 and 3.12 illustrates that larger
σp value often leads to more uniform surface point distribution and
makes the representation more robust against input noise and large
missing parts. However, on the other hand, the consolidated surface
may not represent the surface details as well.

Table 3.1: Timing for dpoints computation on all examples presented.
|C| and |S| denote numbers of raw input points and deep points,
respectively. Tw and Td are the time (in sec.) needed for the initial
WLOP consolidation and then dpoints consolidation, respectively.

|C| |S| Tw Td
Fig. 3.1 84772 2143 3.1 26.3
Fig. 3.5 & 3.8 58710 6870 4.8 41.2
Fig. 3.9 22148 5234 2.7 30.5
Fig. 3.11 T 43545 3996 4.1 83.9
Fig. 3.11 B 78630 6727 8.4 87.3
Fig. 3.13 T 24292 13812 3.2 112.9
Fig. 3.13 B 32614 7252 5.5 61.5
Fig. 3.14 T 40509 40509 10.5 259.6
Fig. 3.14 B 67131 67131 18.9 408.8
Fig. 3.15 T 175312 19721 17.8 197.3
Fig. 3.15 B 300283 57791 47.3 449.9
Fig. 3.22 T 292910 32142 30.3 355.3
Fig. 3.22 B 483583 47083 134.9 723.7

Comparison to skeletonization and reconstruction. Figure 3.8
shows how the consolidation process gradually closes missing areas
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by adjusting the location of surface points. The benefit of having con-
solidated surface points is shown in Figures 3.2, 3.13, 3.14, and 3.15,
where the models reconstructed from these points are noticeably more
accurate than the ones generated directly from the input or leveraging
previous skeletonization techniques [132, 58]. In particular, through
pushing surface points in an anisotropic manner, our reconstruction
results better preserve the connectivity of different parts (Figures 3.2,
3.13 and 3.15 (bottom)), while avoiding improperly fusing them to-
gether (Figure 3.14). The notion of local volume of dpoints also al-
lows the reconstruction to better preserve thin structures (Figure 3.15
(top)).

In terms of the meso-skeleton generated, Figure 3.13 shows that
our inner skeleton can better respect the topology of the input shape
than existing skeletonization approaches [132, 58]. Unlike the ex-
isting approaches, which produce skeletal curves regardless surface
topology, the meso-skeletons that we generated for non-tubular shapes
nicely form 2D skeletal surface sheets; see, e.g., the flat surfaces in
Figures 3.13 and 3.22, the cylindrical and disk shapes in Figures 3.15,
3.16 and 3.23.

Reconstruction accuracy. To quantitatively evaluate the reconstruc-
tion accuracy, digital virtual scans of a synthetic model are used. With
the input model serving as the ground truth, the reconstruction er-
ror is measured using the average distance between all 40K vertices
on the input model and their closest points on the reconstructed sur-
face. As shown in Figure 3.17(a), the models reconstructed using
dpoints are noticeably more accurate than the one reconstructed from
input points directly. Also, as expected, the improvement is more
pronounced for incomplete scans (i.e., one or two scans are used)
than complete scans. Note that since the virtual scan is noise free,
employing consolidation methods such as WLOP, would not improve
the direct Poisson reconstruction.

Figure 3.17(b) further evaluates the reconstruction accuracy over
noise corrupted scans. Here, Gaussian noise with 2% magnitude of
the model dimension is added to the scan data. The accuracy of



3.5. RESULTS 59

Poisson reconstruction over WLOP consolidation results and dpoints
consolidation are plotted. The comparison again demonstrates the
benefits of using our dpoints consolidation.

Sharp features and fine details. Since the dpoints representation is
computed based on a small set of WLOP points downsampled from the
input, it cannot fully preserve fine geometry details and sharp features
on the original model; compare e.g., examples in Figures 3.22(b)
and (d). Nevertheless, additional post-processing can be applied to
reconstruct these sharp features and high-frequency details from the
input. Here, the edge-aware point resampling technique (EAR) [59]
is applied to upsample the surface points and then project the new
samples that are close to the input data to the underlying surface
using bilateral projection. This can effectively recover small geometry
details; compare Figures 3.22(d) and (f) bottom. Furthermore, we can
run bilateral normal smoothing to adjust the normals of surface points
so that sharp features can be better preserved on the consolidated
surface; compare Figures 3.22(d) and (f) top.

Shape priors. When the input scans contain open boundaries, e.g.,
the base of the models in Figures 3.9 and 3.11, our approach with the
volume preserving shape prior (3.8) tries to close it through pushing
surface points around the meso-skeleton and maintaining dpoints
length ‖pi − qi‖ to be similar to its neighbors. While such a strategy
minimizes local volume variation, the reconstructed surface tends
to have a “blobby” shape and may not accurately represent the real
geometry of the missing surface, which is often flat and connects
known surface through edges with C1 discontinuities.

To address this problem, different shape priors shall be applied.
For example, the minimal volume shape prior in Eq (3.9) described
in Section 3.4.3 tries to close the surface so that the total volume of
the shape is minimized. The dpoints representations generated using
these two shape priors are compared in Figure 3.25, which demon-
strates the difference between the consolidated point set surfaces, as
well as the flexibility of our surface completion framework.
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Limitations. In an effort to design a simple and elegant algorithm,
our approach handles all operations through local point projection-
s. No global smoothness is enforced for either points on the meso-
skeleton or the consolidated surface points. Consequently, as shown
in Figures 3.5 and 3.8, although our approach successfully connect-
s the arms around the top of the model, the skeletal curve and the
reconstructed point set surface do not appear to be smooth enough.
Additional post-processing may therefore be needed.

Our method fails if the initial WLOP consolidation or the initial
sinking stage fails. This may happen generally if either the data has
too large missing parts, or the input contains very strong noise; see
e.g., stress test results shown in in Figure 3.26. Our method always
generates closed watertight point sets while preserving holes as shown
in Figure 3.15 (top). On the other hand, we might mistakenly preserve
holes due to large missing areas as boxed in Figure 3.22 (bottom). We
believe that more accurately detecting and closing holes is a separate
problem that would require stronger priors or user involvement.

3.6 Conclusions and future work

We present a novel representation for point sets, which facilitates the
consolidation of noisy points and the completion of missing regions.
The strength of the deep points representation comes from the fact
that it is comprised of both local and non-local geometric information.
For example, the dpoint orientations are used to adaptively determine
the anisotropic neighborhoods when generating meso-skeletons and
the dpoint lengths are used to control the local volume of the shape
when consolidating surface points.

Deep points encode a consolidated point set surface and its meso-
skeleton, and the mapping relations between the two in a highly
concise representation. We believe that the non-local information
that deep points carry is powerful for many applications. This is
evident by the competence of skeletons and medial axis structures.
In the future, we would like to explore the potential of using deep
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points representation for applications such as retrieval of point-based
geometries and deformation of point set surfaces.
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Figure 3.9: The impact of the parameter ω. With a small ω value
(b-d), the inner points settle as anchor points sooner (b), the meso-
skeleton (c) consists of many 2D sheet structures and a small number
of isolated points (orange box), and the final surface point set (d)
follows the input data reasonably well. In contrast, under a large ω
value (h-j), the inner points have to sink deeper before they settle (h),
the meso-skeleton (i) consists of mostly 1D skeletal curves and may
miss fine branches (green box in f). In addition, when a large part of
a cylindrical surface is missing, the location of the skeletal curve may
drift away from the center (yellow box in i), causing the consolidated
surface points (j) having a much thinker cylinder and small holes on
the model being improperly filled (yellow box in j).
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Figure 3.10: For a real object (a) that is scanned from one side only,
the Poisson reconstruction result (m) generated using WLOP (g) does
not accurately model the object. The results generated using our
approach under different values for parameter ω are shown in (n-r).
They show that, with a small value of ω = 5o, the skeletal points
converge prematurely before reaching the center of the shape (b),
leading to the shape not being completed properly. On the other
hand, with a large value of ω = 135o, the skeletal points travel too far
from the surface, resulting in inaccurate blob shapes.
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Figure 3.11: The impact of the neighborhood size parameter σp. For
shapes with complex topology, our approach generates proper meso-
skeletons (c) and (h). In (d) under the default value σp = 5, the
partially scanned foot (green box) is noticeable thicker than the orig-
inal model shown in (a). Lowering the value of σp in (e) makes the
foot area closer to the original model, but the surface points on the
body (pink box) are not as evenly distributed. In (i) due to noise in
the raw scan (g), some surface points (pink box) deviate away from
the underlining surface under the default value. Increasing the value
of σp in (j) makes the point set surface more robust against input
noise, but does not represent the surface details well (green box).
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Figure 3.12: Reconstructions for a synthetic model (a) under dif-
ferent neighborhood size parameters σp. Directly applying Poisson
reconstruction on the scan data (b) cannot model all the topology de-
tails (g). Our results generated under different σp values are visually
similar, which suggests the algorithm is relatively robust against this
parameter setting.
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Figure 3.13: A comparison among the Poisson surface reconstruction-
s [71] obtained using input points directly (a), ROSA skeleton [132]
(b), L1-medial skeleton [58] (c), and our dpoints consolidation (d).

Figure 3.14: Results on standard benchmark 3D scans (a), which are
downloaded from the SHREC 2015 dataset [99]. The direct Poisson
reconstruction results (b) incorrectly fused multiple parts together. Us-
ing the consolidated dpoints (c & d), the thin and adjacent structures
are better preserved.
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Figure 3.15: Handling objects (a) with complicate thin and non-
tubular structures. Directly applying Poisson reconstruction over
WLOP (b) failed to provide satisfying results (d). Our reconstruction
results (e) based on dpoints consolidation (c) better preserve the thin
and non-tubular structures while maintaining the correct connectivity
of different parts.



68 CHAPTER 3. DEEP POINTS CONSOLIDATION

Figure 3.16: Consolidation for an incomplete scan. The input scan (b)
contains large holes, which WLOP consolidation (c) cannot complete.
Through inserting additional points, edge-aware resampling (EAR)
(d) can fill large interior holes with some artifacts (see regions within
yellow boxes), but cannot close open boundaries. Due to the non-
tubular shape of the object, existing skeletonization algorithms fail
to produce meaningful skeletons (e & f). In comparison, the meso-
skeleton we computed (g) consists both 1D curve and 2D surface
sheet. It better respects the object topology, while at the same time
fills the large holes. As a result, the surface point consolidation step
(h) can complete both interior holes and open boundaries.
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Figure 3.17: Quantitative evaluation on reconstruction accuracy using
virtual scans of a ground truth synthetic model. When a single scan
(a) is used, the direct Poisson reconstruction result (inset in (b)) does
not resemble the model (shown in (b)). In comparison, the Poisson
reconstructed model (inset in (d)) based on dpoints (c) is visually
much more accurate. The reconstruction errors, measured using the
distances between vertices on the ground truth model and their closest
points on the reconstructed surface, are visualized in (b) and (d). The
error distributions under clean and noise-corrupted scans are plotted
in (e) and (f), respectively.
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Figure 3.18: Quantitative evaluation on reconstruction accuracy using
a synthetic toy model. Under the same number of digital scans, the
Poisson reconstructed model using dpoints consolidation (h, j, l) is
more accurate than using the raw input directly (g, i, k). The recon-
struction errors, measured using the distances between vertices on
the ground truth model and their closest points on the reconstructed
surface, are visualized in (m-r). The error distributions are plotted in
(s).
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Figure 3.19: Quantitative evaluation on reconstruction accuracy for
noise corrupted scans. Gaussian noise with magnitude of 2% of the
model dimension is added to the digital scans shown in Figure 3.18.
Performing WLOP consolidation (a, c, e) before Poisson reconstruc-
tion helps to suppress noise, but it does not complete missing areas,
resulting in poor reconstructions (g, i, k). In comparison, the Poisson
reconstructed model using dpoints consolidation (h, j, l) is more accu-
rate. The error distribution plot (s) also demonstrates the difference.
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Figure 3.20: Quantitative evaluation on reconstruction accuracy using
a synthetic gundam model. Under the same number of digital scans,
the Poisson reconstructed model using dpoints consolidation (h, j, l)
is more accurate than using the raw input directly (g, i, k). The re-
construction errors, measured using the distances between vertices on
the ground truth model and their closest points on the reconstructed
surface, are visualized in (m-r). The error distributions are plotted in
(s).
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Figure 3.21: Quantitative evaluation on reconstruction accuracy for
noise corrupted scans. Gaussian noise with magnitude of 1% of the
model dimension is added to the digital scans shown in Figure 3.20.
Performing WLOP consolidation before Poisson reconstruction helps
to suppress noise, but it does not complete missing areas, resulting in
poor reconstructions (g, i, k). In comparison, the Poisson reconstruct-
ed model using dpoints consolidation (h, j, l) is more accurate. The
error distribution plot (s) also demonstrates the difference.
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Figure 3.22: Post-processing for reconstructing fine geometry detail-
s and sharp features. While due to downsampling, the Poisson re-
construction results (d) on dpoints (c) cannot preserve fine details
and sharp features as well as on the original shapes (a, b), the post
EAR [59] step (e) effectively helps to recover them (f) through insert-
ing and projecting additional dpoints.
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(a) Input. (b) Poisson of (a). (c) Dpoints. (d) Poisson of (c).

Figure 3.23: With dpoints consolidation (c) the Poisson reconstruction
(d) can well restore the object’s thin structures and close-by surface
sheets, even with input points only from a single scan from one side
(a).

(a) Input scan. (b) Dpoints. (c) Poisson of (c).

Figure 3.24: Dpoints representations under different scale of detail.

Figure 3.25: Dpoints representations under different shape priors.
When there are C1 discontinuities between known and missing sur-
faces, using the volume preserving shape prior (left) results in “blobby”
shapes. The minimal volume shape prior can be applied to alleviate
this problem (right).
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Figure 3.26: Stress test performed by corrupting the scan data of a
real complex object (a) with Gaussian noise of different magnitudes.
From top to bottom we show in row: raw data, initial WLOP results,
meso-skeletons, dpoints representations, and Poisson reconstruction
results after the dpoints consolidation.



Chapter 4

Structure-aware Data
Consolidation

4.1 Introduction

We present a structure-aware filtering (SAF) method that consolidates
noisy data by projecting it onto underlying, lower dimensional struc-
tures. To reveal structures in noisy inputs, SAF concentrates sample
points toward latent and lower dimensional data manifolds, while
maintaining an even distribution of samples across these manifold-
s. We achieve this by adding a regularization to the weighted data
averaging in conventional mean shift [26]. A theoretical analysis un-
der a Gaussian noise model is provided, which reveals the parameter
settings needed to balance between data concentration on the mani-
folds and even distribution across them. Empirical experiments show
that SAF can significantly boost the performance of state-of-the-art
clustering and dimensionality reduction approaches.

In clustering applications, data may form arbitrary, lower dimen-
sional structures embedded in a feature space. A general strategy to
address this problem is to project the data into lower dimensional
subspaces where the clusters are more apparent. Often numerous

77
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subspaces are required, for example if each cluster manifests itself
in a different subspace. The problem is more challenging, however,
when the clusters form non-linear structures as demonstrated in Fig-
ure 4.1. Here each cluster has a curvy non-convex structure and the
two clusters are intertwined such that they are not separated in any
linear subspace. It becomes even more difficult in the presence of
irrelevant features or data measurement uncertainties, which appear
as noise. As shown in Figure 4.1, standard techniques such as spectral
clustering or DBSCAN may fail to cluster such data.

Our structure-aware filtering technique (SAF) excels when the da-
ta forms low-dimensional structures that are contaminated by higher-
dimensional noise. It is most effective when the low-dimensional
manifolds are highly non-linear, like the curvy clusters in Figure 4.1,
which SAF recovers succinctly (red points). After processing the data
with SAF, standard clustering techniques are successful as demonstrat-
ed in Figure 4.1. A key advantage is that SAF does not require any
local parametric representations of the underlying manifolds. Testing
and evaluating our method on various benchmarks shows that SAF
improves performance of many standard clustering techniques.

Figure 4.1: A challenging example with two intertwined clusters, cor-
rupted with noise. After projecting the input data (left) onto the un-
derlying structure using our structure-aware filtering (SAF) approach
(red points in the middle), spectral clustering or DBSCAN (right) de-
tect the proper clusters.

Clustering is also related to (nonlinear) dimensionality reduction,
as many clustering techniques strive to construct a lower dimensional
embedding of the data before clustering. In comparison, our approach
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does not project the data to lower dimensional spaces directly. Instead,
it projects noisy data onto lower dimensional manifolds, but each data
point still maintains its high dimensional features. It can therefore
be viewed as a “dimension consolidation” technique. We demonstrate
that our strategy can be used as a pre-process to standard dimension-
ality reduction, and our consolidation indeed leads to more robust
results of a number of standard clustering approaches as well.

In summary, the main contribution of this paper is to demonstrate
how to boost the performance of common clustering and dimension-
ality reduction techniques by applying a novel structure-aware data
consolidation approach as a pre-process. Our theoretical analysis
proofs that, under simplifying assumptions (isotropic Gaussian noise
with known variance, planar manifolds in arbitrary dimensions), the
proposed structure-aware filtering converges to the underlying da-
ta manifolds. Empirical evidence shows that our analysis provides
valid guidance to the selection of algorithmic parameters in practical
applications.

4.2 Related Work

For an overview of research on clustering we refer the reader to re-
cent surveys [76, 66] and discuss only selected works here. Many
clustering techniques are derived from k-means clustering, including
for example k-medians [22] and many others. Gaussian mixture mod-
els (GMMs) [84] and the expectation-maximization (EM) algorithm
are also closely related to k-means clustering. One of the main limi-
tations of most k-means related algorithms is their assumption that
clusters exhibit simple shapes, such as isotropic (k-means clustering)
or ellipsoid (GMMs) distributions. In contrast, hierarchical clustering
does not require the user to specify the number of clusters and can
naturally produce arbitrary cluster shapes. We refer readers to stan-
dard textbooks for an overview [49]. These techniques either proceed
top-down (divisive) or bottom-up (agglomerative). DBSCAN [33] is
one of the most popular agglomerative algorithms. It greedily aggre-
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gates points in high density neighborhoods to clusters, which may
form arbitrary shapes.

Clustering by seeking modes of an underlying density distribution
is another popular approach. The best known example is the mean
shift algorithm [26] and its variations. These techniques do not re-
quire the specification of the number of clusters and can also find
clusters with arbitrary shapes. The underlying kernel density estima-
tion, however, also suffers from the curse of dimensionality, which
restricts them to lower dimensions.

Subspace clustering is a general strategy to work around the curse
of dimensionality, and we refer the reader to Kriegel et al.’s recent sur-
vey of these techniques [76]. Dimensionality reduction maps the data
to a lower dimensional space, often using non-linear techniques [114],
before further processing such as visualization or clustering. Spectral
clustering [126] relies on an embedding given by the spectral analysis
of the similarity matrix of the data. It is highly related to dimensional-
ity reduction techniques using Laplacian eigenmaps [8] and diffusion
maps [25]. Typically, spectral clustering techniques produce their final
output by applying k-means clustering after dimensionality reduction.
Kannan et al. [68] provide a thorough analysis of spectral clustering
using a novel quality criterion. Dhillon et al. [31] made an interest-
ing connection between kernel k-means [117] and multiclass spectral
clustering [160].

The method proposed in this paper is not a clustering or dimension-
ality reduction technique on its own, but it can significantly improve
the performance of many approaches mentioned above by consol-
idating the data before clustering or embedding. Technically, our
consolidation algorithm falls into the locally optimal projection (LOP)
framework [85, 57, 59] in its discretized form. Huang et al. further
introduce a L1-medial skeleton [58] as a curve skeleton representation
for 3D point clouds using such locally optimal contraction. Wu et al.
augment each surface point to a deep point [154] by associating it
with an inner point that resides on a structural mixture of skeletal
curves and sheets. The common objective of these works is to seek
a proper interpretation of the noisy input using a data fitting term
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complemented with a repulsion term. In a similar spirit, we consider
a large sample scenario and have made the first attempt on analyzing
continuous densities, resulting in a convergence proof for a special
case, and a structure-aware data consolidation method that greatly
assists many data mining applications.

Our technique also shares similarities with manifold denoising
algorithms [52, 147, 43, 149, 143, 30]. Manifold blurring mean
shift [147] restricts mean shift directions to be parallel to manifold
normals estimated using local PCA. Sparse subspace denoising [143]
builds on sparse subspace clustering and includes a subspace recon-
struction error by estimating locally linear subspaces using PCA to
achieve denoising. Robust PCA [16] suppresses outliers by decom-
posing a highly corrupted measurement matrix into a low-rank and
a sparse matrix. Hein and Maier [52] propose Manifold Denoising
(MD) using a neighborhood graph Laplacian of the data. Laplacian
smoothing, however, shrinks the manifold and ultimately collapses
it to a single point. Hence, manual tuning of the desired amount of
smoothing is in general required. Most recently, Deutsch et al. [30]
propose a Manifold Frequency Denoising (MFD) algorithm by remov-
ing the high frequency bands in the spectral graph wavelet domain.
It is a global method and can produce clean output when there exists
only one underlying manifold. However, when the noise is severe and
the underlying manifolds are nearby, the results of MFD degenerate.

4.3 Method

Our goal is to improve existing clustering and dimensionality reduc-
tion algorithms by developing a data consolidation technique as a
pre-process, which we call structure-aware filtering (SAF). Here we
first introduce the SAF approach (Section 4.3.1) by starting with an
intuitive continuous formulation, where input and output data are
modeled as continuous density functions. This facilitates a theoret-
ical analysis that allows us to explicitly derive the behavior of SAF
(Section 4.3.2). Finally, we discuss a discrete implementation (Sec-
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tion 4.3.3).

4.3.1 Structure-aware Filtering

SAF consolidates noisy data densities by contracting them locally to re-
move noise and reveal high density structures. We first formulate SAF
by modeling the noisy input data densities as continuous functions,
and expressing SAF as a continuous flow given by a time dependent
velocity field v(z, t) : (Rn, R) → Rn. Denoting the input data den-
sity fp(z), we initialize a time-dependent output density fx(z, t) as
fx(z, 0) = fp(z). Then, the goal of the SAF flow is to advect fx(z, t)
to gradually remove noise while revealing the underlying structures
in the input density fp(z).

We model the noisy input data density fp(z) by adding noise to an
underlying m-dimensional data manifold M . Let us assume the data
is mapped to Rn via an embedding i : M → Rn, and we have a proba-
bility density pM on M . Then we express the data-generating process
in Rn as X = i(θ) + ε, where θ ∼ pM and we assume isotropic Gaus-
sian noise ε ∼ N(0, σ). Hence, the noisy input density is represented
as

fp(z) = (2πσ2)−
n
2

∫
M

e−
||z−i(θ)||2

2σ2 pM (θ)dθ. (4.1)

While noise distributions other than Gaussian could be used, we will
focus on Gaussian noise in our theoretical analysis. Note that Equa-
tion (4.1) can be considered a generalization of the Gaussian latent
variable model used in Probabilistic PCA [137], where θ is Gaussian
and i(·) is linear.

The SAF velocity field consists of two components: the first one
“pulls” along the gradients of the noisy input data density. This term
tries to accumulate output density in local extrema of the noisy input
density, and we call it the data term. The second term “pushes” out-
put density along its negative gradients, hence we call it a repulsion
term. This term makes sure that the output density does not “clump”
around weak density extrema in the noisy input data density. The
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repulsion term allows us to consolidate and enhance latent continu-
ous structures in the input data, such as one-dimensional (curve) or
higher-dimensional (surface) manifolds. More precisely, we define
the SAF flow with the velocity field v(z, t) as

v(z, t) = ∇(fp ∗K)(z)− λ(z, t)∇(fx ∗ L)(z, t).

Here the smoothing kernel K serves to remove noise from the input
density, and L smooths the output density itself with a balancing
weight function λ(z, t). The output density fx(z, t) is time dependent,
and related to the velocity field via the continuity equation

∂fx(z, t)

∂t
= −∇ · (fx(z, t)v(z, t)) .

Let us assume the smoothing kernels K and L are radially symmet-
ric, so we can write them as K(ξ) = k( 1

2‖ξ‖
2) and L(ξ) = l( 1

2‖ξ‖
2),

ξ ∈ Rn. Further assuming k and l are differentiable, we have

∇K(ξ) = ξk′(
1

2
‖ξ‖2), and ∇L(ξ) = ξl′(

1

2
‖ξ‖2),

where k′ and l′ are derivatives with respect to the argument 1
2‖ξ‖

2. In
addition, we define the weighting as

λx(z, t) = µ

(
fp(ξ) ∗ k′( 1

2‖ξ‖
2)
)

(z)(
fx(ξ) ∗ l′( 1

2‖ξ‖2)
)

(z, t)
,

with a global user parameter µ > 0. Here ξ is the integration variable
in the convolution, which we may omit in the following for clarity.
After rearranging and scaling the velocity field we obtain the final SAF
formulation

v(z, t) =
fp ∗

(
ξk′( 1

2‖ξ‖
2)
)

fp ∗ k′( 1
2‖ξ‖2)

(z)− µ
fx ∗

(
ξl′( 1

2‖ξ‖
2)
)

fx ∗ l′( 1
2‖ξ‖2)

(z, t). (4.2)
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4.3.2 Theoretical Analysis

Given a noisy input density representing an underlying manifold, the
data term of SAF attracts output density towards local maxima of the
noisy input density, while the repulsion tries to maintain a smooth
output density that is evenly distributed over the underlying manifold.
These two terms need to be properly balanced: if the data term is
too strong, data may be concentrated at isolated density modes; if
the repulsion force is too strong, data may diffuse away. Here we
provide a theoretical analysis of this process to understand under
which circumstances SAF manages to attract density to the underlying
manifold.

To make analysis tractable, we consider the special case where
the smoothing kernels k and l are Gaussian, and the underlying data
manifold is a hyperplane in Rn, i.e., the noisy input data density
fp and the initial output density are degenerate Gaussians. We first
analyze the one-dimensional case, and then generalize to arbitrary
dimensions.

One-dimensional Case

Let G0,σ2(ξ) denote a zero-mean, univariate Gaussian distribution
with variance σ2. We introduce the notation g0,σ2( 1

2‖ξ‖
2) = G0,σ2(ξ),

and note that g′0,σ2 = −g0,σ2 . In the 1D case, the data manifold is
represented by a Dirac impulse, the noisy input density is given by the
1D Gaussian fp = G0,σ2 , and the smoothing kernels are k = l = g0,h2 .
The following theorem describes how SAF converges to the noise free
input (the Dirac impulse) in this scenario.

Theorem 1. Let fp(z) = fx(z, 0) = G0,σ2(z), then for any t ≥ 0 the
output density is a Gaussian with some standard deviation ω(t), i.e.,
fx(z, t) = G0,ω(t)(z). In addition, if

σ2 <
1− µ
µ

h2, (4.3)

then ω(t)→ 0 as t→∞. In other words, the output density converges
to a Dirac impulse, i.e., the true 1D data manifold.



4.3. METHOD 85

Proof. The initialization fp(z) = fx(z, 0) = G0,σ2(z) ensures that the
first part of the theorem holds at t = 0. Assuming it is also true at
time t > 0, we note that

fp ∗ (ξ · k′)
fp ∗ k′

(z) =
G0,σ2 ∗ (ξ · g′0,h2)

G0,σ2 ∗ g′0,h2

(z)

= − h2

σ2 + h2
z,

fx ∗ (ξ · l′)
fx ∗ l′

(z, t) =
G0,ω(t)2 ∗ (ξ · g′0,h2)

G0,ω(t)2 ∗ g′0,h2

(z, t)

= − h2

ω(t)2 + h2
z,

and hence the velocity from Equation (4.2) becomes

v(z, t) =

(
− h2

σ2 + h2
+ µ

h2

ω(t)2 + h2

)
z. (4.4)

This suggests that v(z, t) corresponds to a uniform scaling of space,
which means that the output density stays Gaussian at a time > t and
proofs the first part of the theorem by induction. To show the second
part, let us denote the instantaneous scaling factor at time t as

τ(t) = 1− h2

σ2 + h2
+ µ

h2

ω(t)2 + h2
. (4.5)

Space is monotonically contracted (scaled down) if 0 ≤ τ(t) < 1 for
all t, which is guaranteed by Equation 4.3.

As a key result, the theorem above provides a simple equation that
characterizes the user parameters µ (repulsion strength) and h2 (size
of smoothing kernel) that lead to guaranteed convergence.

Hyperplanes in Arbitrary Dimensions

We generalize this analysis to the n-dimensional case by considering
axis-aligned hyperplanes with uniform density pM ≡ 1 as the data
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manifolds1. Let us define an axis aligned hyperplane by the set H of
coordinate axes that lie in the hyperplane. That is, H is a subset of
the indices {1, . . . , n}, and its cardinality |H| = m corresponds to the
dimensionality of the hyperplane. Using Equation (4.1), this leads to
noisy input densities represented by degenerate, axis aligned multi-
variate Gaussians with zero-means, which are equivalent to products
of 1D Gaussians,

fp(z) =
∏
i∈H̄

G0,σ2(zi),

where H̄ = {{1, . . . , n} \H}, z denotes an n-dimensional vector, and
zi is the i-th element in the vector.

Similar as in 1D, we assume the intermediate distribution is initial-
ized as fx(z, 0) = fp(z), and the smoothing kernels are k = l = g0,h2 .
In this special setting, the n-dimensional case directly reduces to the
1D case as all involved functions are separable into products of 1D
functions, which means that also the convolutions are separable. As
a consequence, the velocity vi(z, t) in each dimension i ∈ H̄ is analo-
gous to the 1D case in Equation (4.4),

vi(z, t) =

(
− h2

σ2 + h2
+ µ

h2

ω(t)2 + h2

)
zi, for i ∈ H̄, (4.6)

and Theorem 1 applies to each dimension i ∈ H̄ separately. On
the other hand, the velocities parallel to the hyperplane are zero,
vi(z, t) = 0 for i ∈ H. Note that our analysis includes arbitrarily
oriented hyperplanes, since we can simply rotate the coordinate sys-
tem to align with the hyperplane, and then define the hyperplane as
above.

1pM cannot be considered a proper probability density in this case, but this is not
an issue for our analysis.
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Figure 4.2: Consolidation process using anisotropic SAF.

Curved Manifolds

We can rewrite Equation (4.2) as

v(z, t) = (1− µ)(i(θmin)− z)︸ ︷︷ ︸
(I)

−

(
i(θmin)−

fp(ξ)ξ ∗ k′( 1
2‖ξ‖

2)

fp(ξ) ∗ k′( 1
2‖ξ‖2)

(z)

)
︸ ︷︷ ︸

(II)

+ µ

(
i(θmin)−

fx(ξ)ξ ∗ l′( 1
2‖ξ‖

2)

fx(ξ) ∗ l′( 1
2‖ξ‖2)

(z, t)

)
︸ ︷︷ ︸

(III)

. (4.7)

where i(θmin) = arg mini(θ) ||z − i(θ)|| denotes the closest point to z
on the data manifold M . The first term (I) represents motion towards
the manifold M , as desired. Hein et al. [52] show that the second
term (II) approximates −mH − 2

pM
〈∇pM ,∇i〉, where H is the mean

curvature normal of M . The mean curvature term here smooths and
shrinks the manifold, and the gradient of the data density ∇pM leads
to “clumping”. Both these undesirable effects can be observed in
practice.

In contrast, the repulsion in SAF is represented by a third, similar
term (III), but with opposite sign compared to (II), and for an evolving
manifold fx. Hence repulsion in SAF counteracts the mean curvature
smoothing and shrinkage, and it leads to more uniform densities on
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Figure 4.3: Clustering without (SAF) and with anisotropic repulsion
(A-SAF).

the manifold due to tangential diffusion. In practice (Section 4.3.3),
our approach converges to stable structures without collapsing. In
addition, if we choose the parameters according to Theorem 1, we ob-
tain thin manifolds without noise. Nonetheless, the analysis provided
here can only give an intuition; a thorough proof for non-linear cases
is left for future work.

4.3.3 Discrete SAF with Anisotropic Repulsion

We implement a discretized version of SAF following a Lagrangian
approach, i.e., we represent densities by sets of sample points. The
input density fp is given by points {pj}, and fx by points {xi(t)}. Then
the data term from Equation (4.2) (without normalization) is

fp ∗
(
ξk′(

1

2
‖ξ‖2)

)
(z) =

∑
j

(pj − z)k′(
1

2
‖pj − z‖2).

In addition, let us generalize the continuous formulation from Equa-
tion (4.2) to anisotropic kernels for repulsion, which will allow for
more effective repulsion in practice as discussed below. We implement
an anisotropy by including a matrix A to linearly deform the repul-
sion kernel, that is L(Aξ) = l( 1

2‖Aξ‖
2). This leads to the generalized
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repulsion term and its discretized form

fx ∗
(
ATAξk′(

1

2
‖Aξ‖2)

)
(z)

=
∑
j

ATA(pj − z)k′(
1

2
‖A(pj − z)‖2).

Now we evaluate the velocity field only at the sample points {xi(t)},
and advect the samples with unit time steps. Their updated positions
{xi(t + 1)} in the next time step immediately define fx for the next
iteration. For simplicity of notation, denote xi = xi(t) and x′i =
xi(t+ 1). Then the discretized version of SAF defined at each sample
point is

x′i =xi +

∑
j(pj − xi)k′(

1
2‖pj − xi‖

2)∑
j k
′( 1

2‖pj − xi‖2)

− µ
∑
i′ A

TA(xi′ − xi)l′( 1
2‖A(xi′ − xi)‖2)∑

i′ l
′( 1

2‖A(xi′ − xi)‖2)

=

∑
j pjk

′( 1
2‖pj − xi‖

2)∑
j k
′( 1

2‖pj − xi‖2)

− µ
∑
i′ A

TA(xi′ − xi)l′( 1
2‖A(xi′ − xi)‖2)∑

i′ l
′( 1

2‖A(xi′ − xi)‖2)
.

The motivation behind the anisotropic repulsion is that, if the
data forms a lower dimensional structure embedded in a higher di-
mensional space, we would like to direct repulsion to move points
around on the structure itself [58, 154]. In practice, for each output
point xi we perform a PCA analysis on its k nearest neighbors and
get the corresponding eigenvectors {v1

i , v
2
i , · · · , vni } and eigenvalues

{λ1
i , λ

2
i , · · · , λni }, where n is the dimension of the input data. We de-

note the n × n column matrix Ai = [λ1
i v

1
i ;λ2

i v
2
i ; · · · ;λDi v

D
i ], and use

it to adjust the shape of the repulsion kernel. Note that our analysis
from Section 4.3.2 also applies to anisotropic repulsion. Anisotropic
repulsion simply means that the variances hi in the repulsion term in
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Figure 4.4: We illustrate the iterative consolidation process in a 2D
example with a data distribution fp = G0,(∞,4). The user parameters
are h = 4 and µ = 0.5, which leads to convergence according to
Equation (4.3). The first row shows the actual point movements
where the dots are current positions and the vectors are pointing
to the next locations. The second row shows both empirical and
theoretical (Equation (4.6)) update ratios of z′1/z1.

Figure 4.5: Top row: we illustrate changes of point densities during
the iterative consolidation process with different h values. Bottom
row: empirical estimate and theoretical prediction of the variances ω
of the intermediate point distributions. We show results using mean
and median repulsion with blue and red crosses, respectively. While
theoretical analysis with median repulsion is difficult, it empirically
follows our prediction.

Equation (4.6) are scaled with the PCA eigenvalue along the corre-
sponding coordinate axis.

Figure 4.2 illustrates the consolidation process using anisotropic
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Figure 4.6: Convergence in different dimensions and with median
repulsion. We add Gaussian noise (σ = 0.15) to 2D circles (first
row, single circle and two concentric ones) and 4D spheres (second
row, single sphere and two concentric ones). We set the kernel size
h = 0.1, and show results with different µ values. Equation (4.3)
predicts convergence for µ < 0.31. The third row shows histograms of
distances to the center of the 4D spheres. The values next to the red
bell curves are their empirical means and variances, demonstrating
convergence to thin manifolds as predicted for µ < 0.31.

SAF. The anisotropic repulsion force mainly pushes points along the
local major PCA directions, which improves the regularity of data dis-
tribution and eventually can lead to better clustering, as demonstrated
in Figure 4.3.

Kernel Selection

The kernel k for the data term should be smooth to eliminate noise
in the input density, hence we use a (multidimensional) Gaussian
k( 1

2‖ξ‖
2) = g0,h2( 1

2‖ξ‖
2). The kernel l for the repulsion term should

have large derivatives around the origin, such that close-by points are
effectively pushed away from each other. Therefore, in practice we
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(a) Mean repulsion.

(b) Median repulsion.

Figure 4.7: We compare mean (a) and median (b) repulsion. We
regularize a set of 2D points using only repulsion without data term,
and with periodic boundary conditions. We compare the results with
different h values. While both mean and median repulsion have sim-
ilar convergence behavior, median repulsion is more robust and less
sensitive to the neighborhood size h, which helps to generate locally
uniform distributions.

also use a modified repulsion kernel defined by its derivative

l′(
1

2
‖ξ‖2) =

{
−g0,h2( 1

2‖ξ‖
2)/‖ξ‖ ξ 6= 0,

0 ξ = 0.
(4.8)

In the discrete setting, using Gaussian repulsion kernels means
that the repulsion term vanishes if each output point xi minimizes
a locally weighted sum of square distances, i.e., if each point is the
mean of its locally weighted neighbors. We refer to it as “mean repul-
sion”. With modified repulsion kernels defined in Equation (4.8), the
repulsion term vanishes if each point minimizes a locally weighted
sum of absolute distances, i.e., if each point is the median of its locally
weighted neighbors. We refer to this as “median repulsion”.
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(a) 2D plane + 4D noise.

(b) 3D sphere + 3D noise.

Figure 4.8: Our theory can predict the convergence for high dimen-
sional data. We add Gaussian noise with σ = 0.15 to 2D planes (a)
and 3D spheres (b), set the kernel size h = 0.1, and show the results
with different µ values applied. Our theoretical analysis predicts the
convergence when µ < 0.31. In each experiment, we test two types of
input, i.e., single and double manifolds. At the bottom rows, we also
demonstrate histograms of distances to the center of 2D planes and
3D spheres.

Empirical Validation

We empirically validate the theoretical results, that is, the veloci-
ty from Equation (4.6) and the convergence criterion from Equa-
tion (4.3), in a 2D setup with axes (z0, z1), following the notation
in Equation (4.6). The input points are uniformly distributed along
z0, and normally distributed along z1, that is, σ0 = ∞, σ1 = 2 (sub-
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Figure 4.9: Dimensionality reduction and clustering: the input con-
sists of two concentric 2D circles corrupted with 5D noise (the black
dots). We elevate 2D rings to 5D by appending zeros, and then add
standard Gaussian noise. The leftmost column shows ground truth
labeling (green and blue, outliers black), the consolidated points (red)
and the input points (gray). We use PCA to project the 5D data to
2D. We compare four strategies (from the top row to the bottom),
“direct clustering”, “consolidation + clustering”, “projection + clus-
tering” and “consolidation + projection + clustering”, with different
clustering algorithms (from left to right). The second row reveals the
sensitivity of most clustering techniques to higher dimensional data,
which is not clustered well even though the consolidation exposes the
structure of the data. The third row shows that reducing the dimen-
sionality of the data does not solve the problem due to the noisy data.
In general, the “consolidation + projection + clustering” strategy in
the bottom row gives the best performance (AMI scores in bottom
right of subfigures). Some techniques (k-means, affinity propagation,
mean shift) are not suitable to cluster this type of data, and they do
not benefit from consolidation.

script indices are dimensions as in Equation (4.6)) and fp = G0,(∞,4).
This is a degenerate 2D Gaussian modeling a 1D line in 2D. We set the
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repulsion strength to µ = 0.5. According to Equation (4.3) we need
h2 > 4 (omitting the subscript index 1 for clarity) for convergence.
We visualize the convergence process for h = 4 in Figure 4.4, where
mean repulsion is used.

In Figure 4.5 we show evolution of the point density over the
iterations for different values of h2. This shows that for h2 < 4 the
distribution fails (or stops) to contract because of the repulsion term.
For h2 > 4 the distribution continuously sharpens at a rate that is well
predicted by the theory. Deviations of empirical behavior from the
theory can be explained by the fact that the discrete point sets do not
exactly correspond to continuous Gaussian distributions.

Figure 4.6 illustrates that our theory well predicts the conver-
gence behavior with median repulsion for data in different dimen-
sions. While there is some shrinkage due to the curved manifolds,
SAF converges to stable structures because of repulsion. In Figure 4.7
we also compare empirical results for mean and median repulsion,
which generates more uniform point distributions in practice.

Comparison with Mean Shift and LOP

The SAF data term is equivalent to mean shift, which accumulates
output density at local extrema of the input. We are not interested
in finding modes of the input, however. Instead, we want to produce
an output density that removes noise from the input and consolidates
and reveals its continuous structures. For this, the repulsion term is
crucial.

The discrete formulation reveals that SAF is also a generalization
of LOP operators [85, 57, 59], where the LOP weights correspond to
the derivatives of certain radial kernels k and l. LOP with isotropic
repulsion based on Euclidean distances [57] corresponds to median
repulsion (Equation 4.8), while anisotropic SAF puts more effort on
revealing and consolidating continuous high density structures in the
underlying noisy data; see e.g., Figures 4.2 and 4.3.
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4.4 Results

Here we discuss the application of our approach to dimensionality
reduction and clustering.

4.4.1 Dimensionality Reduction

Dimensionality reduction, or manifold learning, is an indispensable
tool for data analysis, such as visualization or clustering. Existing tech-
niques, however, often suffer from noise present in the high dimen-
sional data. Our SAF can serve as a dimension consolidation tool that
removes noise in high dimensional space, which greatly improves the
performance of subsequent dimensionality reduction. In Figure 4.10
we test some of the most common dimensionality reduction methods
with and without SAF consolidation.

We also compare SAF with two recent manifold denoising methods,
Manifold Denoising (MD) [52], and Manifold Frequency Denoising
(MFD) [30]. The resulting 2D embeddings show that the intrinsic
shape of the data can be best preserved when the data is consolidated
with SAF before dimensionality reduction.

4.4.2 Clustering

We evaluate our method by comparing the performance of selected
clustering techniques with and without our data consolidation ap-
proach. As baseline techniques we selected clustering algorithms that
are commonly used, widely available with source code, and represen-
tative for various clustering strategies: KMeans clustering (KM) [5],
Affinity propagation (AP) [35], Mean Shift clustering (MS) [26], Spec-
tral clustering (SP) [141], Ward clustering (WD) [97], Agglomerative
clustering (AG) [34], DBSCAN clustering (DB) [33], and Birch clus-
tering (BI) [163], all implemented in the scikit-learn library [104].
In each experiment, we tune the parameters for all the selected al-
gorithms to achieve optimal consolidation results, and we compare
results with and without our data consolidation approach, see Fig-
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(a) 3D Swiss roll to 2D.

(b) 6D to 2D: We lift an ’S’ shape to 6D, add noise, and project back to 2D.

(c) 10D to 2D: We lift a ring from 3D to 10D, add noise, and project to 2D.

Figure 4.10: Performance of dimensionality reduction without (top)
and with MD [52] (second row), MFD [30] (third row), and SAF
(bottom) consolidation.
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ure 4.11 for an example. For each clustering algorithm, however,
we use the same parameters regardless of using consolidation or not.
When the ground truth labeling is given, we compute the Adjusted
Mutual Information (AMI) to evaluate the clustering results. Note that
we exclude the extremely noisy points (depicted as small black dots
in the figures) from the calculation of AMI scores, because assigning
ground truth labels for those points could be very ambiguous.

(a) Direct clustering.

(b) Clustering with SAF.

Figure 4.11: Improved performance of additional clustering tech-
niques on the data from Figure 4.1 in the paper. Directly using stan-
dard clustering techniques (a) may generate incorrect results when
the clusters are intertwined and corrupted with noise. By projecting
data points to the lower dimensional curve structures and filtering
out the noise, we significantly improve clustering performance (b).
Some techniques, such as k-means and mean shift clustering, do not
profit from our approach, however, because they inherently cannot
detect clusters with such elongated, curvy shapes. We also provide
the adjusted mutual information (AMI) of the clustering results.
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Dimensionality Reduction and Clustering

Many clustering algorithms cannot cope with high dimensional data
well. In Figure 4.12, although our method can successfully clean up
high dimensional noise and expose the low dimensional structure, the
clustering algorithms do not benefit from the consolidation because
the consolidated points remain in high dimension. Projecting the
input data directly to a lower dimensional space often does not solve
the problem if the data is noisy. Once we project the consolidated
data into a lower dimensional space, however, the improvement of
clustering is significant. More examples are shown in Figure 4.13.

This suggests that our consolidation method neither stops working
in high dimensional space, nor does it solve the high dimensionality
problem on its own. Consolidation using SAF followed by dimension-
ality reduction and finally clustering, however, is an effective scheme,
as shown in Figure 4.14.

Different Dimensionalities

In Figure 4.16 we investigate how our consolidation performs with
increasing dimensionality. We test on data consisting of two concen-
tric hyperspheres with different radii, corrupted by Gaussian noise.
We keep the radii, the number of sample points, and the noise level
constant independent of the data dimensionality. Note that we do not
apply any dimensionality reduction in this experiment.

As shown in Figure 4.15 and 4.16, the clusterings degrade as the
dimensionality increases up to 6D. One reason is that many cluster-
ing algorithms themselves cannot handle high dimensional data well.
And, in higher dimensions, the data points become sparser, which
inevitably affects the robustness of our consolidation. In other word-
s, our method requires denser data points or a better neighborhood
definition (distance metric) as the dimensionality increases. We al-
so observe similar effects with MD [52] and MFD [30]. In general,
however, SAF performs better in high dimensional cases, as shown in
Figure 4.17.
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Figure 4.12: Dimensionality reduction and clustering: the input con-
sists of two concentric 2D circles corrupted with 5D noise (the black
dots). We elevate 2D rings to 5D by appending zeros, and then add
standard Gaussian noise. The leftmost column shows ground truth
labeling (green and blue, outliers black), the consolidated points (red)
and the input points (gray). We use PCA to project the 5D data to
2D. We compare four strategies (from the top row to the bottom),
“direct clustering”, “consolidation + clustering”, “projection + clus-
tering” and “consolidation + projection + clustering”, with different
clustering algorithms (from left to right). The second row reveals the
sensitivity of most clustering techniques to higher dimensional data,
which is not clustered well even though the consolidation exposes the
structure of the data. The third row shows that reducing the dimen-
sionality of the data does not solve the problem due to the noisy data.
In general, the “consolidation + projection + clustering” strategy in
the bottom row gives the best performance (AMI scores in bottom
right of subfigures). Some techniques (k-means, affinity propagation,
mean shift) are not suitable to cluster this type of data, and they do
not benefit from consolidation.
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(a) 2D moons + 5D noise. Gaussian noise with σ = 0.03, kernel size h = 0.055,
repulsion µ = 0.4.

(b) 3D spheres + 6D noise. Gaussian noise with σ = 0.04, kernel size h = 0.05,
repulsion µ = 0.2.

(c) 3D spirals + 10D noise. Gaussian noise with σ = 0.025, kernel size h = 0.04,
repulsion µ = 0.25.

Figure 4.13: Additional clustering examples of low dimensional struc-
tures corrupted with high dimensional noise. Top row: clustering
without consolidation; bottom row: with consolidation. Leftmost col-
umn: consolidated data in red. Here the kernel size h is relative to
bounding box diagonal. The consolidation outputs are projected to
3D via PCA, followed by clustering in 3D.
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(a) Visualization of embeddings using ground truth segmentation for color coding.

(b) Visualization of different clustering strategies.

Figure 4.14: We illustrate how spectral clustering, implemented via
spectral embedding followed by k-means clustering, benefit from our
data consolidation technique. The input data consists of two noisy,
concentric 3D spheres with different radii corrupted with 6D noise.
The top left shows an orthogonal projection of the input data to 2D.
We compare five strategies for preprocessing and embedding the data
before clustering (from left to right; the color codings in the top row
show the ground truth clusters, the second row shows actual clus-
tering results). All strategies rely on k-means clustering as their last
step, and the results are shown in the bottom row. The first colum-
n, “Input” applies k-means directly to the input data; “Input+SP” is
traditional spectral clustering, i.e., embedding using two eigenvectors
of the affinity matrix followed by k-means; “Input+SP+SAF” uses
the same spectral embedding, but consolidates before k-means clus-
tering; “Input+SAF” consolidates and applies k-means both in 6D;
“Input+SAF+SP” consolidates in 6D, and then uses a spectral embed-
ding, following with k-means clustering. The experiment shows that
the spectral embedding is sensitive to noise, and without our consol-
idation (second column from left) it fails to separate the clusters. In
contrast, consolidation followed by spectral embedding (rightmost
column) clearly separates the clusters and leads to correct results.
Clustering in 6D without spectral embedding (first and fourth column
from left) fails because k-means cannot separate the spherical shells
in 6D.
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(a) 2D hyperspheres. Kernel size h = 0.034, repulsion µ = 0.45.

(b) 3D hyperspheres. Kernel size h = 0.035, repulsion µ = 0.4.

(c) 4D hyperspheres. Kernel size h = 0.024, repulsion µ = 0.35.
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(a) 5D hyperspheres. Kernel size h = 0.03, repulsion µ = 0.2.

(b) 6D hyperspheres. Kernel size h = 0.011, repulsion µ = 0.15.

Figure 4.15: SAF performance with increasing dimensionality of the
data. The top and bottom rows show clustering without and with con-
solidation, respectively. SAF improves the performance of approaches
including spectral clustering, Ward, agglomerative, and DBSCAN as
shown, but its effectiveness decreases with data dimensionality in-
creasing. We always use Gaussian noise with σ = 0.05 (relative to
bounding box diagonal), and cluster without dimensionality reduc-
tion.
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Figure 4.16: Performance of SAF with increasing dimensionality, com-
pared with MD [52] and MFD [30]. The data consists of two concen-
tric hyperspheres with different radii, corrupted with Gaussian noise,
as shown in Figure 4.15. The rightmost bars “AVG” show the average
over all clustering methods.

Figure 4.17: We illustrate the performance of our consolidation with
data density increasing. The data consists of two patches of two
6D concentric hyperspheres with different radii and corrupted with
Gaussian noise. The two rows show clustering on sparser and denser
inputs, respectively. As the dimensionality increases, the denser in-
put is required to realize the effectiveness of consolidation. We use
Gaussian noise σ = 0.05, kernel size h = 0.024 (relative to bounding
box diagonal), µ = 0.25, anisotropic SAF, and cluster in 6D without
dimensionality reduction.
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Different Noise Levels

In Figure 4.18, 4.19, 4.20 and 4.21 we evaluate the performance
of consolidation under different input noise levels. We use the data
generator in the scikit-learn library to generate test data with desired
Gaussian noise. As shown in the figure, our consolidation approach
can substantially improve the clustering performance under a wide
range of input noise levels. MD [52] and MFD [30] also improve
the clustering performance under low noise levels, but SAF better
preserves underlying structures when noise levels are high.

Different Embedding Spaces

As discussed above, we found that dimensionality reduction is impor-
tant when dealing with high dimensional data. In the experiment in
Figure 4.22 and 4.23 we investigate the influence of using different
embedding spaces before clustering. We test on the MINST data set
and project the 96 dimensional input data into 3D. Results suggest
that using different dimensionality reduction techniques will not make
a big impact on our consolidation method, as long as the underlying
structure can be preserved in the embedding space. While MD [52]
and MFD [30] also improve clustering performance, SAF shows an
overall performance advantage.

Different Target Cluster Numbers

We test the clustering performance for different target cluster numbers
using the extended Yale Face Dataset B [38]. This dataset contains 38
individuals and around 64 frontal images. We randomly selected 2, 4,
6 ,8 and 10 individuals from the dataset and report the AMI scores in
Figure 4.25 and 4.24. The original face image is 1024 dimensions,
which is projected onto a 9D affine subspace via PCA. The subspace
is constructed by randomly selecting 1900 training images from the
dataset. This pre-processing step was adapted and justified by Wang
et al. [148]. In average, our method can best improve the clustering
performance for different numbers of clusters compared to MD [52]
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(a) Noise σ = 0.03, kernel size h = 0.047,repulsion µ = 0.4.

(b) Noise σ = 0.045, kernel size h = 0.052,repulsion µ = 0.4.

(c) Noise σ = 0.06, kernel size h = 0.053,repulsion µ = 0.35.
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(a) Noise σ = 0.075, kernel size h = 0.057,repulsion µ = 0.4.

(b) Noise σ = 0.09, kernel size h = 0.073,repulsion µ = 0.35.

Figure 4.18: We evaluate our approach for different noise levels using
2D data. Top row: clustering without SAF consolidation; bottom row:
with SAF consolidation. We use anisotropic SAF and cluster in 2D. All
σ and h values relative to bounding box diagonal.
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(a) Noise σ = 0.035, kernel size h = 0.039,repulsion µ = 0.5.

(b) Noise σ = 0.053, kernel size h = 0.05,repulsion µ = 0.35.

(c) Noise σ = 0.071, kernel size h = 0.056,repulsion µ = 0.25.
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(a) Noise σ = 0.088, kernel size h = 0.063,repulsion µ = 0.2.

(b) Noise σ = 0.11, kernel size h = 0.069,repulsion µ = 0.15.

Figure 4.19: Comparison of different noise levels using 2D concentric
circles, similar to Figure 4.18.
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(a) Noise σ = 0.063, kernel size h = 0.048,repulsion µ = 0.3.

(b) Noise σ = 0.079, kernel size h = 0.04,repulsion µ = 0.2.

(c) Noise σ = 0.094, kernel size h = 0.045,repulsion µ = 0.2.
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(a) Noise σ = 0.11, kernel size h = 0.046,repulsion µ = 0.1.

(b) Noise σ = 0.13, kernel size h = 0.047,repulsion µ = 0.05.

Figure 4.20: Comparison of different noise levels using 2D blobs,
similar to Figure 4.18.
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Figure 4.21: Performance under different noise levels and for different
datasets, as shown in Figure 4.18, 4.19 and 4.20. We compare the
clustering scores of our SAF consolidation to those of direct clustering,
MD [52] and MFD [30]. SAF performs the best, especially when the
noise level is high where the structures are better preserved by SAF.

and MFD [30]. All three methods work best for clustering only two
groups of faces, where the underlying structure can be more easily
found.

Parameter discussion There are two main parameters of our method,
h and µ. We use the average sparsity r of input points to determine
the h value. That is, we compute r as the average Euclidean distance
to the closest neighbor. As shown in Figure 4.26 and 4.27, using a big
h value can better deal with the noise and outliers, but clusters could
be mistakenly merged if a too big h value is used. On the other hand,
using a small h value can better preserve the shape of the structure,
but less robust to the noise and may lead to less than satisfactory
data distribution. The parameter µ has similar effects. Using a big
µ value usually gives more regular data distribution, but makes the
convergence of the optimization slower. Using a small µ value could
make it a bit more resilient to noise but may cause disconnection in
the same structure. In general, if the noisy level is high, a big h and
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(a) PCA. h = 0.035, µ = 0.3.

(b) ISO. h = 0.022, µ = 0.45.

(c) LLE. h = 0.015, µ = 0.45.
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(a) Spectral. h = 0.008, µ = 0.3.

(b) MDS. h = 0.054, µ = 0.2.

Figure 4.22: Clustering the real MINST data with different 3D embed-
ding spaces. Top row: clustering without SAF consolidation; bottom
row: clustering with SAF consolidation. All h values relative to bound-
ing box diagonal. We perform SAF in 3D before clustering.
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Figure 4.23: Clustering the MINST data with different 3D embedding
spaces using PCA, isomap [135], LLE [114], spectral [8], and MD-
S [13]. The AMI scores suggest that here agglomerative clustering
(AG) and DBSCAN (DB) benefit most from consolidation, whereas
spectral clustering does not.

Figure 4.24: Clustering the Yale face data. The AMI scores show the
benefit of SAF in almost all cases.
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(a) Two Individuals. h = 0.06, µ = 0.25.

(b) Four Individuals. h = 0.047, µ = 0.15.

(c) Six Individuals. h = 0.036, µ = 0.15.
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(a) Eight Individuals. h = 0.034, µ = 0.15.

(b) Ten Individuals. h = 0.033, µ = 0.1.

Figure 4.25: We illustrate the performance of our consolidation with
increasing number of target clusters in the Yale face data. Top row:
clustering without SAF consolidation; bottom row: clustering after
SAF consolidation. All h values are relative to the bounding box diag-
onal of the data. The data is pre-processed before SAF as described in
the paper (Section 4.2.5).
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small µ values are recommended to use, and vice verse.

4.5 Conclusions

We present a novel structure-aware filtering (SAF) algorithm with ap-
plications in dimensionality reduction and clustering. We also provide
a theoretical analysis of SAF that shows under what circumstances
SAF converges to a point distribution on the underlying structures.

Through consolidating high-dimensional data, SAF can greatly
facilitate existing dimensionality reduction and clustering techniques.
Experiments on both synthetic and real data demonstrate that the
performances of a variety of clustering algorithms are significantly
boosted after SAF is applied, and SAF outperforms other state of the
art techniques for manifold denoising.
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(a) h = 0.1. Convergence criterion: µ < 0.31.

(b) h = 0.15. Convergence criterion: µ < 0.5.

(c) h = 0.1. Convergence criterion: µ < 0.31.

(d) h = 0.15. Convergence criterion: µ < 0.5.

Figure 4.26: We illustrate a parameter selection strategy guided by
our convergence criterion. All input data (gray) are corrupted by
Gaussian noise with σ = 0.15. For simple structures, such as the
ring data in the first two rows, using a larger h value (second row)
provides a smoother approximation of the underlying data density
(gray). This encourages a more uniform distribution of output points
and allows for a wider choice ofrepulsions µ. For data with close-by
structures, such as the two rings used in the last two rows, using
a too large h value (second row) may be incapable of separating
the nearby structures, however. In practice, one should first select
an appropriate kernel size h according to the input data, and then
choose µ close to the theoretical maximum to get a regular output
point distribution. Note that we used denser input points (in gray
color) than the consolidated output points (in red color) to better
approximate our continuous formulation.



4.5. CONCLUSIONS 121

(a) h = 0.1. Convergence criterion: µ < 0.2.

(b) h = 0.15. Convergence criterion: µ < 0.36.

(c) h = 0.2. Convergence criterion: µ < 0.5.

(d) h = 0.25. Convergence criterion: µ < 0.6.

Figure 4.27: We further discuss parameter selection using the 3D data
set from Figure 4.1 in the paper. All input data are corrupted by
Gaussian noise with σ = 0.2 shown in gray. Different h values are
used for different rows. Using a big h value can better deal with noise
and outliers, but different structures could be mistakenly merged if
a too big h value is used (last row). On the other hand, using a
small h value can better preserve the shape of the structure, but is
less robust to the noise and may lead to less than satisfactory output
distributions (red). We further show different µ values in each row.
Using a big µ value usually gives more regular output distribution,
but may violate the convergence criterion. Using a small µ value
may cause disconnection in the structure. In general, guided by our
theoretical analysis and knowledge of the data (e.g. how close nearby
structures could be), as large as possible h and µ values are advised.
We used denser input points (gray) than consolidated output points
(red) to better approximate the continuous setting.
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Chapter 5

Specular-to-Diffuse
Translation

5.1 Introduction

Three-dimensional reconstruction from multi-view images is a long
standing problem in computer vision. State-of-the-art shape-from-
shading techniques achieve impressive results [79, 90]. These tech-
niques, however, make rather strong assumptions about the data,
mainly that target objects are predominantly diffuse with almost no
specular reflectance. Multi-view reconstruction of glossy surfaces is a
challenging problem, which has been addressed by adding specialized
hardware (e.g., coded pattern projection [133] and two-layer LCD
[136]), imposing surface constraints [63, 116], or making use of ad-
ditional information like silhouettes and environment maps [42], or
the Blinn-Phong model [72].

In this paper, we present a generative adversarial neural network
(GAN) that translates multi-view images of objects with specular re-
flection to diffuse ones. The network aims to generate a specular-free
surface, which then can be reconstructed by a standard multi-view
reconstruction technique as shown in Figure 5.1. We name our trans-

123
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Figure 5.1: Specular-to-diffuse translation of multi-view images. We
show eleven views of a glossy object (top), and the specular-free
images generated by our network (bottom).

lation network, S2Dnet, for Specular-to-Diffuse. Our approach is
inspired by recent GAN-based image translation methods, like pix2pix
[65] or cycleGAN [169], that can transform an image from one do-
main to another. Such techniques, however, are not designed for
multi-view image translation. Directly applying these translation tech-
niques to individual views is prone to reconstruction artifacts due
to the lack of coherence among the transformed images. Hence, in-
stead of using single views, our network considers a triplet of nearby
views as input. These triplets allow learning the mutual information
of neighboring views. More specifically, we introduce a global-local
discriminator and a perceptual correspondence loss that evaluate the
multi-view coherency of local corresponding image patches. Experi-
ments show that our method outperforms baseline image translation
methods.

Another obstacle of applying image translation techniques to spec-
ularity removal is the lack of good training data. It is rather imprac-
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tical to take enough paired or even unpaired photos to successfully
train a deep network. Inspired by the recent works of simulating train-
ing data by physically-based rendering [164, 96, 125, 93] and domain
adaptation [53, 9, 73, 67], we present a fine-tuned process for gen-
erating training data, then adapting it to real world data. Instead of
using Shapenet [21], we develop a new training dataset that includes
models with richer geometric details, which allows us to apply our
method to complex real-world data. Both quantitative and qualitative
evaluations demonstrate that the performance of multi-view recon-
struction can be significantly improved using the images filtered by
our network. We show also the performance of adapting our network
on real world training and testing data with some promising results.

5.2 Related work

Specular Object Reconstruction. Image based 3D reconstruction
has been widely used for AR/VR applications, and the reconstruction
speed and quality have been improved dramatically in recent years.
However, most photometric stereo methods are based on the assump-
tion that the object surface is diffuse, that is, the appearance of the
object is view independent. Such assumptions, however, are not valid
for glossy or specular objects in uncontrolled environments. It is well
known that modeling the specularity is difficult as the specular effects
are largely caused by the complicated global illumination that is usu-
ally unknown. For example, Godard et al. [42] first reconstruct a
rough model by silhouette and then refine it using the specified en-
vironment map. Their method can reconstruct high quality specular
surfaces from HDR images with extra information, such as silhouette
and environment map.

In contrast, our method requires only the multi-view images as
input. Researchers have proposed sophisticated equipment, such as a
setup with two-layer LCDs to encode the directions of the emitted light
field [136], taking advantages of the IR images recorded by RGB-D
scanners [100, 101] or casting coded patterns onto mirror-like object-
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s [133]. While such techniques can effectively handle challenging
non-diffuse effects, they require additional hardware and user exper-
tise. Another way to tackle this problem is by introducing additional
assumptions, such as surface constraints [63, 116], the Blinn-Phong
model [72], and shape-from-specularity [23]. These methods can also
benefit from our network that outputs diffuse images, where strong
specularities are removed from uncontrolled illumination. Please refer
to [61] for a survey on specular object reconstruction.

GAN-based Image-to-Image Translation. We are inspired by the
latest success of learning based image-to-image translation method-
s, such as ConditionalGAN [65], cycleGAN [169], [158] dualGAN,
and discoGAN [73]. The remarkable capacity of Generative Adver-
sarial Networks (GANs) [45] in modeling data distributions allows
these methods to transform images from one domain to another with
relatively small amounts of training data, while preserving the intrin-
sic structure of original images faithfully. With improved multi-scale
training techniques, such as Progressive GAN [69] and pix2pixHD
[146], image-to-image translation can be performed at mega pixel
resolutions and achieve results of stunning visual quality.

Recently, modified image-to-image translation architectures have
been successfully applied to ill-posed or underconstrained vision tasks,
including face frontal view synthesis [60], facial geometry reconstruc-
tion [111, 119, 112, 120], raindrop removal [108], or shadow re-
moval [145]. These applications motivate us to develop a glossiness
removal method based on GANs to facilitate multi-view 3D reconstruc-
tion of non-diffuse objects.

Learning-based Multi-View 3D Reconstruction. Learning sur-
face reconstruction from multi-view images end-to-end has been an
active research direction recently [134, 24, 83, 138]. Wu et al. [152]
and Gwak et al. [47] use GANs to learn the latent space of shapes
and apply it to single image 3D reconstruction. 3D-R2N2 [24] designs
a recurrent network for unified single and multi-view reconstruction.
Image2Mesh [106] learns parameters of free-form-deformation of a
base model. Nonetheless, in general, the reconstruction quality of
these methods cannot really surpass that of traditional approaches
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that exploit multiple-view geometry and heavily engineered photo-
metric stereo pipelines. To take the local image feature coherence
into account, we focus on removing the specular effect on the im-
age level and resort to the power of multi-view reconstruction as a
post-processing and also a production step.

On the other hand, there are works, closer to ours, that focus
on applying deep learning on subparts of the stereo reconstruction
pipeline, such as depth and pose estimation [168], feature point de-
tection and description [157, 29], semantic segmentation [89], and
bundle adjustment [170, 171]. These methods still impose the Lam-
bertian assumption for objects or scenes, where our method can serve
as a preprocessing step to deal with glossiness.

Learning-based Intrinsic Image Decomposition. Our method is
also loosely related to some recent works on learning intrinsic image
decomposition. These methods include training a CNN to reconstruc-
t rendering parameters, e.g., material [86, 161], reflectance maps
[110], illumination [40], or some combination of those components
[125, 39, 86]. These methods are often trained on synthetic data and
are usually applied to the re-rendering of single images. Our method
shares certain similarity with these methods, while we focus on re-
moving the glossy effects from multi-view images using a conditional
GAN architecture.

5.3 Multi-view Specular-to-Diffuse GAN

In this section, we introduce S2Dnet, a conditional GAN that trans-
lates multi-view images of highly specular scenes into corresponding
diffuse images. The input to our model is a multi-view sequence of
a glossy scene without any additional input such as segmentation
masks, camera parameters, or light probes. This enables our model
to process real-world data, where such additional information is not
readily available. The output of our model directly serves as input to
state-of-the-art photometric stereo pipelines, resulting in improved 3D
reconstruction without additional effort. Figure 5.2 shows a visualiza-
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Glossy Real Diffuse Fake

Glossy Fake Diffuse Real
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Figure 5.2: Overview of S2Dnet. Two generators and two discrimi-
nators are trained simultaneously to learn cross-domain translations
between the glossy and the diffuse domain. In each training itera-
tion, the model randomly picks and forwards a real glossy and diffuse
image sequence, computes the loss functions and updates the model
parameters.

Figure 5.3: Gallery of our synthetically rendered specular-to-diffuse
training data.

tion of the proposed model. We discuss the training data, one of our
major contributions, in Section 5.3.1. In Section 5.3.2 we introduce
the concept of inter-view coherence that enables our model to process
multiple views of a scene in a consistent manner, which is important
in the context of multi-view reconstruction. Then, we outline in Sec-
tion 5.3.3 the overall end-to-end training procedure. Implementation
details are discussed in Section 5.3.4. Upon publication we will re-
lease both our data (synthetic and real) and the proposed model to
foster further work.
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5.3.1 Training Data

To train our model to translate multi-view glossy images to diffuse cor-
respondents, we need appropriate data for both domains, i.e., glossy
source domain images as inputs, and diffuse images as the target do-
main. Yi et al.[158] propose a MATERIAL dataset consisting of unla-
beled data grouped in different material classes, such as plastic, fabric,
metal, and leather, and they train GANs to perform material transfer.
However, the MATERIAL dataset does not contain multi-view images
and thus is not suited for our application. Moreover, the dataset is
rather small and we expect our deep model to require a larger amount
of training data. Hence, we propose a novel synthetic dataset consist-
ing of multi-view images, which is both sufficiently large to train deep
networks and complex to generalize to real-world objects. For this
purpose, we collect and align 91 watertight and noise-free geometric
models featuring rich geometric details from SketchFab (Figure 5.3).
We exclude three models for testing and use the remaining 88 models
for training. To obtain a dataset that generalizes well to real-world
images, we use PBRT, a physically based renderer [105] to render
these geometric models in various environments with a wide variety
of glossy materials applied to form our source domain. Next, we ren-
der the target domain images by applying a Lambertian material to
our geometric models.

Our experiments show that the choice of the rendering parameters
has a strong impact on the translation performance. On one hand,
making the two domains more similar by choosing similar materials
for both domains improves the translation quality on synthetic data.
Moreover, simple environments, such as a constant ground plane, al-
so increase the quality on synthetic data. On the other hand, such
simplifications cause the model to overfit and prevent generalization
to real-world data. Hence, a main goal of our dataset is to provide
enough complexity to allow generalization to real data. To achieve
realistic illumination, we randomly sample one of 20 different HDR
indoor environment maps and randomly rotate it for each scene. In
addition, we orient a directional light source pointing from the cam-
era approximately towards the center of the scene and position two
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additional light sources above the scene. The intensities, positions,
and directions of these additional light sources are randomly jittered.
This setup guarantees a rather even, but still random illumination.
To render the source domain images, we applied the various metal
materials defined in PBRT, including copper, silver, and gold. Material
roughness and index of refraction are randomly sampled to cover a
large variety of glossy materials. We randomly sample camera posi-
tions on the upper hemisphere around the scene pointing towards the
center of the scene. To obtain multi-view data, we always sample 5
close-by, consecutive camera positions in clock-wise order while keep-
ing the scene parameters fixed to mimic the common procedure of
taking photos for stereo reconstruction. Since we collect 5 images
of the same scene and the input to our network consists of 3 views,
we obtain 3 training samples per scene. All rendered images are of
512 × 512 resolution, which is the limit for our GPU memory. How-
ever, it is likely that higher resolutions would further improve the
reconstruction quality. Finally, we render the exact same images again
with a white, Lambertian material, i.e., the mapping from the source
to the target domain is bijective. The proposed procedure results in
a training dataset of more than 647k images, i.e., more than 320k
images per domain. For testing, we rendered 2k sequences of images,
each consisting of 50 images. All qualitative results on synthetic data
shown in this paper belong to this test set.

5.3.2 Inter-view Coherence

Multi-view reconstruction algorithms leverage corresponding features
in different views to accurately estimate the 3D geometry. Therefore,
we cannot expect good reconstruction quality if the glossy images in
a multi-view sequence are translated independently using standard
image translation methods, e.g., [169, 65]. This will introduce in-
consistencies along the different views, and thus cause artifacts in
the subsequent reconstruction. We therefore propose a novel model
that enforces inter-view coherence by processing multiple views si-
multaneously. Our approach consists of a global and local consistency
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Figure 5.4: Two examples of the SIFT correspondences pre-computed
for our training.

constraint: the global constraint is implemented using an appropriate
network architecture, and the local consistency is enforced using a
novel loss function.

Global Inter-view Coherence. A straightforward idea to incorpo-
rate multiple views is to stack them pixel-by-pixel before feeding them
to the network. We found that this does not lead to strong enough
constraints, since the network can still learn independent filter weight-
s for the different views. This results in blurry translations, especially
if corresponding pixels in different views are not aligned, which is
typically the case. Instead, we concatenate the different views along
the spatial axis before feeding them to the network. This solution,
although simple, enforces the network to use the same filter weights
for all views, and thus effectively avoids inconsistencies on a global
scale.

Local Inter-view Coherence. Incorporating loss functions based on
local image patches has been successfully applied to generative ad-
versarial models, such as image completion [62] or texture synthesis
[156]. However, comparing image patches at random locations is
not meaningful in a multi-view setup for stereo reconstruction. In-
stead, we encourage the network to maintain feature point corre-
spondences in the input sequence, i.e., inter-view correspondences
should be invariant to the translation. Since the subsequent recon-
struction pipeline relies on such correspondences, maintaining them
during translation should improve reconstruction quality. To achieve
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this, we first extract SIFT feature correspondences for all training
images. For each training sequence consisting of three views, we com-
pute corresponding feature points between the different views in the
source domain; see Figure 5.4 for two examples. During training,
we encourage the network output at the SIFT feature locations to be
similar along the views using a perceptual loss in VGG feature space
[37, 146, 144, 140]. The key idea is to measure both high- and low-
level similarity of two images by considering the difference of feature
activations in a deep CNN like VGG. We adopt this idea to keep local
image patches around corresponding SIFT features perceptually simi-
lar in the translated output. The perceptual loss in VGG feature space
is defined as:

LV GG(x, x̂) =

N∑
i=1

1

Mi
‖F (i)(x)− F (i)(x̂)‖1, (5.1)

where F (i) denotes the i-th layer in the VGG network consisting of Mi

elements. Now consider a glossy input sequence consisting of three im-
ages X1, X2, X3, and the corresponding diffuse sequence X̃1, X̃2, X̃3

produced by our model. A SIFT correspondence for this sequence con-
sists of three image coordinates p1, p2, p3, one in each glossy image,
and all three pixels at the corresponding coordinates represent the
same feature. We then extract local image patches x̃i centered at pi
from X̃i, and define the perceptual correspondence loss as:

Lcorr(X̃1, X̃2, X̃3) = LV GG(x̃1, x̃2) + LV GG(x̃2, x̃3) + LV GG(x̃1, x̃3).
(5.2)

5.3.3 Training Procedure

Given two sets of data samples from two domains, a source domain
A and a target domain B, the goal of image translation is to find
a mapping T that transforms data points Xi ∈ A to B such that
T (Xi) = X̃i ∈ B, while the intrinsic structure of Xi should be pre-
served under T . Training GANs has been proven to produce aston-
ishing results on this task, both in supervised settings where the data
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of the two domains are paired [65], and in unsupervised cases us-
ing unpaired data [169]. In our experiments, we observed that both
approaches (ConditionalGAN [65] and cycleGAN [169]) perform sim-
ilarly well on our dataset. However, while paired training data might
be readily available for synthetic data, paired real-world data is diffi-
cult to obtain. Therefore we come up with a design for unsupervised
learning that can easily be fine-tuned on unpaired real-world data.

Cycle-consistency Loss. Similar to CycleGAN [169], we learn the
mapping between domain A and B with two translators GB : A→ B
and GA : B → A that are trained simultaneously. The key idea is to
train with cycle-consistency loss, i.e., to enforce that GA(GB(X)) ≈
X and GB(GA(Y )) ≈ Y , where X ∈ A and Y ∈ B. This cycle-
consistency loss guarantees that data points preserve their intrinsic
structure under the learned mapping. Formally, the cycle-consistency
loss is defined as:

Lcyc(X,Y ) = ‖GA(GB(X))−X‖1 + ‖GB(GA(Y ))− Y ‖1. (5.3)

Adversarial Loss. To enforce the translation networks to produce
data that is indistinguishable from genuine images, we also include
an adversarial loss to train our model. For both translators, in GAN
context often called generators, we train two additional discriminator
networks DA and DB that are trained to distinguish translated from
genuine images. To train our model, we use the following adversarial
term:

Ladv = LGAN (GA, DA) + LGAN (GB , DB), (5.4)

where LGAN (G,D) is the LSGAN formulation [91].
Overall, we train our model using the following loss function:

L = λadvLadv + λcycLcyc + λcorrLcorr, (5.5)

where λadv, λcyc, and λcorr are user-defined hyperparameters.
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Figure 5.5: Illustration of the generator and discriminator network.
The generator uses the U-net architecture and both input and output
are a multi-view sequence consisting of three views. A random SIFT
correspondence is sampled during training to compute the correspon-
dence loss. The multi-scale joint discriminator examines three scales
of the image sequence and two scales of corresponding local patches.
The width and height of each rectangular block indicate the channel
size and the spatial dimension of the output feature map, respectively.

5.3.4 Implementation Details

Our model is based on cycleGAN and implemented in Pytorch. We
experimented with different architectures for the translation network-
s, including U-Net [113], ResNet [50], and RNN-blocks [20]. Given
enough training time, we found that all networks produce similar re-
sults. Due to its memory efficiency and fast convergence, we chose
U-Net for our final model. As shown in Figure 5.5, we use the multi-
scale discriminator introduced in [146] that downsamples by a rate
of 2, which generally works better for high resolution images. Our
discriminator also considers the local correspondence patches as addi-
tional input, which helps to produce coherent translations. Followed
by the training guidances proposed in [69], we use pixel-wise nor-
malization in the generators and add a 1-strided convolutional layer
after each deconvolutional layer. For computing the correspondence
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loss, we use a patch size of 256× 256 and sample a single SIFT corre-
spondence per training iteration randomly. The discriminator follows
the architecture as: C64-C128-C256-C512-C1. The generator’s en-
coder architecture is: C64-C128-C256-C512-C512-C512-C512-C512.
We use λadv = 1, λcyc = 10, λcorr = 5 in all our experiments and train
using the ADAM optimizer with a learning rate of 0.0002. Tables 5.1
and 5.2 give more detail of our network architecture. Xavier [41] is
used for weights initialization. We train our models on an NVIDIA
1080Ti GPU with 11GB GPU memory, which only allows us to use a
training batch size of 1.

Layer Input→ Output Shape Layer Information

Input Layer (h, 3w, 3)→ (h
2

, 3w
2

, 64) CONV-(N64, K4x4, S2, P1), LeReLU

Hidden Layers
(h
2

, 3w
2

, 64)→ (h
4

, 3w
4

, 128) CONV-(N128, K4x4, S2, P1), PN, LeReLU

(h
4

, 3w
4

, 128)→ (h
8

, 3w
8

, 256) CONV-(N256, K4x4, S2, P1), PN, LeReLU

(h
8

, 3w
8

, 256)→ ( h
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, 3w
16

, 512) CONV-(N512, K4x4, S2, P1), PN, LeReLU

Output Layer ( h
16

, 3w
16

, 512)→ ( h
32

, 3w
32

, 1) CONV-(N1, K4x4, S2, P1)

Table 5.1: Discriminator network architecture. We use 5 such dis-
criminators that have an identical network structure but operate at
three scales of the image sequence and two scales of corresponding
local patches using LSGAN (see Figure 5 in the paper). N: the num-
ber of output channels, K: kernel size, S: stride size, P: padding size,
PN: pixel-wise Normalization, LeReLU: LeakyReLU with α = 0.2, w, h:
width and height of input images. Note that the input width is 3w be-
cause we spatially concatenate the three views of the input sequences.

5.4 Evaluation

In this section, we present qualitative and quantitative evaluations
of our proposed S2Dnet. For this purpose, we evaluate the perfor-
mance of our model on both the translation task and the subsequent
3D reconstruction, and we compare to several baseline systems. In
Section 5.4.1 we report results on our synthetic test set and we also
perform an evaluation on real-world data in Section 5.4.2.
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Part Input→ Output Shape Layer Information
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Table 5.2: Generator network architecture.

To evaluate the benefit of our proposed inter-view coherence, we
perform a comparison to a single-view translation baseline by train-
ing a cycleGAN network [169] on glossy to diffuse translation. Since
our synthetic dataset features a bijective mapping between glossy
and diffuse images, we also train a pix2pix network [65] for a su-
pervised baseline on synthetic data. In addition, we compare recon-
struction quality to performing stereo reconstruction directly on the
glossy multi-view sequence to demonstrate the benefit of translating
the input as a preprocessing step. For 3D reconstruction, we apply
a state-of-the-art multi-view surface reconstruction method [79] on
input sequences consisting of 10 to 15 views. For our method, we
translate each input view sequentially but we feed the two neighbor-
ing views as additional inputs to our multi-view network. For the
two baseline translation methods, we translate each view indepen-
dently. The 3D reconstruction pipeline then uses the entire translated
multi-view sequence as input.
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Glossy pix2pix cycleGAN S2Dnet
Image MSE 118.39 56.20 69.15 57.78

Table 5.3: Quantitative evaluation of the image error on our synthetic
testing data.

Figure 5.6: Qualitative translation results on a synthetic input se-
quence consisting of 8 views. From top down: the glossy input se-
quence, the ground truth diffuse rendering, and the translation results
for the baselines pix2pix and cycleGAN, and our S2Dnet. The output
of pix2pix is generally blurry. The cycleGAN output, although sharp,
lacks inter-view consistency. Our S2Dnet produces both crisp and
coherent translations.

5.4.1 Synthetic Data

For a quantitative evaluation of the image translation performance, we
compute MSE with respect to the ground truth diffuse renderings on
our synthetic test set. Table 5.3 shows a comparison of our S2Dnet to
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Model 1 2 3 4 5 6 7 8 9 10 AVG
Glossy 0.67 0.88 1.35 0.76 1.15 1.13 1.15 0.78 0.54 0.66 0.90

cycleGAN 1.18 0.72 0.89 0.59 1.35 0.72 0.99 0.62 0.51 0.42 0.80
S2Dnet 0.52 0.67 0.72 0.43 0.87 0.54 0.92 0.65 0.55 0.56 0.64

Table 5.4: Quantitative evaluation of surface reconstruction perfor-
mance on 10 different scenes. The error metric is the percentage of
bounding box diagonal. Our S2Dnet performs best, and the trans-
lation baseline still performs significantly better than directly recon-
structing from the glossy images. The numbering of the models fol-
lows the visualization in Figure 5.7, using the same left to right order.

pix2pix and cycleGAN. Unsurprisingly, the supervised pix2pix network
performs best, closely followed by our S2Dnet, which outperforms the
unsupervised baseline by a significant margin. In Figure 5.6 we show
qualitative translation results. Note that the output of pix2pix is gener-
ally blurry. Since MSE penalizes outliers and prefers a smooth solution,
pix2pix still achieves a low MSE error. While the output of cycleGAN is
sharper, the translated sequence lacks inter-view consistency, whereas
our S2Dnet produces both highly detailed and coherent translations.

Next, we evaluate the quality of the surface reconstruction by feed-
ing the translated sequences to the reconstruction pipeline. We found
that the blurry output of pix2pix is not suitable for stereo reconstruc-
tion, since already the first step, estimating camera parameters based
on feature correspondences, fails on this data. We therefore exclude
pix2pix from the surface reconstruction evaluation but include the
trivial baseline of directly reconstructing from the glossy input se-
quence to demonstrate the benefit of the translation step. In order to
compute the geometric error of the surface reconstruction output, we
register the reconstructed geometry to the ground truth mesh using
a variant of ICP [115]. Next, we compute the Euclidean distance of
each reconstructed surface point to its nearest neighbor in the ground
truth mesh and report the per-model mean value. Table 5.4 shows
the surface reconstruction error for our S2Dnet in comparison to the
three baselines. The numbers show that our S2Dnet performs best,
and that preprocessing the glossy input sequences clearly helps to ob-
tain a more accurate reconstruction, even when using the cycleGAN
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Figure 5.7: Qualitative surface reconstruction results on 10 different
scenes. From top to bottom: glossy input, ground truth diffuse ren-
derings, cycleGAN translation outputs, our S2Dnet translation output-
s, reconstructions from glossy images, reconstructions from ground
truth diffuse images, reconstructions from cycleGAN output, and re-
constructions from our S2Dnet output. All sequences are excluded
from our training set, and the objects in column 3 and 4 have not
even been seen during training.

baseline. In Figure 5.7 we show qualitative surface reconstruction
results for 10 different scenes in various environments.
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Figure 5.8: Gallery of our glossy-to-diffuse real-world training data
and the spray (leftmost column) we used to paint the objects. We first
choose 5 diffuse real-world objects and take 5k pictures in total from
different camera positions and under varying lighting conditions. We
then use a glossy spray paint to cover our objects with a glossy coat
and shoot another 5k pictures to represent the glossy domain.

5.4.2 Real-world Data

Since we do not have real-world ground truth data, we compile a
real-world test set and perform a qualitative comparison on it. For
all methods, we compare generalization performance when training
on our synthetic dataset. Moreover, we evaluate how the different
models perform when fine-tuning on real-world data, or training on
real-world data from scratch. For this purpose, we compile a dataset
by shooting photos of real-world objects. We choose 5 diffuse real-
world objects and take 5k pictures in total from different camera
positions and under varying lighting conditions. Next, we use a glossy
spray paint to cover our objects with a glossy coat and shoot another
5k pictures to represent the glossy domain. The resulting dataset
consists of unpaired samples of glossy and diffuse objects under real-
world conditions, see Figure 5.8 for a gallery of our real-world training
data.

In Figure 5.9 we show qualitative translation results on real-world
data. All networks are trained on synthetic data only here, and they all
manage to generalize to some extent to real-world data, thanks to our
high-quality synthetic dataset. Similar to the synthetic results in Fig-
ure 5.6, pix2pix produces blurry results, while cycleGAN introduces
inconsistent high-frequency artifacts. S2Dnet is able the remove most
of the specular effects and preserves geometric details in a consistent
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Figure 5.9: Qualitative translation results on a real-world input se-
quence consisting of 11 views. The first row shows the glossy input se-
quence and the remaining rows show the translation results of pix2pix,
cycleGAN, and our S2Dnet. All networks are trained on synthetic data
only. Similar to the synthetic case, cycleGAN outperforms pix2pix, but
it produces high-frequency artifacts that are not consistent along the
views. Our S2Dnet is able to remove most of the specular effects and
preserves all the geometric details in a consistent manner.

manner. In Figure 5.10 we show qualitative surface reconstruction
results for 7 different scenes. Artifacts occur mainly close to the ob-
ject silhouettes in complex background environments. This could be
mitigated by training with segmentation masks.

Finally, we evaluate performance when either fine-tuning or train-
ing from scratch on real-world data. We retrain or fine-tune S2Dnet
and cycleGAN on our real-world dataset, but cannot retrain pix2pix
for this purpose, since it relies on a supervision signal that is not
present in our unpaired real-world dataset. Our experiments show
that training or fine-tuning using such a small dataset leads to heavy
overfitting. The translation performance for real-world objects that
were not seen during training decreases significantly compared to the
models trained on synthetic data only. In Figure 5.11 c) and e) we
show image translation results of cycleGAN and S2Dnet when training
from scratch on our real-world dataset. Since the scene in Figure 5.11
is part of the training set (although the input image itself is excluded
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Figure 5.10: Qualitative surface reconstruction results on 7 different
real-world scenes. Top to bottom: glossy input, cycleGAN translation
outputs, our S2Dnet translation outputs, reconstructions from glossy
images, reconstructions from cycleGAN output, and reconstructions
from our S2Dnet output. All networks are trained on synthetic data
only.

from the training set), our S2Dnet produces decent translation results,
which is not the case for scenes not seen during training. Fine-tuning
our S2Dnet produces similar results (Figure 5.11 f)).

Figure 5.12 shows more results of our S2Dnet, given input scenes
with various illumination and different objects. Figures 5.13 and 5.14
demonstrate two additional examples of image translation and recon-
struction, where S2Dnet outperforms both pix2pix and cycleGAN. We
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also observe that when the weight for the perceptual correspondence
loss is λcorr = 0, i.e., removing the perceptual correspondence loss,
the output of S2Dnet lacks of inter-view consistency.

5.5 Limitations and Future Work

Although the proposed framework enables reconstructing glossy and
specular objects more accurately compared to state-of-the-art 3D re-
construction algorithms, a few limitations do exist. First, since the
network architecture contains an encoder and a decoder with skip
connections, the glossy-to-Lambertian image translation is limited to
images of a fixed resolution. This resolutions might be too low for
certain types of applications. Next, due to the variability of the back-
ground in real images, the translation network might treat a portion
of the background as part of the reconstructed object. Similarly, the
network occasionally misclassifies the foreground as part of the back-
ground, especially in very light domains on specular objects. Finally,
as the simulated training data was rendered by assuming a fixed albe-
do, the network cannot consistently translate glossy materials with
spatially varying albedo into a Lambertian surface. We predict that
given a larger and more diverse training set in terms of shapes, back-
grounds, albedos and materials, the accuracy of the proposed method
in recovering real object would be largely enhanced. Our current
training dataset includes the most common types of specular materi-
al. The proposed translation network has potential to be extended to
other more challenging materials, such as transparent objects, given
proper training data.
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Figure 5.11: A sample of our real-world dataset is shown in (a-b).
Translation results of cycleGAN when training from scratch on our
real-world dataset or synthetic data only are shown in (c) and (d),
respectively. S2Dnet outputs, trained from scratch on our real-world
dataset or synthetic data only, are shown in (e) and (f), respective-
ly. Another output of S2Dnet, trained on synthetic data and then
fine-tuned on real-world data is presented in (g). The last row demon-
strates the corresponding reconstruction results. Note that the output
images are blurry when training from scratch on real-world data, i.e.
(c) and (e), and thus not suitable for stereo reconstruction.
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Figure 5.12: Gallery of our glossy-to-diffuse results of 40 synthetic
and 10 real-world (last two rows) scenes. All sequences are excluded
from our training set. Three synthetic (Armadillo, Standing Buddha,
Roman Head Sculpture) and all real-world objects have not even been
seen during training.
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Figure 5.13: Qualitative comparison of image translation and surface
reconstruction on a synthetic sequence consisting of 10 views. From
top to bottom: glossy input, ground truth diffuse renderings, pix2pix
translation outputs, cycleGAN translation outputs, our S2Dnet transla-
tion outputs using λcorr = 0 (no perceptual correspondence loss), our
S2Dnet translation outputs using λcorr = 5. The last row shows the
corresponding reconstruction results. All sequences are excluded from
our training set. The output of pix2pix is blurry and is not suitable for
multi-view reconstruction. The outputs of cycleGAN and our S2Dnet
without perceptual correspondence loss, although sharp, lack of inter-
view consistency. Our S2Dnet with perceptual correspondence loss
(λcorr = 5) produces crisp and coherent translations, resulting in a
better reconstruction.
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Figure 5.14: Another set of image translation and surface reconstruc-
tion comparison on a synthetic input sequence consisting of 10 views.
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Chapter 6

Conclusions

In this thesis, we addressed the problem of geometric structure ex-
traction and reconstruction from raw input data with challenging
properties including incompleteness, noise, outliers, and inconsisten-
cy. This remains an open problem in computer graphics, computer
vision, machine learning and etc.. Based on our research interest
and expertise, we explore optimization and learning techniques to
some particular types of data such as incomplete point cloud, noise
contaminated high-dimensional data and inconsistent multi-view im-
ages. As a result, three related but independent works are presented:
i) the novel deep points consolidation in Chapter 3 that connects
and unifies the skeletal and surface structure of a shape, leading to
successful completions of models with large data missing area, ii) a
structure-aware data consolidation (SAF) method in Chapter 4 with
has significant theoretical analysis, and promising experimental re-
sults and great potential in unsupervised learning, and iii) the S2Dnet
for specualr-to-diffuse image translation in Chapter 5 that improves
the multi-view reconstruction of objects with specular reflection.

The limitations and possible improvements of this proposed method
are discussed in the previous chapters. Lots of work still have to be
done before we can robustly and intelligently extract and reconstruc-

149
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t the underlying geometric structure from arbitrary daily input da-
ta with high fidelity. We hope the studies conducted in this thesis
contribute to a better understanding of the essence of all geometric
structure. As for future works in general, we would like employing
our deep points representation to point-based deep learning architec-
tures, deepening the theoretical analysis of points distribution in SAF,
and augmenting S2Dnet’s insensitivity to complex illumination and
material.
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