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#### Abstract

Open fermion systems with energy-independent bilinear coupling to a fermionic environment have been shown to obey a general duality relation [J. Schulenborg et al., Phys. Rev. B 93, 081411 (2016)] which allows for a drastic simplification of time-evolution calculations. In the weak-coupling limit, such a system can be associated with a unique dual physical system in which all energies are inverted, in particular the internal interaction. This paper generalizes this fermionic duality in two ways: we allow for weak coupling with arbitrary energy dependence and describe both occupations and coherences coupled by a quantum master equation for the density operator. We also show that whenever generalized detailed balance holds (Kolmogorov criterion), the stationary probabilities for the dual system can be expressed explicitly in terms of the stationary recurrence times of the original system, even at large bias. We illustrate the generalized duality by a detailed analysis of the rate equation for a quantum dot with strong onsite Coulomb repulsion, going beyond the commonly assumed wideband limit. We present predictions for (i) the decay rates for transient charge and heat currents after a gatevoltage quench and (ii) the thermoelectric linear-response coefficients in the stationary limit. We show that even for pronouncedly energy-dependent coupling, all nontrivial parameter dependence in these problems is entirely captured by just two well-understood stationary variables, the average charge of the system and of the dual system. Remarkably, it is the latter that often dictates the most striking features of the measurable quantities (e.g., positions of resonances), underscoring the importance of the dual system for understanding the actual one.
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## I. INTRODUCTION

Recent progress in few-electron devices aimed at applications such as energy-harvesting, feedback control, and singleelectron sources has relied critically either on quantum coherent effects or on an explicit, often specifically engineered, energy dependence in the coupling of the small quantum system of interest and its environment. For the latter systems, the challenge of analytically understanding their complex behavior is not so much limited by strong-coupling corrections, but instead by the energy structure introduced by the tunnel barrier and the density of states in the electrodes. While these complications already arise for stationary phenomena [1-9], they tend to proliferate when turning to more complicated situations involving the time-dependent response or coherent quantum effects or a combination thereof.

Also, if a general framework appropriate for the description of a specific system is available, it is in most cases still hard to fully access the physical consequences from this. In order to simplify the description of such situations as much as possible, one typically exploits symmetries, conservation laws, fluctuation relations, and dualities. A well-known example of the latter is detailed balance, which for classical Markovian processes expresses the absence of any probability flow between the different states of the system. By relating transition rates to stationary-state occupations, it dictates both the absence of entropy production in the stationary limit,
distinguishing local equilibrium states, possibly at large bias, from "true" nonequilibrium stationary states (NESS) [10], as well as purely exponential, nonoscillatory decay in the transient regime. Dualities extending into the quantum and/or far nonequilibrium regime exist, such as quantum detailed balance [11-15] and nonequilibrium (quantum) fluctuation relations [10,16,17], but are more complicated to apply and still under continued active research.

One particular useful duality relation which we have recently discovered [18] is restricted to open fermionic systems, but otherwise extends straightforwardly into the quantum regime and also remains valid even if local detailed balance is broken. This fermionic duality ${ }^{1}$ is applicable for reduceddensity matrix formulations of open system dynamics. It has been shown to hold for discrete but otherwise arbitrarily complex fermionic systems; this includes both strong coupling to several reservoirs at low temperatures, as well as strong local interactions, such as Coulomb repulsion between electrons in quantum dots.

This general applicability of the fermionic duality reflects that its derivation in [18] relies mostly on two independent fundamental physical principles for fermionic systems: Pauli's exclusion principle (antisymmetrization of states) and

[^0]fermion-parity superselection (universal conservation of parity observable). Despite this generality, its applications so far have been limited to rate equations for fermionic systems [1820], excluding coherences. Also, the coupling was assumed to be energy independent, referred to as wide-band limit in the following. The central aim of this paper is to overcome these two restrictions.

The first main result reported here applies to weakly coupled open fermionic systems, where the time-evolution equation for the reduced density matrix reduces to a (generalized) master equation. We find that the energy dependence of the coupling does not in any way inhibit the existence and practical usefulness of a fermionic duality. In fact, we show that the known wide-band result can easily be modified to incorporate weak but otherwise arbitrarily energy-dependent couplings. The treatment of the generalized master equation, exploiting insights from the fermionic duality beyond the wide-band limit, allows striking simplifications and insights: one class of experimentally relevant setups for which this is of interest is time-dependent decay after a parameter switch, a basic building block for complex device operations that aim at controlled charge and energy exchange via individual electrons. Examples include coherent single- or few-electron sources [21-24], charge pumps [25-28], or heat engines [2936] and driven thermoelectrics [37-39].

The second key result is that the above generalization for energy-dependent, weak coupling also extends to the broader class of systems that require a quantum master equation description for the density matrix, in which the probabilities are coupled to quantum coherences. Examples for applications in quantum transport where nontrivial coherences play a role [40-43] include quantum-dot spin valves [44,45] for noncollinear spintronics [46-55], multiorbital [56-60] and vibration-assisted [61] transport in molecular electronics, but also quantum-dot sensing $[62,63]$ of qubits. The extended approach that we report underlines the usefulness of the fermionic duality for ongoing research on such few-electron systems. Moreover, the presented derivation is simpler than the one used to address strong, yet energy-independent, coupling [18] and provides a clearer picture.

The paper is organized as follows. Since the fermionic duality requires a nonstandard way of solving quantum master equations, we first outline in Sec. II the main idea for the most simple example, and highlight several features that will be generalized in the remainder of the paper. In Sec. III, we formulate a very general model with energy-dependent bilinear coupling, review the weak-coupling quantum master equation, and derive a useful linear response formula that is valid beyond the wide-band limit. Then, in Sec. IV, we discuss how the fermionic duality for the weak-coupling quantum master equation for the density operator can be extended beyond the wide-band limit and outline how it can be exploited. This clarifies that fermionic duality is a novel concept not equivalent to detailed balance, and also not equivalent to other known symmetries under electron-hole transformations [19]. In Sec. V D, we highlight this by specializing to simpler rate equations (probabilities only) and combining the duality with the implications of classical detailed balance. This leads to an explicit relation between dual stationary-state probability vectors and nontrivial orthogonality relations to other vectors that
simplify calculations beyond the wide-band limit. In Sec. VI, we illustrate some of the practical advantages and interesting insights that the fermionic duality offers which are otherwise impossible to infer. For a strongly interacting quantum dot, we discuss the transient decay of time-dependent charge and heat currents after a quench, and, second, the stationary-state thermoelectric properties in the linear response to a voltage and thermal bias. We show that the complex dependence of these effects on many parameters can be fully understood in a simple way by exploiting the extended fermionic duality. We thereby demonstrate that the conclusions of Refs. [1820] extend to pronouncedly energy-dependent couplings, and, in addition, identify several measurable effects specific to strongly energy-dependent couplings. Throughout the paper, we use units $|e|=\hbar=k_{\mathrm{B}}=1$.

## II. SINGLE-MODE FERMIONIC DUALITY

To illustrate how the fermionic duality in principle works, we consider the simplest possible, self-contained example: a single fermion mode described by a rate equation. Although one might think that the relations discussed in this section derive from the simplicity of this example, the remainder of the paper will demonstrate that they in fact hold for any number of fermion modes interacting arbitrarily in an open system weakly coupled to fermionic reservoirs.

## A. Rate equation and mode-amplitude decomposition

Consider a single fermion mode at energy $\epsilon$ that is weakly coupled to a noninteracting fermion bath with chemical potential $\mu$ and temperature $T$. In order to describe the time evolution of such a system, one uses a rate equation for the time-dependent probabilities $P_{i}(t)$ of finding the system in state $i=\mathrm{u}, \mathrm{o}$ (fermion mode being unoccupied or occupied) at time $t$ :

$$
\partial_{t}\left[\begin{array}{c}
P_{\mathrm{u}}(t)  \tag{1}\\
P_{\mathrm{o}}(t)
\end{array}\right]=\Gamma(\epsilon)\left[\begin{array}{cc}
-f^{+}\left(\frac{\epsilon-\mu}{T}\right) & f^{-}\left(\frac{\epsilon-\mu}{T}\right) \\
f^{+}\left(\frac{\epsilon-\mu}{T}\right) & -f^{-}\left(\frac{\epsilon-\mu}{T}\right)
\end{array}\right]\left[\begin{array}{c}
P_{\mathrm{u}}(t) \\
P_{\mathrm{o}}(t)
\end{array}\right]
$$

Such a rate equation can be obtained by tracing out the reservoir degrees of freedom of the full density matrix and taking the limit of weak system-reservoir coupling (see also relevant standard textbooks [64-66]). Here, $f^{ \pm}(x)=$ $[\exp ( \pm x)+1]^{-1}$ is the probability of finding a particle $(+)$ / hole ( - ) at the corresponding energy in the fermionic reservoir. The coupling $\Gamma(E)$ is evaluated at the energy $E=\epsilon$ of the mode.

The time-evolution problem (1) has the form $\left.\partial_{t} \mid \rho(t)\right)=$ $W \mid \rho(t))$, where $\mid \rho(t))$ stands for the column vector of probabilities. To compute the time evolution of $\mid \rho(t))$, one diagonalizes the kernel $\left.W=\sum_{k} \lambda_{k} \mid m_{k}\right)\left(a_{k} \mid\right.$ to evaluate the formal exponential solution:

$$
\begin{equation*}
\left.\left.\mid \rho(t))=e^{W t} \mid \rho(0)\right)=\sum_{k} e^{\lambda_{k} t} \mid m_{k}\right)\left(a_{k} \mid \rho(0)\right) \tag{2}
\end{equation*}
$$

Here, the right eigenvectors $\left.\mid m_{k}\right)$ are the evolution modes, i.e., components of $\mid \rho(t))$ with a definite time-evolution factor $e^{\lambda_{k} t}$ with eigenvalue $\lambda_{k} \leqslant 0$ equal to minus the decay rate. The corresponding left eigenvectors ( $a_{k} \mid$, written as row vectors in our current example, determine the amplitude $\left(a_{k} \mid \rho(0)\right)$ of

TABLE I. Spectral decomposition of the rate matrix $W$.

| Decay rate <br> $-\lambda_{k}$ | Amplitude <br> $\left(a_{k} \mid\right.$ | Mode <br> $\left.\mid m_{k}\right)$ |  |
| :--- | :---: | :---: | :---: |
| 0 | 0 | $[1,1]$ | $\frac{1}{W_{\mathrm{uo}}+W_{\mathrm{ou}}}\left[\begin{array}{c}W_{\mathrm{uo}} \\ W_{\text {ou }}\end{array}\right]$ |
| 1 | $\Gamma(\epsilon)$ | $\frac{1}{W_{\mathrm{uo}}+W_{\mathrm{ou}}}\left[W_{\mathrm{ou}},-W_{\mathrm{uo}}\right]$ | $\left[\begin{array}{c}1 \\ -1\end{array}\right]$ |

this mode for a given initial state $\mid \rho(0)$ ). The left and right eigenvectors need to be distinguished not just because of their different roles: since $W$ is not a normal matrix, they are not simply connected by taking the adjoint. In fact, the relation between these vectors is a theme of the paper.

For the matrix $W$ in Eq. (1), we obtain the decomposition in Table I. Inserting these into the mode expansion (2), one obtains the solution $P_{i}(t)=P_{i}+\left[P_{i}(0)-P_{i}\right] e^{-\Gamma(\epsilon) t}$ where $P_{i}$ without time argument denotes the stationary value $\lim _{t \rightarrow \infty} P_{i}(t)=P_{i}$ as given by the components of $\left.\mid m_{0}\right)$.

## B. Mode-amplitude cross relations

Of course, the above solution could have been derived and understood more easily by directly decoupling the equations (1) using $P_{\mathrm{u}}(t)+P_{\mathrm{o}}(t)=1$, thereby avoiding diagonalization of $W$. However, this strategy does not significantly simplify more general fermionic problems. Here, instead we wish to highlight a general structure of the kernel $W$ which does simplify more general problems: although the matrix $W$ is neither symmetric nor antisymmetric, Table I indicates that its eigenvectors show striking cross relations.

Consider first the smaller of the two decay rates $-\lambda_{0}=$ 0 and its left eigenvector ( $a_{0} \mid$. Their expressions are well known to be dictated by probability normalization, and are therefore independent of the rates $W_{\text {ио }}$ and $W_{\text {ou }}$. As the table shows, the right eigenvector $\left|m_{1}\right|$ for the larger of the two decay rates $-\lambda_{1}=\Gamma(\epsilon)$ is also independent of the rates and differs only by a relative sign between the components. The remaining left eigenvector ( $a_{1} \mid$ and right eigenvector $\mid m_{0}$ ) display a similar cross relation. They are already similar in that they both depend explicitly on the rates $W_{\text {uo }}$ and $W_{\text {ou }}$. Their components are also related by introducing a relative sign and, additionally, exchanging the initial and final states of the rates $W_{\mathrm{uo}} \leftrightarrow W_{\text {ou }}$.

We thus find that the left eigenvectors cross determine the right ones in a way that is much simpler than the general relation between left and right eigenvectors. ${ }^{2}$ The general upshot for practical analytical calculations is that one can

[^1]avoid half of the work. Moreover, as we clarify later on in this paper, one can understand the often quite unexpected parameter dependence of some of the eigenvectors for more general systems [18].

We next observe that in the above cross relation, the fermionic nature of the system and the reservoirs enters in two ways. First, due to Pauli’s exclusion principle, each reservoir mode can be filled with only one particle with probability $f^{+}$, or one hole with probability $f^{-}$. This restricts the larger of the two decay rates, which is found to be the sum of rates for adding and removing one particle, to

$$
\begin{equation*}
W_{\mathrm{ou}}+W_{\mathrm{uo}}=\Gamma(\epsilon)\left(f^{+}+f^{-}\right)=\Gamma(\epsilon) . \tag{3}
\end{equation*}
$$

This decay rate is independent of the reservoir's energies ( $\mu, T$ ) since the Fermi-Dirac environment statistics sum to 1. Second, the special symmetry $f^{ \pm}(-x)=f^{\mp}(x)$ of the Fermi-Dirac statistics enables to swap initial and final states of the rates $W_{i j}$, as required in the mode-amplitude cross relation, by inverting all energies on the system $(\epsilon \rightarrow-\epsilon)$ and on the reservoir $(\mu \rightarrow-\mu)$,

$$
\begin{align*}
W_{\mathrm{ou}} & =\Gamma(\epsilon) f((\epsilon-\mu) / T)  \tag{4a}\\
\rightarrow \bar{W}_{\mathrm{ou}} & :=W_{\mathrm{uo}}=\Gamma(\epsilon) f(-(\epsilon-\mu) / T), \tag{4b}
\end{align*}
$$

given that we maintain the original energy dependence of the coupling $\Gamma(\epsilon)$. We indicate this parameter transformation by an overbar. ${ }^{3}$

We summarize all above relations with the help of a sign matrix that keeps track of the fermion parity $(-1)^{N}$ of the fermion number $N=0,1$ corresponding to the states $i=\mathrm{u}, \mathrm{o}$ :

$$
W+\left[\begin{array}{cc}
1 & 0  \tag{5}\\
0 & -1
\end{array}\right] \bar{W}^{\dagger}\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]=-\Gamma(\epsilon)\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

This equation in its generalized form is the fermionic duality, Eq. (32), which is going to be derived and exploited in the remainder of this paper. The right-hand side comes from the exclusion principle, also resulting in Eq. (3). The fermionparity signs on the left-hand side are required since, in contrast to $W^{\dagger}$, the matrix $\bar{W}$ is a physical rate matrix.

Indeed, the rate matrix $\bar{W}$ describes a dual model of a fermion at energy $-\epsilon$ and a reservoir at chemical potential $-\mu$, with coupling value $\Gamma(\epsilon)$ taken at the energy $\epsilon$. In this simple example, the dual system is hence qualitatively the same as the original system, explaining why the calculations are so simple. However, in interacting multimode systems the dual system shows nontrivial, qualitatively different physics, yielding unexpected insights into the physics of the original model.

Relation (5) ties the kernel $W$ to its adjoint $W^{\dagger}$ modulo signs and energy inversion, and is therefore [18] responsible for the above-observed cross relation between the left and right eigenvectors of $W$. Thereby, it also links the decay rate $\Gamma(\epsilon)$ in the transient response to the zero eigenvalue belonging to the stationary state. Interestingly, we later generalize this

[^2]to a link between the smallest and largest decay rate for complex fermionic models. The right-hand side of Eq. (5) in fact imposes, in its more general form (32), a fundamental restriction on the largest decay rate of $W$, providing an upper bound that is independent of the reservoirs $(\mu, T)$ and, in the wide-band limit $\Gamma(\epsilon) \rightarrow \Gamma$, even independent of the opensystem parameters.

Finally, we combine the above with a generally independent observation, namely, that for our simple master equation, the stationary probabilities $P_{i}:=\lim _{t \rightarrow \infty} P_{i}(t)$, given by the components of $\left.\mid m_{0}\right)$ in Table I, obey detailed balance: $P_{\mathrm{o}} / P_{\mathrm{u}}=W_{\text {ou }} / W_{\mathrm{uo}}$. The stationary occupations $\bar{P}_{i}$ for $\bar{W}$, describing the stationary dual system, then also satisfy detailed balance but with the inverse ratio

$$
\begin{equation*}
\frac{\bar{P}_{\mathrm{o}}}{\bar{P}_{\mathrm{u}}}=\frac{\bar{W}_{\mathrm{ou}}}{\bar{W}_{\mathrm{uo}}}=\frac{W_{\mathrm{uo}}}{W_{\mathrm{ou}}}=\frac{P_{\mathrm{u}}}{P_{\mathrm{o}}} \tag{6}
\end{equation*}
$$

We see that the product of stationary occupation probability for the original system and for its dual, $P_{i} \bar{P}_{i}=C$, is equal to some function $C$ of the rate matrix elements but independent of the state $i$. Probability normalization $\sum_{i} P_{i}=1=\sum_{i} \bar{P}_{i}$ implies a simple relation for $C, 1=\sum_{i} C / P_{i}$. This allows to directly compute the stationary state of a system with inverted energies from the original system via

$$
\begin{equation*}
\bar{P}_{i}=\frac{1}{P_{i}}\left(\sum_{j} \frac{1}{P_{j}}\right)^{-1} \tag{7}
\end{equation*}
$$

In the present simple example, this expresses that starting from $P_{\mathrm{o}}=f((\epsilon-\mu) / T)$, one finds as expected $\bar{P}_{\mathrm{o}}=$ $f(-(\epsilon-\mu) / T)$, which is equal to $P_{\mathrm{u}}$ and related to $P_{\mathrm{o}}$ by replacing parameters by the ones of the dual model. However, it will turn out that formula (7) also applies to stationary states of arbitrary interacting many-fermion systems, providing nontrivial insights. This is also a canonical example of how a complicated combination of probabilities [right-hand side of Eq. (7)] for one problem may be expressed in a single expression $\left(\bar{P}_{i}\right)$ whose parameter dependence is easily understood by considering another physical problem, that of the energy-inverted, dual model.

## C. Outlook on general fermionic duality

The duality (5) is responsible for the mode-amplitude cross relations in Table I, the bound $\Gamma(\epsilon)$ on decay eigenvalues, and the stationary-state duality Eq. (7). It is surprising that these are not mere artifacts of the simplicity of the example. At the origin of this are two independent postulates of many-body quantum physics that we noted earlier: the antisymmetrization of fermionic states (exclusion principle limiting $N=0,1$ in our example) and the fermion-parity superselection [related to the signs $\left.(-1)^{N}\right]$.

As a result, the fermionic duality also extends to the quantum master equation for the density matrix, including offdiagonal elements associated with coherent superpositions, and not just to rate equations for the diagonal elements, the above considered probabilities. Although this was in principle already clear in Ref. [18] for bilinear energy-independent coupling, the procedure for exploiting the duality for quantum master equations was not yet worked out. This introduces new


FIG. 1. Example of the type of open systems to which the fermionic duality applies: a central device hosting a number of electrons tunnel coupled with rates $\Gamma_{\alpha}$ [Eq. (11)] several noninteracting electronic reservoirs $\alpha=1,2,3$ at different electrochemical potentials $\mu_{\alpha}$ and temperatures $T_{\alpha}$. Arbitrary many-body interactions such as Coulomb repulsion are allowed, as are externally tunable electric $(E)$ and magnetic fields ( $B$ ), etc.
aspects, even in the wide-band limit, which will be addressed here.

For the same reason, the duality even extends to open fermionic systems with energy-independent yet arbitrarily strong coupling to noninteracting reservoirs at arbitrarily low temperature. Notably, such open systems are no longer described by the rate equation, as in our example, or even by a quantum master equation as discussed later on, but require a time-nonlocal (Nakajima-Zwanzig) approach $[67,68]$. The crucial advance made in this paper is that we lift the limiting assumption of energy-independent coupling made in Ref. [18] while keeping the coherences in the description; the only restriction is the assumption of weak coupling. Indeed, in the above example, we have already observed that the $\epsilon$ dependence of $\Gamma$ does not really obstruct any of the considerations. This holds more generally, and all its consequences are worked out in the following.

## III. MODEL AND METHOD

## A. Generic open fermionic system

We are interested in fermionic open systems, consisting of a discrete set of fermion modes labeled $\ell$ tunnel-coupled to a continuum of fermionic modes in reservoirs labeled $\alpha$, as sketched in Fig. 1. The system is not restricted in any way except that it is fermionic: the Hamiltonian $H$ and any observable of the system act on antisymmetric states with well-defined fermion parity and must ${ }^{4}$ conserve this parity: $\left[H,(-\mathbb{1})^{N}\right]=0$ (superselection principle [69-71]). Here, the

[^3]fermion-parity operator and the particle-number operator of the open system,
\[

$$
\begin{equation*}
(-\mathbb{1})^{N}:=\exp (i \pi N), \quad N:=\sum_{\ell} d_{\ell}^{\dagger} d_{\ell} \tag{8}
\end{equation*}
$$

\]

are defined in terms of creation $\left(d_{\ell}^{\dagger}\right)$ and annihilation $\left(d_{\ell}\right)$ fields of fermions. The multi-index $\ell=\sigma, \ldots$ labels the fermion modes by a spin projection $\sigma \in\{\uparrow, \downarrow\}$ and further possible degrees of freedom (e.g., orbital) which are not indicated. We allow for arbitrary types of parity-conserving interactions of any strength between fermions in the open system. Furthermore, we do not require that the fermion number is separately conserved on the system, $[H, N]=0$, which would be a stronger condition than parity conservation. Hence, $H$ is allowed to mix charge states differing by an even number of fermions, as for example due to the superconducting proximity effect. We mention this here to stress the general nature of the duality; for the applications presented below in Sec. VI, $[H, N]=0$ does however hold.

## B. Reservoirs and energy-dependent tunneling

The reservoirs consist of noninteracting fermion modes with energies $\epsilon_{\kappa \alpha \nu}$, described by

$$
\begin{equation*}
H_{\mathrm{res}}:=\sum_{\alpha} H_{\alpha}, \quad H_{\alpha}:=\sum_{\kappa \nu} \epsilon_{\kappa \alpha \nu} c_{\kappa \alpha \nu}^{\dagger} c_{\kappa \alpha \nu}, \tag{9}
\end{equation*}
$$

with $c_{\kappa \alpha \nu}^{\dagger}$ ( $c_{\kappa \alpha \nu}$ ) creating (annihilating) a fermion in reservoir $\alpha$ with orbital $\kappa$ and discrete degrees of freedom $v=\tau, \ldots$ such as the spin projection $\tau$, and possible further ones.

The reservoir orbitals $\kappa$ form a continuum and the bilinear coupling

$$
\begin{equation*}
H_{\mathrm{tun}}:=\sum_{\kappa \alpha \nu}\left[\tau_{\kappa \alpha \nu ; \ell} d_{\ell}^{\dagger} c_{\kappa \alpha \nu}+\text { H.c. }\right] \tag{10}
\end{equation*}
$$

describes tunneling to/from the open system. The tunnel junctions are characterized by the Hermitian coupling matrix

$$
\begin{align*}
\Gamma_{\alpha \nu ; \ell \ell^{\prime}}(E) & :=2 \pi \sum_{\kappa} \delta\left(E-\epsilon_{\kappa \alpha \nu}\right) \tau_{\kappa \alpha \nu ; \ell}^{*} \tau_{\kappa \alpha \nu ; \ell^{\prime}}  \tag{11a}\\
& =\Gamma_{\alpha \nu ; \ell^{\prime} \ell}(E)^{*}, \tag{11b}
\end{align*}
$$

which accounts for the joint effect of the tunneling amplitudes $\tau_{\kappa \alpha \nu ; \ell}$ and the density of states in reservoir $\alpha$. The diagonal couplings ( $\ell=\ell^{\prime}$ ) are real, positive semidefinite, and enter into the decay of occupation probabilities as the typical inverse tunneling times. We do not assume that spin $(\tau \neq \sigma)$ or other quantum numbers are conserved by the tunneling, allowing for applications where nontrivial coherences play a role. The off-diagonal couplings $\left(\ell \neq \ell^{\prime}\right)$ are therefore in general complex valued and enter into the evolution of quantum superpositions on the system induced by coupling to the environment.
physical state vectors have definite parity $(-\mathbb{1})^{N}|\psi\rangle= \pm|\psi\rangle$ or, equivalently, state operators commute with parity $\left[\rho,(-\mathbb{1})^{N}\right]=$ 0 . The same must then hold for all observables, including the Hamiltonian.

In Eq. (11), $E$ is the energy of the reservoir electron involved in the tunneling process. The crucial step made in this work is that we allow for arbitrary energy dependence of the coupling matrices $\Gamma_{\alpha \nu}(E)$ characterizing the tunnel junctions. The only simplifying assumption that we make is that this $E$ dependence is analytic.

We stress that it is a quite common assumption to neglect the energy structure of the tunnel barriers (wide-band limit), also in prior work on fermion-parity duality [18-20]. However, especially for applications to energy-harvesting [1,2,5,7] and charge pumps [26,72,73], it is crucial to account for this energy dependence. ${ }^{5}$

## C. Nonequilibrium Born-Markov dynamics

The fermionic duality arises naturally within the reduced density-operator formulation of open-system dynamics in which we trace out the reservoirs in the density operator $\rho(t):=\operatorname{Tr}_{\text {res }} \rho^{\text {tot }}(t)$. To obtain $\rho^{\text {tot }}(t)$, we evolve an initially factorized state $\rho_{0}^{\text {tot }}=\rho_{0} \rho_{0}^{\text {res }}$ with $H_{\text {tot }}$, where each reservoir $\alpha$ is initially a grand-canonical equilibrium with electrochemical potential $\mu_{\alpha}$ and temperature $T_{\alpha}$ :

$$
\begin{equation*}
\rho_{0}^{\mathrm{res}}:=\prod_{\alpha} \frac{e^{-\left(H_{\alpha}-\mu_{\alpha} N_{\alpha}\right) / T_{\alpha}}}{\operatorname{Tr}_{\beta}\left[e^{\left.-\left(H_{\beta}-\mu_{\beta} N_{\beta}\right) / T_{\beta}\right]}\right.} . \tag{12}
\end{equation*}
$$

Here, $N_{\alpha}=\sum_{\kappa \nu} c_{\kappa \alpha \nu}^{\dagger} c_{\kappa \alpha \nu}$ is the fermion-number operator for reservoir $\alpha$. With the above assumptions, tracing out the reservoirs [67,68,74-76] gives a time-nonlocal quantum master equation for $\rho(t)$ :

$$
\begin{equation*}
\partial_{t} \rho(t)=-i L \rho(t)+\int_{0}^{t} d t^{\prime} \mathcal{W}\left(t-t^{\prime}\right) \rho\left(t^{\prime}\right) \tag{13}
\end{equation*}
$$

Whereas the Liouvillian $L \bullet=[H, \bullet]$ is the system part, the non-Hermitian time-nonlocal kernel $\mathcal{W}$ is due to the particle exchange with the reservoirs. The fermionic duality already applies to this quite general situation, possibly describing a strongly coupled system, if one only makes the wide-band approximation [18]. However, in order to go beyond the limitation of this wide-band approximation, we focus on the weak-coupling, high-temperature limit $^{6} . \Gamma \ll T_{\alpha}$. Then, for times $t \gtrsim 1 / \Gamma$, the state $\rho(t)$ is governed by the simpler, time-local Born-Markov master equation

$$
\begin{equation*}
\partial_{t} \rho(t)=(-i L+W) \rho(t) \tag{14}
\end{equation*}
$$

with the kernel $W$ given by the zero-frequency limit of the Laplace transformation of $\mathcal{W}$ evaluated to leading order in the

[^4]system-reservoir couplings:
\[

$$
\begin{equation*}
W:=\lim _{\eta \downarrow 0} \int_{0}^{\infty} d t^{\prime} \mathcal{W}_{1}\left(t^{\prime}\right) e^{-\eta t^{\prime}} \tag{15}
\end{equation*}
$$

\]

See also Refs. [64,65] about quantum master equations and their applicability. The special structure of fermionic kernels $W$ will be studied in Sec. IV, affording general insights into the transient evolution and stationary limit of $\rho(t)$.

To distinguish superoperators (such as $L$ and $W$ ) from the ordinary operators on which they act $(\rho)$, we adopt the Liouville-space notation of Refs. [64,77]. An ordinary operator $y$ is denoted by a rounded ket $\mid y)$ to indicate that it is considered as a vector in Liouville space, called supervector. This is consistent with Sec. II, in which rounded kets are represented by column vectors containing only the diagonal elements of the operators $y$ in the many-body energy eigenbasis of the open system. The covectors which correspond to these supervectors with respect to the Hilbert-Schmidt scalar product are linear functions $\left(x \mid \bullet=\operatorname{Tr}\left[x^{\dagger} \bullet\right]\right.$ of an operator argument $\bullet$, each function being uniquely parametrized by an operator $x$. The kernel $W$ of interest is a linear superoperator that acts on the Liouville space of supervectors. Its superHermitian adjoint, of central importance here, is then defined relative to the Hilbert-Schmidt scalar product $(x|W| y)=$ : $\left(W^{\dagger} x \mid y\right)=\left[\left(y\left|W^{\dagger}\right| x\right)\right]^{*}$.

## D. Linear response beyond the wide-band limit

While the dynamics of the open quantum system is in principle fully characterized by Eqs. (13) and (14) for the weakly coupled system, it is often not simple to acquire a physical understanding via the obtained analytical results. One of the applications of the fermionic duality is the simplification of linear-response calculations based on the stationary state, yielding the long-time limit solution to the quantum master equation (14). For this, one needs to linearize this stationary state in $\mu_{\alpha}$ and $T_{\alpha}$. We here focus on the rate-equation limit, which we consider also in our later illustration in Sec. VIE.

The main problem is that by naively computing $\mu_{\alpha}$ or $T_{\alpha}$ derivatives, the expressions quickly become analytically unwieldy and uninformative, even for small systems and in particular for energy-dependent couplings $\Gamma(E)$. To not spoil the advantages offered by the fermionic duality, this linearization should be compatible with the mode-amplitude expansion of the kernel [Eq. (2)] and thus formulated in terms of eigensupervectors of the superoperator $W$. Also, it should be applicable for energy-dependent couplings $\Gamma(E)$, which the well-known linearization $[78,79]$ and its recent extension [80] do not account for.

A more general approach starts by noting that in the weakcoupling limit we can always ${ }^{7}$ decompose the full kernel $W$ into a sum of partial kernels $W_{\alpha}$ describing the effect of each reservoir $\alpha$ separately:

$$
\begin{equation*}
W=\sum_{\alpha} W_{\alpha} . \tag{16}
\end{equation*}
$$

[^5]We will assume throughout that the sum $W$ has a nondegenerate zero eigenvalue and a corresponding, unique stationary state $\left.\mid m_{0}\right)$. If the joint environment is in equilibrium, this stationary state should become the grand-canonical ensemble

$$
\begin{equation*}
\left.\mid m_{0}\right)\left.\right|_{\mathrm{eq}}=\frac{e^{-(H-\mu N) / T}}{\operatorname{Tr}\left[e^{-(H-\mu N) / T}\right]} \tag{17}
\end{equation*}
$$

where $\left.\bullet\right|_{\text {eq }}$ denotes evaluation at $T_{\alpha}=T$ and $\mu_{\alpha}=\mu$ for all reservoirs $\alpha$. Since each $W_{\alpha}$ describes the coupling to reservoir $\alpha$ only, one possible ${ }^{8}$ stationary state of $W_{\alpha}$ should always be the state of equilibrium with the single reservoir $\alpha$ :

$$
\begin{equation*}
\left.\mid m_{0, \alpha}\right)=\frac{e^{-\left(H-\mu_{\alpha} N\right) / T_{\alpha}}}{\operatorname{Tr}\left[e^{-\left(H-\mu_{\alpha} N\right) / T_{\alpha}}\right]} \tag{18}
\end{equation*}
$$

The linearization of the nonequilibrium stationary state $\left.\mid m_{0}\right)$ with respect to any variable $x$ can then be expressed as a weighted sum of equilibrium quantities evaluated at $\mu_{\alpha}=$ $\mu, T_{\alpha}=T$ (see Appendix A):

$$
\begin{equation*}
\left.\left.\partial_{x} \mid m_{0}\right) \left.\left.\right|_{\mathrm{eq}}=\left.\sum_{\alpha} \frac{1}{\left.W\right|_{\mathrm{eq}}} W_{\alpha}\right|_{\mathrm{eq}} \partial_{x} \right\rvert\, m_{0, \alpha}\right)\left.\right|_{\mathrm{eq}} \tag{19}
\end{equation*}
$$

Here, the reflexive generalized inverse $W^{-1}$ is defined naturally on the support of $W$ using the spectral decomposition [81,82]: due to the single, nondegenerate zero eigenvalue we have

$$
\begin{equation*}
\left.W \frac{1}{W}=\frac{1}{W} W=\mathcal{I}-\mid m_{0}\right)(\mathbb{1} \mid \tag{20}
\end{equation*}
$$

where $\mathcal{I}$ is the unit superoperator. It will be straightforward to compute $W^{-1}$ using the fermionic duality.

The linearization (19) does not rely on the wide-band limit, nor does it require local detailed balance [Eq. (71)] to hold for the open subsystem when system plus reservoirs deviate from equilibrium. Its practical advantage is that it prevents the unnecessary proliferation of derivatives of rate expressions as they occur in a brute-force calculation. Using Eq. (19), we can instead exploit the special structure of the explicitly appearing fermionic kernels and thereby avoid the calculation of the stationary nonequilibrium state as we will illustrate in Sec. VI.

## IV. FERMIONIC DUALITY FOR QUANTUM MASTER EQUATIONS

The fermionic duality in the wide-band limit $\Gamma_{\alpha v ; \ell \ell^{\prime}}(E)=$ $\Gamma_{\alpha \nu ; \ell \ell^{\prime}}$ as derived in Ref. [18] is applicable to time-nonlocal quantum master equations, which are fully nonperturbative in the coupling strength and treated at arbitrary temperature. The limit $\Gamma \ll T_{\alpha}$ of this result was shown to lead to a weakcoupling, wide-band fermionic duality for the time-evolution kernel of the master equation

$$
\begin{equation*}
W+\mathcal{P} \bar{W}^{\dagger} \mathcal{P}=-\Gamma \mathcal{I} \tag{21}
\end{equation*}
$$

[^6]where $\mathcal{I}$ denotes the Liouville-space identity. The superoperator
\[

$$
\begin{equation*}
\mathcal{P} \bullet:=(-\mathbb{1})^{N} \bullet=\mathcal{P}^{-1} \bullet=\mathcal{P}^{\dagger} \bullet \tag{22}
\end{equation*}
$$

\]

is associated with the left multiplication by the fermion-parity operator, $\Gamma$ denotes the lump sum of constant, non-negative diagonal couplings:

$$
\begin{equation*}
\Gamma:=\sum_{\alpha \nu \ell} \Gamma_{\alpha \nu ; \ell \ell} \geqslant 0 \tag{23}
\end{equation*}
$$

The duality (21) relates the superadjoint of the kernel $W^{\dagger}$ not to itself, but to a dual kernel in which the sign of all local energies $L=[H, \bullet]$ and the electrochemical potentials $\mu_{\alpha}$ of all reservoirs have been inverted. Since the kernel is a function $F$ of the local Liouvillian and all reservoir electrochemical potentials, $W=F\left(L,\left\{\mu_{\alpha}\right\}\right)$, this means

$$
\begin{equation*}
\bar{W}:=F\left(-L,\left\{-\mu_{\alpha}\right\}\right) \tag{24}
\end{equation*}
$$

Focusing on a nonperturbative formulation in the tunnel coupling, the original derivation of the fermionic duality (21) in Ref. [18] relies on a renormalized perturbation theory $[77,83]$ in which an initial resummation leads to a concise self-consistent treatment of dissipative effects. However, this explicitly requires the wide-band limit from the beginning, thereby prohibiting the analysis of energy-dependent couplings of interest here. In the weak-coupling limit, a related but more direct approach is possible, which altogether avoids the wide-band limit and leads to a more general form of the weak-coupling fermionic duality than the one given in Eq. (21).

## A. Superfermions

This extended, non-wide-band fermionic duality emerges most naturally when expressing the time-evolution kernels in terms of fermionic superoperators $[77,84]$ first introduced in real-time renormalization group studies [83]. More precisely, one introduces fermionic field superoperators acting on the system

$$
\begin{equation*}
G_{\eta \ell}^{q} \bullet:=\frac{1}{\sqrt{2}}\left[d_{\eta \ell} \bullet+q(-\mathbb{1})^{N} \bullet(-\mathbb{1})^{N} d_{\eta \ell}\right], \tag{25}
\end{equation*}
$$

where $q= \pm$ labels superadjoint expressions [see Eq. (27) below]. The further index $\eta= \pm$ distinguishes ordinary field operators for creating a particle $d_{+\ell}:=d_{\ell}^{\dagger}$ or a hole $d_{-\ell}:=d_{\ell}$ on the system. The field superoperators (25) act on the system Liouville-Fock space containing all many-body density operators. As such, they can be used to set up a systematic second quantization formalism for mixed states [77,84]. Most importantly, they fulfill fermionic anticommutation relations

$$
\begin{equation*}
\left\{G_{\eta \ell}^{q}, G_{\eta^{\prime} \ell^{\prime}}^{q^{\prime}}\right\}=\delta_{\eta,-\eta^{\prime}} \delta_{\ell, \ell^{\prime}} \delta_{q,-q^{\prime}} \tag{26}
\end{equation*}
$$

by virtue of the explicit inclusion of the fermion parity in their definition [77]. Furthermore, using the definition given in Eq. (25) they can be shown to obey

$$
\begin{equation*}
\left(G_{\eta \ell}^{q}\right)^{\dagger} \bullet=G_{-\eta \ell}^{-q} \bullet, \quad \mathcal{P} G_{\eta \ell}^{q} \mathcal{P} \bullet=-G_{\eta \ell}^{-q} \bullet \tag{27}
\end{equation*}
$$

The properties (26) and (27) are the main reason why the superoperators $G_{\eta \ell}^{q}$ are particularly well adapted to analyze the fermionic duality, as we shall see now.

## B. Fermionic duality

We can now give the explicit functional form of the kernel $W$ and its superadjoint $W^{\dagger}$, as required in Eq. (21). Using the above notation, the leading order in the tunnel coupling can be expressed concisely as [77,83-85]

$$
\begin{align*}
W= & F\left(L,\left\{\mu_{\alpha}\right\}\right)=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} d E \sum_{\ell \ell^{\prime}} \sum_{\alpha \nu} \Gamma_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(E) \\
& \times\left[f_{\alpha}^{\eta}(E)-q f_{\alpha}^{-\eta}(E)\right] G_{-\eta \ell}^{+} \frac{1}{\eta E-L+i 0_{+}} G_{\eta \ell^{\prime}}^{q}, \tag{28}
\end{align*}
$$

where we explicitly indicate the dependence on the system Liouvillian $L=[H, \bullet]$ and the chemical potentials $\mu_{\alpha}$, with the latter entering via the Fermi functions $f_{\alpha}^{\eta}(x)=$ $\left[\exp \left(\eta \frac{x-\mu_{\alpha}}{T_{\alpha}}\right)+1\right]^{-1}$ containing the reservoir temperatures $T_{\alpha}$. We denote complex conjugates of the coupling matrix by $\Gamma_{\alpha \nu}^{\eta}$ with

$$
\begin{equation*}
\Gamma_{\alpha \nu}^{+}=\Gamma_{\alpha \nu} \text { and } \Gamma_{\alpha \nu}^{-}=\Gamma_{\alpha \nu}^{*} \quad \text { for } \eta= \pm \tag{29}
\end{equation*}
$$

We only require $H=H^{\dagger}$ and parity superselection $\left[(-\mathbb{1})^{N}, H\right]=0$, or equivalently ${ }^{9}$

$$
\begin{equation*}
L^{\dagger} \bullet=L \bullet, \quad \mathcal{P} L \mathcal{P} \bullet=L \bullet \tag{30}
\end{equation*}
$$

to show that the Liouvillian satisfies a duality relation of simpler form than Eq. (21) with $\bar{L}:=-L$,

$$
\begin{equation*}
(-i L)^{\dagger}-\mathcal{P}(-i \bar{L}) \mathcal{P}=0 \tag{31}
\end{equation*}
$$

Finally, taking the superadjoint of (28) and using the properties (27) and (30), we find the fermionic duality relation

$$
\begin{equation*}
(-i L+W)+\mathcal{P}(i \bar{L}+\bar{W})^{\dagger} \mathcal{P}=-\mathbb{T} \tag{32}
\end{equation*}
$$

with the coupling superoperator

$$
\begin{equation*}
\widetilde{ }(L):=\frac{i}{2 \pi} \int_{-\infty}^{\infty} d E \sum_{\ell \ell^{\prime}}\left(G_{\eta \ell}^{q}\right)^{\dagger} \frac{\Gamma_{\ell \ell^{\prime}}^{\eta}(E)}{\eta E-L+i 0_{+}} G_{\eta \ell^{\prime}}^{q} . \tag{33}
\end{equation*}
$$

Equations (32) and (33) constitute the main result of the paper. They represent the non-wide-band fermionic duality relation between the generator of the quantum master equation of interest

$$
\begin{equation*}
\partial_{t} \rho(t)=(-i L+W) \rho(t) \tag{34}
\end{equation*}
$$

and the generator of a dual master equation ${ }^{10}$

$$
\begin{equation*}
\partial_{t} \bar{\rho}(t)=(i \bar{L}+\bar{W}) \bar{\rho}(t) \tag{35}
\end{equation*}
$$

$$
{ }^{9} L^{\dagger}=L \quad \text { means } \quad(A|L| B)=\operatorname{tr} A^{\dagger}[H, B]=\operatorname{tr}[H, A]^{\dagger} B=
$$ $(L(A) \mid B)$ without a sign. Taking the ordinary Hilbert-space adjoint of the result of the action of $L$ on an operator $\bullet$ is an entirely different thing, $(L \bullet)^{\dagger}=[H, \bullet]^{\dagger}=-[H, \bullet]$ with a minus sign.

${ }^{10}$ Importantly, the off-diagonal elements must be treated consistently for both the original parameters $(L, W)$ and the dual parameters ( $\bar{L}, \bar{W}$ ), in the sense that secular coherences are systematically separated from nonsecular coherences, depending on the parameters $L$ and $-\bar{L}$ relative to $W$ and $\bar{W}$. The point is that nonsecular coherences contribute effectively beyond the leading-order approximation in the tunnel coupling $[85,86]$.

The kernel of Eq. (34) is a function $W=F\left(L,\left\{\mu_{\alpha}\right\}\right)$ [Eq. (28)], while the dual kernel $\bar{W}$ of Eq. (35) is the same function of $\bar{L}=-L$ and $\bar{\mu}_{\alpha}=-\mu_{\alpha}$ except for one difference: just as for the single-mode example in Eq. (4), we do not invert the sign of the open-system energies (contained in $L$ ) at which the energy dependence $\Gamma_{\alpha \nu ; \ell^{\prime}}(E)$ of the coupling is evaluated in (28) (see Appendix B). Note that the unexpected occurrence of $+\bar{L}$ in Eq. (35) instead of $-\bar{L}$ is discussed further in Appendix C.

We stress that the only practical difference between Eq. (32) and the wide-band-limit duality (21) is that the scalar $\Gamma$ on the right-hand side has become the nontrivial superoperator $\mathbb{\square}$. Remarkably, this coupling superoperator (33) still does not depend on the state of the reservoirs. The function $\mathbb{}(L)$ is thus the same for all quantum master equations with different electrochemical potentials $\mu_{\alpha}$ and temperatures $T_{\alpha}$, but with the same lump sum of energy-dependent coupling matrices

$$
\begin{equation*}
\Gamma_{\ell \ell^{\prime}}^{\eta}(E):=\sum_{\alpha \nu} \Gamma_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(E) \tag{36}
\end{equation*}
$$

This highlights that the duality (32) is not just a trivial rewriting of the generator of the master equation in terms of two other superoperators; on the contrary, these other two superoperators are either directly related to $W$ by a welldefined parameter transformation $(\bar{W})$ or strongly restricted not to depend on the reservoir states $(\mathbb{T})$. In the wide-band limit $\Gamma_{\ell \ell^{\prime}}^{\eta}(E)=\Gamma_{\ell \ell^{\prime}}^{\eta}$, we recover ${ }^{11} \mathbb{T}=\Gamma \mathcal{I}$ in (21), where the lump sum (36) is extended to all orbitals $\ell$ in Eq. (23). For our main result, Eq. (32), valid for energy-dependent couplings, the operator structure (33) of $\mathbb{\square}$ requires that we analyze the implications of the duality anew.

## C. Mode-amplitude duality in the wide-band limit

To understand how the extended fermionic duality (32) can yield physical insights, we first outline how this works in the simpler wide-band limit. We follow previous studies [18,19] which have treated only weak-coupling rate equations for probabilities, but extend the procedure to the full density operator including coherences, i.e., off-diagonal elements with respect to the local energy eigenstates $|i\rangle$ of the open-system Hamiltonian $H$. The time-evolution generator is the sum of the kernel $W$ and the system Liouvillian term $-i L$. The wide-band duality relation (21) for the generator $-i L+W$ then reads as

$$
\begin{equation*}
(-i L+W)+\mathcal{P}(i \bar{L}+\bar{W})^{\dagger} \mathcal{P}=-\Gamma \mathcal{I} \tag{37}
\end{equation*}
$$

as explained in Sec. IV B without the wide-band limit. Let us analyze the implications of this duality (37).

## 1. Cross relations

The wide-band-limit duality (37) between the two generators can be exploited analogously to our simple example

[^7][Eq. (2)]: Eq. (34) is solved by diagonalizing ${ }^{12}$ the generator
\[

$$
\begin{equation*}
\left.-i L+W=\sum_{k=0}^{n} \lambda_{k} \mid m_{k}\right)\left(a_{k} \mid\right. \tag{38}
\end{equation*}
$$

\]

One then inserts this into the exponential solution

$$
\begin{equation*}
\left.\left.\mid \rho(t))=e^{(-i L+W) t} \mid \rho(0)\right)=\sum_{k=0}^{n} \mid m_{k}\right)\left(a_{k} \mid \rho(0)\right) e^{\lambda_{k} t} \tag{39}
\end{equation*}
$$

where we let $n+1$ denote the number of modes. When one has computed the right eigenvectors as function of $L$ and $W$, one can find the remaining left eigenvectors as follows. Assuming one knows mode $\mid m_{k}(-i L+W)$ ), corresponding to an eigenvalue $\lambda_{k}(-i L+W)$, this determines an amplitude by multiplication by the parity operator $\mathcal{P}$, substitution of parameters by their duals, and taking the superadjoint (see Appendix D)

$$
\begin{equation*}
\left(a_{k^{\prime}}(-i L+W) \mid:=\left[\mid(-\mathbb{1})^{N} m_{k}(i \bar{L}+\bar{W})\right)\right]^{\dagger} \tag{40a}
\end{equation*}
$$

This is a relation between operators $a_{k^{\prime}}(-i L+W)=$ $(-\mathbb{1})^{N} m_{k}(i \bar{L}+\bar{W})$ characterizing the bra and the ket, respectively. Similarly, if instead the amplitude is known, a mode can be determined via

$$
\begin{equation*}
\left.\mid m_{k^{\prime}}(-i L+W)\right):=\left[\left((-\mathbb{1})^{N} a_{k}(i \bar{L}+\bar{W}) \mid\right]^{\dagger}\right. \tag{40b}
\end{equation*}
$$

In contrast to the originals (numbered $k$ ), the resulting amplitude and mode belong to a different eigenvalue (numbered $k^{\prime}$ ):

$$
\begin{equation*}
\lambda_{k^{\prime}}(-i L+W)=-\left[\Gamma+\lambda_{k}^{*}(i \bar{L}+\bar{W})\right] \tag{40c}
\end{equation*}
$$

More precisely, the imaginary parts of these different eigenvalues for dual parameters are equal

$$
\begin{equation*}
\operatorname{Im}\left[\lambda_{k^{\prime}}(-i L+W)\right]=\operatorname{Im}\left[\lambda_{k}^{*}(i \bar{L}+\bar{W})\right] \tag{41}
\end{equation*}
$$

whereas the negatives of the real parts, the non-negative decay rates, are cross related

$$
\begin{equation*}
-\operatorname{Re}\left[\lambda_{k^{\prime}}(-i L+W)\right]=\Gamma-\left[-\operatorname{Re}\left[\lambda_{k}^{*}(i \bar{L}+\bar{W})\right]\right] \geqslant 0 \tag{42}
\end{equation*}
$$

This physically remarkable cross relation between the slowly decaying and quickly decaying modes is illustrated in Fig. 2.

We emphasize that the above-described cross link presents a huge simplification even if the considered open system consists only of a few orbitals; one can bypass essentially half of the eigenvalue problem by simple parameter substitutions and the obtained expressions are much more compact than when algebraically solving the full eigenvalue problem in the conventional way. Moreover, one is free to compute only the right eigenvectors or only the left ones or any computationally advantageous combination.

## 2. Trace preservation $\leftrightarrow$ fermion-parity mode

The quantum master equation has one obvious "universal" feature: the amplitude covector for the zero decay rate is the linear trace function, i.e., $\left(a_{0} \mid\right.$ with $a_{0}=\mathbb{1}$. This corresponds

[^8]

FIG. 2. Fermionic duality for quantum master equations in the wide-band limit [Eq. (37)]. Schematically shown are the cross relations between amplitudes and modes, the left and right eigenvectors of the generator $-i L+W$ (left panel) and of its dual $i \bar{L}+\bar{W}$ (right panel) for different eigenvalues. Each panel shows the eigenvalues (colored dots) in lower half of the complex plane. The eigenvalues are restricted to the strip $0 \geqslant \operatorname{Re}\left[\lambda_{k}\right] \geqslant-\Gamma$ first, by the boundedness of the solutions $\rho$ and $\bar{\rho}$ (excluding the upper shaded area) and, second, by fermionic duality (excluding the lower shaded area bounded by the fermion-parity rate $-\Gamma$ ). The cross relation vertically mirrors the eigenvalues about the horizontal line $-\frac{1}{2} \Gamma$ (gray). We will show that even beyond the wide-band limit [Eq. (32)] it is possible to obtain a fundamentally simpler matrix (60) for the generator by applying the same mapping to a subset of known eigenvectors (Sec. IV G).
to a left eigenvector $\left(a_{0} \mid(-i L+W)=0\right.$ expressing the trace preservation of the time-dependent state $\rho(t)$, independent of all parameters. Equation (40b) implies that the fastest decaying mode is similarly "universal": it is the parity mode $\left.\mid m_{n}\right)=$ $\left.(-\mathbb{1})^{N}\right)$, which is independent of all parameters, and which according to the cross relation (40c) enters the evolution (40a) with a single exponential $e^{-\Gamma t}$ at a rate given by the lump sum of all wide-band couplings $\Gamma$ [Eq. (23)]. In fact, this holds for any fermionic quantum master equation derived for bilinear coupling in the wide-band limit [18].

The corresponding right eigenvector for the zero eigenvalue, the stationary state (or zero mode) obeys ( $-i L+$ $\left.W) \mid m_{0}(-i L+W)\right)=0$. Duality as expressed in Eq. (40a) fixes the corresponding amplitude covector in Eq. (39) for the fastest decaying parity mode $\mid m_{n}$ ) by a parameter substitution: $\left(a_{n} \mid=\left((-1)^{N} m_{0}(i \bar{L}+\bar{W}) \mid\right.\right.$, avoiding the calculation of this generally complicated expression. The above two special cross relations are noted in our simple example (Table I), and we will see in the following that the involved four-vectors continue to play a role beyond the wide-band limit [Eqs. (83) and (92)]. At this point, we can, however, already conclude that for energy-independent couplings, there are in fact $n-$ 1 additional nontrivial cross relations of the same type, as summarized in Eqs. (40).

## D. Non-wide-band coupling superoperator

Having covered the wide-band-limit duality, let us now turn to the implications of the fermionic duality (32) for energy-dependent couplings. We highlight upfront that while the replacement $\Gamma \rightarrow \mathbb{\text { on }}$ the right-hand side of Eq. (32) prohibits a direct crosslink between left and right eigenvectors, the duality nevertheless implies nontrivial relations for the real (or for the super-Hermitian) [Eq. (49)] and for the imaginary (or for the anti-super-Hermitian) part of $W$ [Eq. (55)], relying only on a few properties of the coupling superoperator $\mathbb{T}$. In this section, we present the required fundamental properties of $\mathbb{T}$.

First, we note that $\mathbb{}$ as defined in Eq. (33) commutes with the parity superoperator $\mathcal{P}$ by virtue of (27) and (30):

$$
\begin{equation*}
\mathcal{P} \llbracket \mathcal{P}=\mathbb{T} . \tag{43}
\end{equation*}
$$

Second, taking the superadjoint is equivalent to taking the dual transform to inverted energy parameters,

$$
\begin{equation*}
[\mathbb{\widetilde { c }}(L)]^{\dagger}=\overline{\mathbb{V}}(L) . \tag{44}
\end{equation*}
$$

As for $\bar{W}$ below (35), $\overline{\mathbb{}}(L)$ equals $\mathbb{\top}(-L)$ except for the couplings $\Gamma_{\alpha v ; \ell \ell^{\prime}}(E)$ in Eq. (33), which are still evaluated at the original energies contained in $+L$ (see Appendix B). Equation (44) follows most easily by taking the adjoint of the duality relation (32), applying $\mathcal{P}$ from the left and right, using $[\mathcal{P}, \widetilde{\Gamma}]=0$ and $\mathcal{P}^{2}=\mathcal{I}$.

Third, the real part $\operatorname{Re}[\mathbb{\widetilde { \prime }}]:=\left(\mathbb{T}+\mathbb{T}^{\dagger}\right) / 2$ explicitly reads as

$$
\begin{equation*}
\left.\left.\operatorname{Re}[\mathbb{\pi}]=\frac{1}{2} \sum_{i j} \sum_{\substack{\ell \ell^{\prime} \\ \eta q}} \Gamma_{\ell \ell^{\prime}}^{\eta}\left(\eta E_{i j}\right) G_{\eta \ell}^{q \dagger} \right\rvert\, i j\right)\left(i j \mid G_{\eta \ell^{\prime}}^{q}\right. \tag{45}
\end{equation*}
$$

This can be derived from Eq. (44) in two steps. The first step is to insert the eigendecomposition of the Liouvillian $L=$ $\left.\sum_{i j} E_{i j} \mid i j\right)(i j \mid$ obtained from the many-body Hamiltonian $H=\sum_{i} E_{i}|i\rangle\langle i|$ of the system. In this decomposition, we denote the matrix elements and transition operators by

$$
\begin{equation*}
(i j|:=\langle i| \bullet| j\rangle, \quad \mid i j):=|i\rangle\langle j|, \tag{46}
\end{equation*}
$$

respectively, and the transition frequencies as $E_{i j}=E_{i}-E_{j}$. In the second step, one then uses the assumed analyticity of $\Gamma_{\alpha \nu ; \ell \ell^{\prime}}(E)$, giving the result (45). Note that this result contains the wide-band limit, ${ }^{13}$ meaning $\operatorname{Re}[\mathbb{\square}] \rightarrow \Gamma \mathcal{I}$ whereas $\operatorname{Im}[\widetilde{ }] \rightarrow 0$.

[^9]Furthermore, $\operatorname{Re}[\mathbb{[}]$ is positive semidefinite:

$$
\begin{equation*}
\operatorname{Re}[\mathbb{\pi}] \geqslant 0 \tag{47}
\end{equation*}
$$

This follows from inserting Eq. (11) into Eq. (45), giving a sum of positive-semidefinite superoperators that altogether is positive semidefinite:

$$
\begin{equation*}
\left.\operatorname{Re}[\mathbb{\top}]=2 \pi \sum_{\substack{\eta q i j \\ \kappa \alpha \nu}} \delta\left(\eta E_{i j}-\epsilon_{\kappa \alpha \nu}\right) \mid V_{\kappa \alpha \nu}^{\eta q i j}\right)\left(V_{\kappa \alpha \nu}^{\eta q i j} \mid \geqslant 0\right. \tag{48}
\end{equation*}
$$

where we have defined $\left.\left.\mid V_{\kappa \alpha \nu}^{\eta q i j}\right):=\sum_{\ell} \tau_{\kappa \alpha \nu ; \ell}^{*} G_{\eta \ell}^{q \dagger} \mid i j\right)$.

## E. Duality bound on fermionic decay rates

The wide-band-limit duality (21) implies that the lump sum of couplings $\Gamma$ is an upper bound on the relaxation rates [Eq. (42)] which is even tight: the exact decay rate of the fermion-parity mode $\left.\left.\mid m_{n}\right)=\mid(-\mathbb{1})^{N}\right)$ is the largest and coincides with $\Gamma$. For energy-dependent coupling, the superoperator $\mathbb{T}$ plays an analogous but less direct role.

To show this, we use that the fermionic duality relation for the kernel $W$ (32) implies a separate duality relation between the real parts of the kernel and its dual:

$$
\begin{equation*}
-\operatorname{Re}[W]-\mathcal{P} \operatorname{Re}[\bar{W}] \mathcal{P}=\operatorname{Re}[\mathbb{\widetilde { C }}] \tag{49}
\end{equation*}
$$

where we have used $\mathcal{P}^{\dagger}=\mathcal{P}$. We also use that the real part $\operatorname{Re}[W]$ features in the necessary (but not sufficient) condition for the solution of the quantum master equation to be bounded, ${ }^{14}$ i.e., $(\rho(t) \mid \rho(t))=\operatorname{tr} \rho(t)^{2}<\infty$. To see this, one applies the master equation (34) to arrive at $\partial_{t}(\rho(t) \mid \rho(t))=$ $2(\rho(t)|\operatorname{Re}[W]| \rho(t)) \leqslant 0$, with the term $-i L$ dropping out. Since this must hold for any initial condition $\rho(0), \operatorname{Re}[W]$ must have only negative or zero eigenvalues, and thus

$$
\begin{equation*}
-\operatorname{Re}[W] \geqslant 0 \tag{50}
\end{equation*}
$$

This can also be expressed as the well-known lower bound ${ }^{15}$ on the negatives of the real parts of the eigenvalues $\lambda_{k}$ of the generator $-i L+W$ that are of interest, the decay rates

$$
\begin{equation*}
0 \leqslant-\operatorname{Re}\left[\lambda_{k}(L, W)\right] \leqslant \max \{\operatorname{spec}(-\operatorname{Re}[W])\} \tag{51}
\end{equation*}
$$

where $\operatorname{spec}(\cdot)$ denotes the spectrum of eigenvalues. Importantly, since we assume Eq. (50) to hold for all values of the physical parameters, the dual generator $i \bar{L}+\bar{W}$ also has only bounded solutions $\bar{\rho}(t)$, which means

$$
\begin{equation*}
-\operatorname{Re}[\bar{W}] \geqslant 0 \tag{52}
\end{equation*}
$$

Taking together the above relations now leads to a nontrivial upper bound on the decay rates given by

$$
\begin{equation*}
-\operatorname{Re}\left[\lambda_{k}(L, W)\right] \leqslant \max \{\operatorname{spec}(\operatorname{Re}[\llbracket])\} \tag{53}
\end{equation*}
$$

[^10]This follows mainly from the real part of the duality (49),

$$
\begin{align*}
& \max \{\operatorname{spec}(-\operatorname{Re}[W])\}=\max \{\operatorname{spec}(-\mathcal{P} \operatorname{Re}[W] \mathcal{P})\} \\
& \stackrel{(49),(43)}{=} \max \{\operatorname{spec}(\operatorname{Re}[\mathbb{\widetilde { C }}]+\operatorname{Re}[\bar{W}])\} \\
& \stackrel{(52)}{\leqslant} \max \{\operatorname{spec}(\operatorname{Re}[\mathbb{\widetilde { C }}])\}
\end{align*}
$$

where the final step also exploits that the maximal eigenvalue of a sum of Hermitian matrices is bounded by the sum of their maximal eigenvalues. Importantly, the bound (53) is easier to compute analytically compared to the eigenvalues of $-i L+$ $W$, since $\operatorname{Re}[\mathbb{\pi}]$ has a much simpler structure [Eq. (45)] than the kernel.

## F. Restrictions on renormalized transition frequencies

The dynamics of the coherences and their effect on physical quantities is crucially affected by $\operatorname{Im}[W]=\left(W-W^{\dagger}\right) / 2 i$. The latter plays a central role for the so-called "exchange field" [46,47] and its generalizations [53] in quantum-dot spintronics and various other Lamb-shift effects mentioned in the Introduction. The terms $\operatorname{Im}[W]$ cause the Lamb-shift renormalization of the transition frequencies of the system $(L)$ due to its coupling to the reservoirs, and must be included consistently [85,86] even in the weak-coupling limit [40].

The imaginary part of the duality (32),

$$
\begin{equation*}
(-L+\operatorname{Im}[W])+\mathcal{P}(L-\operatorname{Im}[\bar{W}]) \mathcal{P}=-\operatorname{Im}[\mathbb{\square}] \tag{55}
\end{equation*}
$$

now implies that the renormalized oscillation frequencies obey nontrivial restrictions. To see this, we first note that the imaginary parts of the eigenvalues $\lambda_{k}$ of the generator $-i L+W$ are contained in the spectrum of the imaginary part of $-i L+W$ :

$$
\begin{equation*}
\operatorname{Im}\left[\lambda_{k}(L, W)\right] \in \operatorname{spec}(-L+\operatorname{Im}[W]) \tag{56}
\end{equation*}
$$

These $\operatorname{Im}\left[\lambda_{k}(L, W)\right]$ are the oscillation frequencies in the solution $\mid \rho(t)$ ), e.g., describing precession of the spinaccumulation vector in quantum-dot spin valves or Cooper pair oscillations on a quantum dot subject to a superconducting proximity effect. Similarly, for the oscillation frequencies of the dual quantum master equation

$$
\begin{equation*}
\operatorname{Im}\left[\lambda_{k}(L, \bar{W})\right] \in \operatorname{spec}(-L+\operatorname{Im}[\bar{W}]) \tag{57}
\end{equation*}
$$

In the wide-band limit we have $\operatorname{Im}[\llbracket]=0$, and Eq. (55) implies that the bounding spectra (56) and (57) even coincide, in agreement with Eq. (41). For energy-dependent coupling, the duality establishes that the bounding spectra of the frequencyrenormalization terms are still strongly related to those of the dual quantum master equation, albeit in a more complicated way:

$$
\begin{equation*}
\operatorname{spec}(-L+\operatorname{Im}[W])=\operatorname{spec}(-L+\operatorname{Im}[\bar{W}]-\operatorname{Im}[\widetilde{[ }]) \tag{58}
\end{equation*}
$$

This additionally involves the nonzero superoperator $\operatorname{Im}[\mathbb{\square}]=$ 0 , which is still simpler to compute than $\operatorname{Im}[W]$.

## G. Duality restrictions on the generator matrix

In addition to these general restrictions imposed on the eigenvalue spectrum of the generators, the fermionic duality (32) can be exploited to substantially simplify matrix elements
in practical computations. Namely, (32) implies that for every right eigenvector $\mid m_{k}$ ) of $-i L+W$ with eigenvalue $\lambda_{k}=$ $\lambda_{k}(L, W)$, there is a left covector $\left(\mathcal{A}_{l(k)} \mid=\left((-\mathbb{1})^{N} \bar{m}_{k} \mid\right.\right.$ which is not a left eigenvector, but represents a simplification. More explicitly, the nontrivial left action of the kernel $W$ is replaced by a much simpler action of the coupling superoperator $\mathbb{\rrbracket}$ :

$$
\begin{equation*}
\left(\mathcal{A}_{l(k)} \mid(-i L+W)=-\left(\mathcal{A}_{l(k)} \mid\left(\mathbb{T}+\bar{\lambda}_{k}^{*} \mathcal{I}\right)\right.\right. \tag{59a}
\end{equation*}
$$

Notably, thereby the entire nontrivial reservoir dependence ( $\mu_{\alpha}, T_{\alpha}$ ) of the left action of $W$ is captured by this single known eigenvalue $\lambda_{k}(L, \bar{W})$. Here, $l(k)$ denotes some way of numbering these vectors depending on $k$ with $\bar{\lambda}_{k}=\lambda_{k}(L, \bar{W})$. Likewise, every known left eigenvector $\left(a_{k} \mid(-i L+W)=\right.$ $\lambda_{k}\left(a_{k} \mid\right.$ defines a right vector $\left.\left.\mid \mathcal{M}_{l(k)}\right)=\mid(-\mathbb{1})^{N} \bar{a}_{k}\right)$, which is not an eigenvector but fulfills

$$
\begin{equation*}
\left.\left.(-i L+W) \mid \mathcal{M}_{l(k)}\right)=-\left(\mathbb{T}+\bar{\lambda}_{k}^{*} \mathcal{I}\right) \mid \mathcal{M}_{l(k)}\right) . \tag{59b}
\end{equation*}
$$

To clearly sketch the implications of these relations, we now assume that $n+1$, the number of components of $\rho$, is even and that one has computed only the first half of the eigenvalues $\lambda_{k}$ (numbered by $k$, e.g., according to their magnitude) and their corresponding amplitudes ( $a_{k} \mid$ and modes $\left.\mid m_{k}\right)$. We can then, without further calculation, complete the set of left (right) vectors to a (not necessarily biorthogonal, see Sec. VE) basis by adding the right vectors $\left.\left.\mid \mathcal{M}_{l(k)}\right):=\mathcal{P} \mid \bar{a}_{k}\right)$ as well as the left vectors $\left(\mathcal{A}_{l(k)} \mid:=\left(\bar{m}_{k} \mid \mathcal{P}\right.\right.$, where $l(k)$ labels the second half of these basis vectors in terms of the first half. In the wide-band limit, these vectors would give the second half of the modes and amplitudes (Sec. IV C, Fig. 2), but here they are not eigenvectors of $-i L+W$ as indicated by the calligraphic labeling $\mathcal{A}, \mathcal{M}$ instead of $a, m$. Nevertheless, via Eqs. (59), the duality dictates that the matrix representation of the generator with respect to these left and right bases has a much simpler form

$$
-i L+W \cong\left[\begin{array}{cc}
\lambda_{k} \delta_{k k^{\prime}} & \lambda_{k}\left(a_{k} \mid \mathcal{M}_{l\left(k^{\prime}\right)}\right)  \tag{60}\\
\left(\mathcal{A}_{l\left(k^{\prime}\right)} \mid m_{k}\right) \lambda_{k} & \left(\mathcal{A}_{l(k)}\left|\mathbb{T}+\delta_{k, k^{\prime}} \bar{\lambda}_{k} \mathcal{I}\right| \mathcal{M}_{l^{\prime}\left(k^{\prime}\right)}\right)
\end{array}\right]
$$

Here, we indicate the type of matrix elements, which can occur in each of the four blocks of the matrix. By solving only half of the eigenvalue problem, all nontrivial dependence on parameters has been incorporated entirely into the known eigenvectors and eigenvalues and their wide-band duals. We stress that the goal of this procedure is not just to algebraically simplify the matrix structure, but especially to achieve analytically more compact expressions by effectively setting $-i L+W \rightarrow \mathbb{T}+\bar{\lambda}_{k}$. In particular, the remaining nondiagonal structure of the matrix (60) in the above introduced, duality-induced basis is a consequence of the energy-dependent coupling, i.e., $\mathbb{\square} \neq \Gamma \mathcal{I}$. Equivalently, one can say the modes (amplitudes) computed in the wide-band limit $\mathbb{} \mathbb{}=\Gamma \mathcal{I}$ become mixed when the "energy-dependent perturbation" $\llbracket-\Gamma \mathcal{I}$ is turned on. This wide-band mode mixing is studied in Sec. VI for a simple example that can be described in the setting of rate equations, to which we turn next.

## V. FERMIONIC DUALITY FOR RATE EQUATIONS

We now focus on the rate-equation limit assumed for the concrete example system in Sec. VI to illustrate the impact of energy-dependent couplings.

## A. Reduction to rate equation

We first show how this rate-equation limit arises and display some of the general characteristics. In the quantum master equation, the probabilities $P_{i}(t):=\langle i| \rho(t)|i\rangle=(i i \mid \rho(t))$ decouple from the coherences $\langle i| \rho(t)|j\rangle=(i j \mid \rho(t))(i \neq j)$ when ${ }^{16}$ the generator $-i L+W$ is block diagonal in the energy eigenbasis $\{\mid i j)\}$ [Eq. (46)]. We can then restrict the analysis to the Liouville subspace spanned by energy-diagonal operators $|i\rangle\langle i|=\mid i i)$ in which the Liouvillian $L$ has only zero matrix elements. In this subblock, the kernel $W$ has nonzero elements which we relabel as a rate matrix: for $i \neq j$,

$$
\begin{align*}
W_{i j} & :=(i i|W| j j) \stackrel{(16)}{=} \sum_{\alpha}\left(i i\left|W_{\alpha}\right| j j\right) \\
& =\sum_{\alpha} \Gamma_{\alpha, i j}^{\eta}\left(\eta E_{i j}\right) f_{\alpha}^{\eta}\left(\eta E_{i j}\right) \tag{61}
\end{align*}
$$

is the rate for transition $j \rightarrow i$. It includes the Fermi functions $f_{\alpha}^{\eta}(x)$ for reservoir $\alpha$ as introduced below Eq. (28). The coupling rates are by Eq. (11) positive semidefinite:

$$
\begin{align*}
\Gamma_{\alpha, i j}^{\eta}\left(\eta E_{i j}\right) & =\sum_{\nu} \sum_{\ell \ell^{\prime}} \Gamma_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}\left(\eta E_{i j}\right)\langle i| d_{\eta \ell}|j\rangle\langle j| d_{\eta \ell^{\prime}}^{\dagger}|i\rangle  \tag{62a}\\
& \left.=\sum_{\kappa \nu}\left|\langle i| \sum_{\ell} \tau_{\kappa \alpha \nu ; \ell}^{-\eta} d_{\eta \ell}\right| j\right\rangle\left.\right|^{2} \geqslant 0 \tag{62b}
\end{align*}
$$

The value of $\eta=N_{i}-N_{j}= \pm 1$ (denoting $N_{i}:=\langle i| N|i\rangle$ ) is imposed by the charge-selection rule on the matrix elements of $d_{\eta \ell}$, reflecting the leading-order approximation $\mathcal{W} \approx \mathcal{W}_{1}$ in the bilinear coupling (10). Interchanging states $i \leftrightarrow j$ thus implies $\eta \rightarrow-\eta$, leaving the energy argument $\eta E_{i j}=-\eta E_{j i}$ of the coupling rates invariant:

$$
\begin{equation*}
\Gamma_{\alpha, i j}^{\eta}\left(\eta E_{i j}\right)=\Gamma_{\alpha, j i}^{-\eta}\left(-\eta E_{j i}\right) . \tag{63}
\end{equation*}
$$

Finally, we point out that the left zero eigenvector $(\mathbb{1} \mid=$ $\operatorname{tr} \sum_{i}|i\rangle\langle i|=\sum_{i}(i i \mid$ of the kernel $W$ (preserving probability normalization) translates to the column-sum rule for the rate matrix

$$
\begin{equation*}
\sum_{i} W_{i j}=\sum_{i}(i i|W| j j)=(\mathbb{1}|W| j j)=0 \tag{64}
\end{equation*}
$$

thereby fixing the diagonal elements $W_{i i}=-\sum_{j} W_{j i}$.

## B. Duality for fermionic rate matrix

As a next step, we show how the rate-equation limit simplifies the fermionic duality. The probabilities obey the rate equation $\partial_{t} P_{i}(t)=\sum_{j} W_{i j} P_{j}(t)$, and its solution requires the

[^11]eigenvalues of the modes and amplitudes of $W$. With the above notation, the fermionic duality applies to the rate matrix $W$ if one formally sets $L \rightarrow 0$. For this, we need the parity right-action superoperator $\mathcal{P} \bullet=(-\mathbb{1})^{N} \bullet$ [Eq. (22)], which by parity superselection $\left[(-\mathbb{1})^{N}, H\right]=0$ is diagonal in the energy eigenbasis $\{\mid i i)\}$,
\[

$$
\begin{equation*}
(i i|\mathcal{P}| j j)=\delta_{i j}(-1)^{N_{i}} \tag{65}
\end{equation*}
$$

\]

The required coupling superoperator $\mathbb{\square}$ [Eq. (33)] likewise simplifies to a fully diagonal matrix:

$$
\begin{equation*}
(i i|\mathbb{\widetilde { C }}| j j)=\delta_{i j} \Gamma_{i}, \quad \Gamma_{i}:=\sum_{\alpha j} \Gamma_{\alpha, j i}^{\eta}\left(\eta E_{j i}\right) \tag{66}
\end{equation*}
$$

where we sum the coupling rates for the transitions from state $i$ over all final states $j$. Thus, in the rate-equation limit, the fermionic duality relation reduces to ${ }^{17}$

$$
\begin{equation*}
W_{j i}+(-1)^{N_{i}} \bar{W}_{i j}(-1)^{N_{j}}=-\Gamma_{i} \delta_{i j} \text { for all } i, j \tag{67}
\end{equation*}
$$

All appearing quantities are available once the rate equation has been written. This generalizes the two simple observations made in Sec. II for a single-mode fermion system in the following way:
(1) Due to the restriction to sequential tunneling for weak, bilinear couplings, the off-diagonal rate-matrix elements $i \neq$ $j$ all represent transitions with a parity-sign change $\left(\mid N_{i}-\right.$ $N_{j} \mid=1$ ). Thus, using Eqs. (24) and (61) and $\eta^{\prime}:=N_{j}-$ $N_{i}= \pm 1$, the energy-inverted dual rates read as

$$
\begin{align*}
\bar{W}_{i j} & :=\sum_{\alpha} \Gamma_{\alpha, i j}^{\eta}\left(\eta E_{i j}\right) f_{\alpha}^{-\eta}\left(\eta E_{i j}\right) \\
& =\sum_{\alpha} \Gamma_{\alpha, j i}^{\eta^{\prime}}\left(\eta^{\prime} E_{j i}\right) f_{\alpha}^{\eta^{\prime}}\left(\eta^{\prime} E_{j i}\right)=W_{j i} . \tag{68}
\end{align*}
$$

As in Eq. (4), the energy inversion $\left(\left\{E_{i j}\right\},\left\{\mu_{\alpha}\right\}\right) \rightarrow$ ( $\left.\left\{-E_{i j}\right\},\left\{-\mu_{\alpha}\right\}\right)$ in $\bar{W}_{i j}$ is defined not to affect the energies $\eta E_{i j}$ at which the couplings $\Gamma_{\alpha, i j}^{\eta}(E)$ are evaluated, but only the Fermi functions, leading to $f_{\alpha}^{\eta} \rightarrow f_{\alpha}^{-\eta}$ in the first line of Eq. (68).
(2) The diagonal rate-matrix elements involve no parity sign, and $\bar{W}_{i i}:=-\sum_{j} \bar{W}_{j i}$ (sum rule) is found to obey Eq. (67) by using $W_{i j}+W_{j i}=\Gamma_{i j}\left(E_{i j}\right)$.

The above in fact constitutes a simple derivation of Eq. (67) as a special case of the much more broadly applicable duality derived and discussed for quantum master equations in the previous section. The important physical implication is that all quantities in the dual open system, such as average particle number or fluctuations, can be basically understood in the same way as in the wide-band limit [18-20]. In particular, strong local Coulomb repulsion in the model of interest translates to strong attraction in its dual system which exhibits pronounced fermion-pairing effects. These qualitatively different properties of the dual model enter via the statistical factors (Fermi functions) in which the energy is inverted. This is the ultimate reason why duality remains useful beyond the

[^12]wide-band limit. In Sec. VI, we explore how the interesting interplay of the energy dependence of the couplings (at original energies) with the dual statistical factors (at inverted energies) determines the nontrivial parameter dependence of a problem of interest.

## C. Mode-amplitude relation in the wide-band limit

For energy-independent couplings $\left(\Gamma_{i} \rightarrow \Gamma\right)$, we recover the duality for rate equations of Refs. [19,20]. Hence, the amplitude covectors and mode vectors of the rate matrix $W$ are cross related:

$$
\begin{align*}
\left(a_{k^{\prime}}(W) \mid\right. & \left.=\left[\mid(-\mathbb{1})^{N} m_{k}(\bar{W})\right)\right]^{\dagger}  \tag{69a}\\
\left.\mid m_{k^{\prime}}(W)\right) & =\left[\left((-\mathbb{1})^{N} a_{k}(\bar{W}) \mid\right]^{\dagger}\right. \tag{69b}
\end{align*}
$$

These vectors belong to different eigenvalues

$$
\begin{equation*}
-\lambda_{k^{\prime}}(W)=\Gamma-\left[-\lambda_{k}^{*}(\bar{W})\right], \tag{69c}
\end{equation*}
$$

which have either a negative real part (decay rates) or are zero (stationary state). The operators involved here are all diagonal in the energy eigenbasis and include the eigenvectors for the zero eigenvalue and $-\Gamma$, respectively:

$$
\begin{align*}
& \left.\left(a_{0}\left|=\sum_{i}\langle i| \bullet\right| i\right\rangle, \quad \mid m_{0}\right)=\sum_{i} P_{i}|i\rangle\langle i|, \\
& \left.\left(a_{n}\left|=\sum_{i}(-1)^{N_{i}} \bar{P}_{i}\langle i| \bullet\right| i\right\rangle, \quad \mid m_{n}\right)=\sum_{i}(-1)^{N_{i}}|i\rangle\langle i| \tag{70}
\end{align*}
$$

The probabilities $P_{i}$ for occupying energy eigenstate $|i\rangle$ in the stationary state $\left.\lim _{t \rightarrow \infty} \mid \rho(t)\right)=\mid m_{0}$ ) are cross related by duality to the amplitude covector for the fastest decay, the parity amplitude $\left(a_{n} \mid\right.$. Remarkably, we will now find that the dual stationary probabilities $\bar{P}_{i}$ can be explicitly expressed in the stationary probabilities $P_{i}$ (i.e., without parameter substitution) even for energy-dependent couplings, as long as detailed balance holds.

## D. Recurrence times from fermionic duality

As mentioned in the Introduction, fermionic duality is a novel concept. In particular, since it is not equivalent to classical detailed balance, it is interesting to combine the two in order to obtain even stronger restrictions on the underlying rate equation.

Detailed balance presupposes that the stationary state $\left|m_{0}\right\rangle$ is unique with strictly positive probabilities $P_{i}=\langle i| m_{0}|i\rangle>$ 0 . This is the case whenever the system is positively recurrent, meaning that any two energy eigenstates $i$ and $j$ are connected via a sequence of transitions $i^{\prime} \leftarrow i^{\prime \prime}$ with strictly positive couplings $W_{i^{\prime} i^{\prime \prime}}>0$ [66]. In our case, this is satisfied if all involved states are connected by a nonzero coupling $\Gamma_{i^{\prime} i^{\prime \prime}}>0$ [Eq. (62)], and all temperatures are nonzero [Eq. (61)].

The detailed balance relation $P_{i} / P_{j}=W_{i j} / W_{j i}$ holds if and only if Kolmogorov's criterion [88] is furthermore satisfied: for any sequence $i_{1}, i_{2}, \ldots, i_{N}=i_{1}$ of states forming a graph-theoretical closed loop [89], the product of transition rates must be equal in both directions: $W_{i_{1} i_{2}} W_{i_{2} i_{3}} \ldots W_{i_{N-1} i_{1}}=$ $W_{i_{1} i_{N-1}} W_{i_{N-1} i_{N-2}} \ldots W_{i_{2} i_{1}}$.

Importantly, when constructing the dual rate matrix $\bar{W}$, one does not break the above two conditions if they hold for $W$. Hence, the dual system then also has a unique stationary state, and satisfies a detailed balance with the inverse ratio:

$$
\begin{equation*}
\frac{\bar{P}_{i}}{\bar{P}_{j}}=\frac{\bar{W}_{i j}}{\bar{W}_{j i}}=\frac{W_{j i}}{W_{i j}}=\frac{P_{j}}{P_{i}} \quad \text { for any } i \neq j \tag{71}
\end{equation*}
$$

In the crucial second step, we have used the fermionic duality (68), $\bar{W}_{i j}=W_{j i}$. Equation (71) implies that the product of each stationary probability for the system and for its dual is given by some function $C(W)$, which is independent of the considered energy eigenstate $|i\rangle$ :

$$
\begin{equation*}
P_{i} \bar{P}_{i}=C(W) \tag{72}
\end{equation*}
$$

Although $C(W)$ depends nontrivially on the rate matrix of the original problem, it can be expressed in the stationary occupations or its duals, using probability conservation $\sum_{i} P_{i}=$ $\sum_{i} \bar{P}_{i}=1:$

$$
\begin{equation*}
C(W)=\left[\sum_{j}\left(P_{j}\right)^{-1}\right]^{-1}=\left[\sum_{j}\left(\bar{P}_{j}\right)^{-1}\right]^{-1} \tag{73}
\end{equation*}
$$

Thus, the simple observation (7) made for a single fermion mode holds generally:

$$
\begin{equation*}
\bar{P}_{i}=\frac{\left(P_{i}\right)^{-1}}{\sum_{j}\left(P_{j}\right)^{-1}} \tag{74}
\end{equation*}
$$

The product (72) has an upper bound ${ }^{18}$ given by the number of states $d$,

$$
\begin{equation*}
C(W) \leqslant \frac{1}{d^{2}} \tag{75}
\end{equation*}
$$

which is independent of all other parameters. The bound is only attained ${ }^{19}$ if the original and the dual system have equal, uniform probabilities $1 / d$ at stationarity. This happens, for example, in the infinite-temperature limit

$$
\begin{equation*}
P_{i} \bar{P}_{i} \leqslant \frac{1}{d^{2}}=\lim _{T_{\alpha} \rightarrow \infty} \bar{P}_{i} P_{i} \tag{76}
\end{equation*}
$$

but also under specific nonequilibrium conditions (Sec. VID).
Summing over $i$, we find that the overlap of the stationary state and its dual is bounded by the infinite-temperature value

$$
\begin{equation*}
\left(\bar{m}_{0} \mid m_{0}\right) \leqslant \frac{1}{d}=\lim _{T_{\alpha} \rightarrow \infty}\left(\bar{m}_{0} \mid m_{0}\right) . \tag{77}
\end{equation*}
$$

This explicit bound on the overlap makes quantitatively clear that the system and its dual are physically very different. For systems with many states $(d \gg 1)$, these supervectors are nearly orthogonal independently of the choice of parameters.

[^13]Equation (74) allows for an intriguing interpretation of the probabilities of the dual stationary state. The inverse probabilities $\left(P_{i}\right)^{-1}$ have a direct physical meaning: they quantify the recurrence of the Markov stochastic process on the energy eigenstates of the system induced by tunneling transitions. By Kac's lemma [90], $\left(P_{i}\right)^{-1}$ equals the long-time limit of the mean recurrence time of the state $i$ relative to the average time that the original system spends in that state. Therefore, Eq. (74) expresses that whenever detailed balance holds, the dual stationary probability $\bar{P}_{i}$ quantifies the relative stationary rareness of energy eigenstate $|i\rangle$ in the original stationary fermionic system. In other words, it yields the recurrence time of state $i$ compared to the sum over all recurrence times.

Specifically for the wide-band limit, inserting Eq. (74) into the evolution formula (39) furthermore shows how under detailed balance, the stationary occupations $P_{i}$ not only determine the slowest decay (stationary mode), but also the fastest decay (parity amplitude, see Sec. IV C 2) of the system, given any initial probabilities $P_{j}(0)$ :

$$
\begin{align*}
\mid \rho(t))= & \left.\left.\mid m_{0}\right)\left(a_{0} \mid \rho(0)\right)+\cdots+\mid m_{n}\right)\left(a_{n} \mid \rho(0)\right) e^{-\Gamma t} \\
= & \left.\left.\sum_{i} P_{i} \mid i\right)+\cdots+\sum_{i}(-1)^{N_{i}} \mid i\right) \sum_{j} \frac{(-1)^{N_{j}} P_{j}(0)}{P_{j} \sum_{l} P_{l}^{-1}} \\
& \times e^{-\Gamma t} . \tag{78}
\end{align*}
$$

Finally, Eq. (74) means that the stationary state of the inverted model $\left.\mid \bar{m}_{0}\right)$ is the least recurring state in the stationary limit under detailed balance and it is therefore of direct physical interest. This is consistent with previous findings that the dual stationary state is the maximally unstable state relative to the stationary state of the original system (see Refs. [18,19]). This can easily be understood remembering that the energy inversion of the duality also reverses the sign of the interaction [Eq. (68) ff.] from, say, repulsive to attractive. One therefore expects electron pairing at low bias in the dual model. As a consequence, only the dual probabilities $\bar{P}_{i}$ which differ by an even number of electrons $N_{i}$ are sizable, and we may approximate $\left(a_{n} \mid \rho(0)\right) \propto\left(\bar{m}_{0} \mid \rho(0)\right)$ in Eq. (78) [see also Eq. (70)]. This means that in the wide-band limit, an initial state which has a large overlap with the dual of the final stationary state will have the fastest rate of decay.

## E. Duality restrictions on the rate matrix

In the simpler wide-band limit, the duality cross relations (69) naturally suggest to represent the kernel $W$ in a basis of right eigenvectors including the stationary state $\mid m_{0}$ ) and the parity mode $\left.\left.\mid m_{n}\right)=\mid(-\mathbb{1})^{N}\right)$, and a basis of left eigenvectors including the trace $\left(a_{0} \mid=(\mathbb{1} \mid\right.$ and the parity amplitude covector $\left(a_{n} \mid=\left((-\mathbb{1})^{N} \bar{m}_{0} \mid\right.\right.$, where the latter is known if $m_{0}$ has been computed. In particular, the orthogonality

$$
\begin{equation*}
\left((-\mathbb{1})^{N} \bar{m}_{0} \mid m_{0}\right)=0 \tag{79}
\end{equation*}
$$

always holds. For the more complicated situation with energydependent couplings, we have shown in Sec. IV G that $\left.W \mid m_{0}\right)=0$ no longer guarantees that $\left((-\mathbb{1})^{N} \bar{m}_{0} \mid\right.$ is a left eigenvector of $W$, and it thus might seem at first sight that Eq. (79) fails to hold. However, the restriction (72) emerging from the combination of fermionic duality and detailed
balance still guarantees that Eq. (79) holds. In fact, such orthogonality holds for any product of an energy-diagonal operator $A$ with the stationary state $m_{0}$,

$$
\begin{equation*}
\left((-\mathbb{1})^{N} \bar{m}_{0} \mid A m_{0}\right)=0, \tag{80}
\end{equation*}
$$

provided only that $A$ is orthogonal to the fermionparity operator: $\left(\bar{m}_{0}(-\mathbb{1})^{N} \mid A m_{0}\right)=\sum_{i}(-1)^{N_{i}} \bar{P}_{i}\langle i| A|i\rangle P_{i}=$ $C(W) \times\left((-\mathbb{1})^{N} \mid A\right)=0$ by Eq. (72).

The validity of Eq. (80) has already been observed in Ref. [20], ignorant of its origin, and extensively used to simplify coefficients of linear response to applied voltage or thermal bias in the wide-band limit. Here, we have derived a much stronger result: it is valid at any bias and for energydependent couplings, as long as the detailed balance relation (71) holds. The main point is that the above result simplifies ${ }^{20}$ the general way of exposing the duality restrictions on matrix elements discussed in Sec. IV G. In Sec. VI B, we shall exploit this to study the wide-band-mode mixing induced by the energy-dependent coupling. Therefore, instead of solving for half of the exact eigenvectors of $W$, we proceed with the minimal effort that is sufficient for our application [Eq. (92)]. The only explicit calculation we do is to obtain one eigenvector, the stationary state $\left.\left.\mid m_{0}\right)=\lim _{t \rightarrow \infty} \mid \rho(t)\right)$. This defines a left vector $\left(\mathcal{A}_{n} \mid=\left((-\mathbb{1})^{N} \bar{m}_{0} \mid\right.\right.$ with a simple action of $W$, which is independent of $\left\{\mu_{\alpha}, T_{\alpha}\right\}$ [Eq. (59a)]:

$$
\begin{equation*}
\left((-\mathbb{1})^{N} \bar{m}_{0} \mid W=-\left((-\mathbb{1})^{N} \bar{m}_{0} \mid \llbracket .\right.\right. \tag{81}
\end{equation*}
$$

We already know the corresponding left zero mode, the eigenvector given by the trace operation $\left(a_{0} \mid=(\mathbb{1} \mid\right.$, from which we can construct a right vector $\left.\left.\mid \mathcal{M}_{n}\right)=\mid(-\mathbb{1})^{N}\right)$ which is independent of any details. The action of $W$ on this right vector yields [Eq. (59b)]

$$
\begin{equation*}
\left.\left.W \mid(-\mathbb{1})^{N}\right)=-\llbracket \mid(-\mathbb{1})^{N}\right) . \tag{82}
\end{equation*}
$$

Thus, a fundamental structure of any fermionic rate matrix satisfying detailed balance is already exposed:

$$
\left[\begin{array}{ccccc}
0 & \ldots & 0 & \ldots & 0  \tag{83}\\
\vdots & & & & \vdots \\
0 & & (\ldots|W| \ldots) & & \left(\ldots|\mathbb{\mathbb { M }}|(-\mathbb{1})^{N}\right) \\
\vdots & & & & \vdots \\
0 & \ldots & \left((-\mathbb{1})^{N} \bar{m}_{0}|\mathbb{\mathbb { C }}| \ldots\right) & \ldots & \left((-\mathbb{1})^{N} \bar{m}_{0}|\mathbb{\mathbb { N }}|(-\mathbb{1})^{N}\right)
\end{array}\right]
$$

with respect to any right basis $\left.\left.\left\{\mid m_{0}\right), \ldots, \mid(-1)^{N}\right)\right\}$ and any left basis $\left\{\left(a_{0} \mid, \ldots,\left((-\mathbb{1})^{N} \bar{m}_{0} \mid\right\}\right.\right.$. Crucially, these two bases can be made biorthogonal due to detailed balance [Eq. (79)].

## VI. INTERACTING SINGLE-LEVEL QUANTUM DOT

In this final section, we illustrate how the fermionic duality can be applied to problems with energy-dependent coupling and the insights it provides into both time-dependent

[^14]

FIG. 3. (a) Spin-degenerate single-level quantum dot with level position $\epsilon$, local Coulomb interaction $U$, and energy-dependent tunnel barriers $\Gamma_{\mathrm{L}}(E) \neq \Gamma_{\mathrm{R}}(E)$ to a left and right reservoir at different electrochemical potentials $\mu_{\mathrm{L}} \neq \mu_{\mathrm{R}}$ and temperatures $T_{\mathrm{L}} \neq T_{\mathrm{R}}$. (b) In the weak-coupling, sequential-tunneling limit, the rate matrix of the spin-degenerate system can be mapped to a simple tree graph, which by Kolmogorov's criterion [88] guarantees detailed balance.
as well as stationary charge and energy transport. We focus on the simplest nontrivial example of a weakly tunnelcoupled single-level quantum dot with strong local Coulomb repulsion described by rate equations (Sec. V). Thereby, we go beyond the extensively studied [32,77,91-95] wide-band limit and focus on the mixing of wide-band-limit relaxation modes governing the transient decay $[18,91,92]$ after a switch (Sec. VID) and on stationary thermoelectric transport [20] in the linear regime (Sec. VIE).

## A. Model and energy dependence of couplings

The quantum dot of interest is sketched in Fig. 3(a) and is described by the general model introduced in Sec. III. With the specific Hamiltonian

$$
\begin{equation*}
H=\epsilon N+U N_{\uparrow} N_{\downarrow} \tag{84}
\end{equation*}
$$

it encompasses a spin-degenerate orbital with single-particle states labeled by $\ell=\sigma=\uparrow, \downarrow$, where $\epsilon$ is the tunable level position and $U>0$ the onsite Coulomb repulsion strength. The operators $N_{\sigma}=d_{\sigma}^{\dagger} d_{\sigma}$ are the spin-resolved occupation number operators, where $N=N_{\uparrow}+N_{\downarrow}$. The energies are $E_{0}=0, E_{1}=\epsilon$, and $E_{2}=2 \epsilon+U$ with $0,1,2$ electrons. ${ }^{21}$ The solution of the rate equation can be expressed ${ }^{22}$ as $\left.\mid \rho(t))=\sum_{i=0,1,2} P_{i}(t) \mid i\right)$ with time-dependent probabilities $P_{i}(t)$ and the corresponding spin-symmetric many-body energy density operators

$$
\begin{equation*}
\left.\mid 0)=|0\rangle\langle 0|, \quad \mid 1)=\frac{1}{2} \sum_{\sigma=\uparrow, \downarrow}|\sigma\rangle\langle\sigma|, \quad \mid 2\right)=|2\rangle\langle 2| . \tag{85}
\end{equation*}
$$

When employed as supervectors, the latter decompose the identity superoperator with a spin-degeneracy factor

$$
\begin{equation*}
\mathcal{I}=\mid 0)(0|+2| 1)(1|+| 2)(2 \mid . \tag{86}
\end{equation*}
$$

[^15]

FIG. 4. Schematic tunnel-barrier profiles for the extreme cases of the asymmetries $\Lambda_{ \pm}$. (a) Original system of interest: the tunnel coupling is evaluated at the many-body transition energy $E=\epsilon$ or $E=\epsilon+U$ for the transition $\mid 0) \rightarrow|1|$ and $\mid 1) \rightarrow \mid 2)$, respectively. (b) Dual system with inverted system energies, inverted electrochemical potentials, and with the tunnel coupling $\Gamma_{\alpha}(E)$ evaluated at the original energies $E=\epsilon, \epsilon+U$. The latter implies that the energy profile of the barrier is also inverted (see Appendix B).

We fix $\mu_{\mathrm{R}} \equiv \mu$ and $T_{\mathrm{R}} \equiv T$ as references and apply a bias voltage $V<0$ as well as temperature bias $\Delta T>0$ to the left: $\mu_{\mathrm{L}}=\mu-V$ and $T_{\mathrm{L}}=T+\Delta T$. The tunnel couplings (11) are spin conserving ${ }^{23}$ and depend on energy via the coupling functions

$$
\begin{equation*}
\Gamma_{\alpha}(E):=\sum_{\nu, \ell=\uparrow, \downarrow} \Gamma_{\alpha v ; \ell \ell}(E) . \tag{87}
\end{equation*}
$$

The values for these rates and their reservoir sums at the two possible many-body transition energies $E_{10}=\epsilon$ and $E_{21}=$ $\epsilon+U$, the Coulomb resonances, are in the following denoted by the shorthands

$$
\begin{align*}
\Gamma_{\epsilon \alpha} & :=\Gamma_{\alpha}(\epsilon), \quad \Gamma_{\epsilon}:=\sum_{\alpha} \Gamma_{\epsilon \alpha} \\
\Gamma_{U \alpha} & :=\Gamma_{\alpha}(\epsilon+U), \quad \Gamma_{U}:=\sum_{\alpha} \Gamma_{U \alpha} \tag{88}
\end{align*}
$$

The deviations from the wide-band limit are quantified by

$$
\begin{equation*}
\Delta \Gamma_{\alpha}:=\Gamma_{U \alpha}-\Gamma_{\epsilon \alpha}, \quad \Delta \Gamma:=\Gamma_{U}-\Gamma_{\epsilon}=\sum_{\alpha} \Delta \Gamma_{\alpha} \tag{89}
\end{equation*}
$$

Figure 4 schematically indicates this energy dependence of the couplings by the corresponding barrier profiles.

[^16]It is characterized by two important coupling asymmetry parameters:

$$
\begin{equation*}
\Lambda_{+}:=\frac{\Gamma_{\epsilon \mathrm{L}} \Gamma_{U \mathrm{~L}}-\Gamma_{\epsilon \mathrm{R}} \Gamma_{U \mathrm{R}}}{\Gamma_{\epsilon} \Gamma_{U}}, \quad \Lambda_{-}:=\frac{\Gamma_{\epsilon \mathrm{L}} \Gamma_{U \mathrm{R}}-\Gamma_{\epsilon \mathrm{R}} \Gamma_{U \mathrm{~L}}}{\Gamma_{\epsilon} \Gamma_{U}} . \tag{90}
\end{equation*}
$$

The left panels in Figs. 4(a) and 4(b) show that the factor $\Lambda_{+}$quantifies the left-right coupling asymmetry which for $\Lambda_{-}=0$ (implied by the wide-band limit) simplifies to the usual asymmetry factor $\Lambda_{+}=\frac{\Gamma_{\mathrm{L}}-\Gamma_{\mathrm{R}}}{\Gamma_{\mathrm{L}}+\Gamma_{\mathrm{R}}}$. The right panels illustrate the cross asymmetry $\Lambda_{-}$which emerges only for energy-dependent couplings. For example, if $\Lambda_{+}=0$, then the couplings have a perfect cross asymmetry between the two Coulomb resonances, quantified by $\Lambda_{-}=\left(\Gamma_{\epsilon \mathrm{L}}-\Gamma_{\epsilon \mathrm{R}}\right) / \Gamma_{\epsilon}=$ $-\left(\Gamma_{U L}-\Gamma_{U R}\right) / \Gamma_{U}$.

## B. Constructing the rate matrix by duality

The system can be described by a rate equation $\left.\partial_{t} \mid \rho(t)\right)=$ $W \mid \rho(t))$ for the probabilities $P_{i}(t)$; everything discussed in Sec. IIIC applies. In particular, detailed balance holds for any value of the applied biases $V$ and $\Delta T$ since the manybody states are connected in the simple tree graph shown in Fig. 3(b).

Instead of approaching the solution of this problem in the standard way, namely, by constructing $W$ using Fermi's golden rule, then computing its eigenvalues and eigenvectors, etc., we here follow a constructive approach analogously to Ref. [20], based entirely on the duality relation. Given the considered approximations, the evolution kernel of this model is fixed by the restrictions of the duality (67). It is these restrictions that yield physically insightful expressions for the required matrix elements of $W$, not the parameter dependencies one inherits from Fermi's golden rule rates. Notably, this holds for any energy-dependent weak coupling to any number of reservoirs that are arbitrarily biased.

The starting point is the coupling superoperator $\mathbb{} \mathbb{}=$ $\sum_{\alpha} \mathbb{\Gamma}_{\alpha}$, whose contributions from the two junctions can be written immediately using Eq. (66):

$$
\begin{align*}
\mathbb{『}_{\alpha} & \left.=\Gamma_{\epsilon \alpha} \mid 0\right)\left(0\left|+\left(\Gamma_{\epsilon \alpha}+\Gamma_{U \alpha}\right)\right| 1\right)\left(1\left|+\Gamma_{U \alpha}\right| 2\right)(2 \mid \\
& =\left[\frac{2-N}{2} \Gamma_{\epsilon \alpha}+\frac{N}{2} \Gamma_{U \alpha}\right] \mathcal{I} . \tag{91}
\end{align*}
$$

The second form of $\mathbb{T}_{\alpha}$ follows from the identity (86) and the left action of the particle-number operator $N$ on the energy eigenstates (85).

Next, we follow Sec. VE and base our construction only on the guaranteed existence of one pair of exact eigenvectors of $W$, the stationary state $\left.\left|m_{0}\right\rangle=\mid z\right)$, denoted from hereon as zero mode $z$, and the trace operation $\left(a_{0} \mid=\left(z^{\prime} \mid=(\mathbb{1} \mid\right.\right.$ as the corresponding left zero eigenvector. Applying the non-wide-band-limit duality mapping, two further basis vectors then immediately suggest themselves: the parity vector $\left.\left.\left.\mid \mathcal{M}_{2}\right)=\mid p\right)=\mid(-\mathbb{1})^{N}\right)$ and the dual covector $\left(\mathcal{A}_{2} \mid=\right.$ $\left(p^{\prime} \mid=\left(z_{i}(-\mathbb{1})^{N} \mid\right.\right.$ containing the stationary state of the dual system $\left.\mid z_{\mathrm{i}}\right)=\mid \bar{z}$ ). Importantly, while neither $\mid p$ ) nor ( $p^{\prime} \mid$ is an eigenvector of $W$, both are nevertheless biorthogonal to ( $z^{\prime} \mid=(\mathbb{1} \mid$ and $\mid z)$ by virtue of detailed balance dictating Eq. (80). With this insight, the remaining basis vectors are
fixed up to normalization by biorthogonality, yielding the charge deviation $\left(\mathcal{A}_{1} \mid=\left(c^{\prime} \mid=\left(N \mid-n_{z}(\mathbb{1} \mid\right.\right.\right.$ from the stationary average $n_{z}$ and corresponding right vector $\left.\mid \mathcal{M}_{1}\right)=|c|=$ $\left.\left.\left.\frac{(-\mathbb{1})^{N}}{2}[\mid N)-n_{\mathrm{i}} \right\rvert\, \mathbb{1}\right)\right]$. In summary, the left and right bases states are given by

$$
\begin{gather*}
(\mathbb{1}|, \quad| z) \\
\left(p^{\prime}\left|=\left((-\mathbb{1})^{N} z_{\mathrm{i}}|, \quad| p\right)=\right|(-\mathbb{1})^{N}\right) \\
\left(c^{\prime} \left\lvert\,=\left(N\left|-n_{z}(\mathbb{1}|, \quad| c)=\frac{(-\mathbb{1})^{N}}{2}[\mid N)-n_{\mathrm{i}}\right| \mathbb{1}\right)\right.\right] \tag{92}
\end{gather*}
$$

Note that everything can in the end be traced back to the stationary state $\mid z)$ since the dual state $\left.\mid z_{\mathrm{i}}\right)$ and its average particle number $n_{i}=\left(N \mid z_{i}\right)$ required in Eq. (92) are ultimately determined by $\mid z$ ) together with the appropriate parameter transform.

In the wide-band limit $\Gamma_{\epsilon \alpha}=\Gamma_{U \alpha}$, the vectors (92) are by construction all the known eigenvectors of $W$ (see Ref. [19]). For energy-dependent couplings, they are still convenient basis vectors because they enable us to construct the kernel $W$ [Eq. (83)] entirely from the matrix elements of the simple coupling superoperator $\mathbb{T}=\sum_{\alpha} \mathbb{\varpi}_{\alpha}$ [Eq. (91)], as shown in Sec. VE. This is precisely what leads to the following, very compact form of the kernel:

$$
\begin{align*}
W= & \left.-\gamma_{c}^{\mathrm{eff}} \mid c\right)\left(c^{\prime}\left|-\gamma_{p}^{\mathrm{eff}}\right| p\right)\left(p^{\prime} \mid\right. \\
& -\Delta \Gamma[\mid c)\left(p^{\prime}\left|+\frac{\delta n_{\mathrm{i}}^{2}}{4}\right| p\right)\left(c^{\prime} \mid\right] . \tag{93}
\end{align*}
$$

This form contains the effective rates

$$
\begin{align*}
& \gamma_{p}^{\mathrm{eff}}=\frac{2-n_{\mathrm{i}}}{2} \Gamma_{\epsilon}+\frac{n_{\mathrm{i}}}{2} \Gamma_{U}=\Gamma_{\epsilon}+\frac{n_{\mathrm{i}}}{2} \Delta \Gamma  \tag{94a}\\
& \gamma_{c}^{\mathrm{eff}}=\zeta\left[\frac{n_{\mathrm{i}}}{2} \Gamma_{\epsilon}+\frac{2-n_{\mathrm{i}}}{2} \Gamma_{U}\right]=\zeta\left[\Gamma_{\epsilon}+\frac{2-n_{\mathrm{i}}}{2} \Delta \Gamma\right] \tag{94b}
\end{align*}
$$

with the effective spin-degeneracy factor ${ }^{24}$

$$
\begin{equation*}
\zeta=\frac{n_{\mathrm{i}}-1}{n_{\mathrm{i}}-n_{z}}, \quad 0<\zeta<1 \tag{94c}
\end{equation*}
$$

accounting for the fraction of tunnel processes available for the transition (Sec. VID 3). Furthermore, the stationary (dual) particle-number fluctuations $\delta n_{\mathrm{i}}^{2}(\epsilon, U, V)=$ $\delta n_{z}^{2}(-\epsilon,-U,-V)$ enter Eq. (93) and are given by

$$
\begin{align*}
& \delta n_{\mathrm{i}}^{2}=\left(N^{2} \mid z_{\mathrm{i}}\right)-\left(N \mid z_{\mathrm{i}}\right)^{2}=n_{\mathrm{i}} \times\left(2-n_{\mathrm{i}}\right) \times \zeta  \tag{95a}\\
& \delta n_{z}^{2}=\left(N^{2} \mid z\right)-(N \mid z)^{2}=n_{z} \times\left(2-n_{z}\right) \times(1-\zeta) \tag{95b}
\end{align*}
$$

More explicitly, the stationary state of the original and the dual model entering the kernel and determining its properties are contained in the expressions

$$
\begin{align*}
\left(p^{\prime} \mid=\right. & \left(z_{\mathrm{i}}(-\mathbb{1})^{N} \left\lvert\,=\frac{2-n_{\mathrm{i}}}{2}\left(0 \left\lvert\,+\frac{n_{\mathrm{i}}}{2}(2 \mid\right.\right.\right.\right. \\
& -\frac{1-\zeta}{2 \zeta} \delta n_{\mathrm{i}}^{2}[(0 \mid+2(1 \mid+(2 \mid] \tag{96}
\end{align*}
$$

[^17]deriving from ${ }^{25}$
\[

$$
\begin{equation*}
\left.\left.\left.\left.\left.\mid z) \left.=\frac{2-n_{z}}{2} \right\rvert\, 0\right) \left.+\frac{n_{z}}{2} \right\rvert\, 2\right) \left.-\frac{\zeta \times \delta n_{z}^{2}}{2(1-\zeta)}[\mid 0)-2 \right\rvert\, 1\right)+\mid 2\right)\right] . \tag{97}
\end{equation*}
$$

\]

Equation (93) together with Eqs. (94)-(97) form the central result of our application of the fermionic duality. It leads to a remarkable conclusion: apart from the four coupling constants $\Gamma_{\epsilon \alpha}, \Gamma_{U \alpha}$, the physically motivated stationary particle numbers $n_{z}, n_{\mathrm{i}}$ are the only two variables for the complex dependence of $W$ on $\epsilon-\mu, U, T, \Delta T$, and $V$. Although in full accord with a golden-rule calculation of $W$, this systematic, unambiguous reduction of all parameter dependencies seems virtually impossible to achieve in such a brute-force approach. Note that computer algebra is also of little help since the duality makes use of parameter substitutions of the functions involved. Instead, we highlight that we obtain Eqs. (94)-(97) without at all knowing how $\mid z$ ) depends on the system parameters; in analogy to Ref. [20], we only use the duality (67), positive recurrence (Sec. VD), the restriction to sequential tunneling causing the pair transitions $(0|W| 2)=(2|W| 0)=0$ to disappear, and, finally, detailed balance guaranteeing the orthogonality (80).

## C. Average charge occupations

The result (93) of the fermionic duality implies that, in order to understand experimentally relevant parameter dependencies, we only need to know the behavior of the stationary average charge of the system $n_{z}$, and, in particular, of the dual system $n_{i}$. The latter implies that much of the analysis of the repulsive quantum dot model of interest relies on the well-known [96] and experimentally demonstrated [97-99] behavior of quantum dots with effectively attractive interaction. In fact, we see below that it even dominates much of the behavior of the original system. This includes the case of finite thermal gradients $\Delta T$ and voltages for which we will assume $\mu_{\mathrm{L}} \geqslant \mu_{\mathrm{R}}$, i.e., $V \leqslant 0$.

Remembering now that we have not yet explicitly determined $\mid z$ ) as a function of the system parameters, ${ }^{26}$ the advantage is that we can already argue qualitatively, realizing that the occupations $n_{z}, n_{\mathrm{i}}$ can be understood from basic considerations of many-body energies relative to the electrochemical potentials. Namely, for the system of interest, the repulsive interaction $U$ causes the average charge $n_{z}$ to be quantized deep inside subsequent Coulomb blockade regimes,

$$
\begin{array}{ll}
n_{z}=0: & \mu_{\mathrm{L}}, \mu_{\mathrm{R}} \ll \epsilon \\
n_{z}=1: & \epsilon \ll \mu_{\mathrm{L}}, \mu_{\mathrm{R}} \ll \epsilon+U \\
n_{z}=2: & \epsilon+U \ll \mu_{\mathrm{L}}, \mu_{\mathrm{R}} \tag{98c}
\end{array}
$$

[^18]respectively. In contrast, when only one many-body energy $\epsilon(\epsilon+U)$ lies well within the bias window $\left[\mu_{\mathrm{L}}, \mu_{\mathrm{R}}\right]$, the occupation takes on a constant intermediate value $n_{z} \in[0,1]$ $\left(n_{z} \in[1,2]\right)$. When both $\epsilon$ and $\epsilon+U$ lie well within $\left[\mu_{\mathrm{L}}, \mu_{\mathrm{R}}\right]$, we have the intermediate average value $n_{z}=1$ in the wideband limit (by electron-hole symmetry). One expects that introducing energy-dependent coupling into this consideration only affects these nonequilibrium intermediate values, unless one of the many-body levels becomes effectively decoupled from the reservoirs.

The behavior of $n_{\mathrm{i}}$ is, instead, governed by the attractive interaction $-U<0$ in the dual system, quantizing $n_{\mathrm{i}}$ to 0 and 2 in two subsequent inverted Coulomb blockade regimes:

$$
\begin{array}{ll}
n_{\mathrm{i}}=0: & -(\epsilon+U / 2) \ll-\mu_{\mathrm{L}},-\mu_{\mathrm{R}} \\
n_{\mathrm{i}}=2: & -\mu_{\mathrm{L}},-\mu_{\mathrm{R}} \ll-(\epsilon+U / 2) \tag{99b}
\end{array}
$$

respectively, expressed in terms of the inverted many-body energies and electrochemical potentials [see Fig. 4(b)]. For a bias below the inverted Coulomb gap $|V| \lesssim|-U|=U$, this leads to a direct, thermally broadened transition of $n_{\mathrm{i}}$ between 0 and 2 when $\epsilon$ passes through

$$
\begin{equation*}
\epsilon+U / 2=\frac{1}{2}\left(\mu_{\mathrm{L}}+\mu_{\mathrm{R}}\right)=\mu-\frac{1}{2} V=: \tilde{\mu} . \tag{100}
\end{equation*}
$$

Transitions involving the one-electron state are allowed only via thermal excitations, due to the inverted order of the energies $-\epsilon-U<-\epsilon$ for the $1 \rightarrow 2$ and $0 \rightarrow 1$ transitions, respectively.

Clearly, at higher bias $|V| \gtrsim U$, these transitions become enhanced for ${ }^{27}-\mu_{\mathrm{L}}<-\epsilon-U<-\epsilon<-\mu_{\mathrm{R}}$. Here, $n_{\mathrm{i}}$ takes on intermediate values, depending on details of the rates, because the electron pairing is overcome by nonequilibrium processes. Physically, we expect that energy-dependent couplings will not qualitatively counteract these pairing effects for $|V|<U$, unless we effectively decouple one of the manybody levels.

To study the behavior of $n_{z}$ and $n_{\mathrm{i}}$ quantitatively, we combine the fermionic duality with the decomposition approach of Sec. IIID, that is, without ever explicitly calculating the full state $\mid z$ ). Instead, we use $W=\sum_{\alpha} W_{\alpha}$ [Eq. (16)] and note that each reservoir-resolved kernel $W_{\alpha}$ separately obeys the duality (67) with $\Gamma_{\epsilon}, \Gamma_{U} \rightarrow \Gamma_{\epsilon \alpha}, \Gamma_{U \alpha}$. This enables us to apply the same constructive procedure that led to Eq. (93) for each $W_{\alpha}$ separately. The decisive difference is that the reservoir-resolved stationary state $\left|z_{\alpha}\right\rangle$ describes an equilibrium with a single reservoir $\alpha$, and is therefore simply given by Eq. (18). This decomposes each average charge ${ }^{28}$

[^19]\[

$$
\begin{align*}
& n_{z}-1=\sum_{\alpha} \frac{\zeta_{\alpha}}{\zeta}\left[\frac{n_{z \alpha}}{2} \frac{\Gamma_{\epsilon \alpha}}{\Gamma_{\epsilon}}-\frac{2-n_{z \alpha}}{2} \frac{\Gamma_{U \alpha}}{\Gamma_{U}}\right]  \tag{101a}\\
& n_{\mathrm{i}}-1=\sum_{\alpha} \frac{1-\zeta_{\alpha}}{1-\zeta}\left[\frac{n_{\mathrm{i} \alpha}}{2} \frac{\Gamma_{\epsilon \alpha}}{\Gamma_{\epsilon}}-\frac{2-n_{\mathrm{i} \alpha}}{2} \frac{\Gamma_{U \alpha}}{\Gamma_{U}}\right] \tag{101b}
\end{align*}
$$
\]

at arbitrarily biased reservoirs into the values obtained when the system is in equilibrium with reservoir $\alpha$ separately:

$$
\begin{align*}
n_{z \alpha} & =\frac{2 f_{\alpha}^{+}(\epsilon)}{f_{\alpha}^{+}(\epsilon)+f_{\alpha}^{-}(\epsilon+U)}  \tag{102a}\\
n_{\mathrm{i} \alpha} & =\frac{2 f_{\alpha}^{-}(\epsilon)}{f_{\alpha}^{-}(\epsilon)+f_{\alpha}^{+}(\epsilon+U)}  \tag{102b}\\
& \left.\approx 2 f_{\alpha}^{-}\left(\epsilon+\frac{1}{2} U\right)\right|_{T_{\alpha} \rightarrow T_{\alpha} / 2} \quad \text { for } U \gg T_{\alpha} \tag{102c}
\end{align*}
$$

weighted by equilibrium values ${ }^{29}$ of the factors (94c),

$$
\begin{align*}
\zeta_{\alpha} & =\frac{n_{\mathrm{i} \alpha}-1}{n_{\mathrm{i} \alpha}-n_{z \alpha}}=\frac{1}{2}\left(f_{\alpha}^{+}(\epsilon)+f_{\alpha}^{-}(\epsilon+U)\right)  \tag{103a}\\
\zeta: & =\sum_{\alpha} \zeta_{\alpha}\left[\frac{n_{z \alpha}}{2} \frac{\Gamma_{\epsilon \alpha}}{\Gamma_{\epsilon}}+\frac{2-n_{z \alpha}}{2} \frac{\Gamma_{U \alpha}}{\Gamma_{U}}\right] \tag{103b}
\end{align*}
$$

In Fig. 5(a), we plot the dual charge $n_{\mathrm{i}}$ as a function of the level position $\epsilon-\widetilde{\mu}$ as we vary ${ }^{30}$ the energy dependence of the coupling through the asymmetry parameters $\Lambda_{ \pm}$defined in Eq. (90) and illustrated in Fig. 4. Overall, Fig. 5(a) confirms the above qualitative analysis, stating that $n_{\mathrm{i}}$ is dominated by statistical effects [Eq. (102c)] due to the strong negative interaction $-U$. The energy dependence of the couplings mainly determines the relative reservoir weights in the intermediate nonequilibrium regime $\mu_{\mathrm{R}}<\epsilon<\epsilon+U<\mu_{\mathrm{L}}$ at large biases $|V|>U$. Thus, in the following two applications, we can indeed make use of the above-described, intuitive understanding of the variables $n_{z}$ and $n_{\mathrm{i}}$, just as in Ref. [19] for the wide-band limit.

## D. Transient decay after a switch

## 1. Mixing due to energy-dependent coupling

Our first application of the central result (93) concerns the transient time evolution of the quantum dot. This presents the simplest nontrivial extension of our example in Sec. II to the case of two modes with strong local Coulomb interaction and two reservoirs. The transient decay is caused by a switch between two values of the level position $\epsilon_{0} \rightarrow \epsilon$, as sketched in a simplified way with only one reservoir in Fig. 6.

Decay rates. We first consider the relaxation rates of the exponential decay of the state $\mid \rho(t))$ towards the stationary state $\mid z)$. Diagonalizing (93), we obtain the general expressions for

[^20]
(b)

FIG. 5. (a) Average dual occupation $n_{\mathrm{i}}$ [Eq. (101a)] for $T_{\mathrm{L}}=T_{\mathrm{R}}=0.1 U$ as a function of the level position $\epsilon$ relative to $\tilde{\mu}$ and the cross asymmetry $\Lambda_{-}$of the energy dependence of the coupling [Eq. (90)]. Left panels: moderate bias $|V|<U$. The sharp step between $n_{i}=0$ and 2 around $\epsilon-\tilde{\mu}=-U / 2$ is hardly affected by $\Lambda_{-}$, even for significant left-right coupling asymmetry $\Lambda_{+} \neq 0$ [Eq. (90)] due to the pairing effect in the dual system. Right panels: high bias $|V|>U$. An intermediate nonequilibrium regime $\mu_{\mathrm{R}}<\epsilon<\epsilon+U<\mu_{\mathrm{L}}$ appears in which the pairing effect is overcome. Without left-right coupling asymmetry $\left(\Lambda_{+}=0\right)$, the dual stationary probabilities are uniform so that on average $n_{i}=1$, even for large cross antisymmetry $\left|\Lambda_{-}\right|$. Pronounced deviations occur only when one many-body level is completely eliminated ( $\Lambda_{-} \approx \Lambda_{+}$for $\mu_{\mathrm{L}} \geqslant \mu_{\mathrm{R}}$ ). (b) Corresponding plots of the factor $\zeta$ in Eq. (94) which accounts for the relative number of available tunneling processes (Sec. VID 3). Upper panels: without left-right asymmetry $\Lambda_{+}=0$, positive cross asymmetry $\Lambda_{-}$extends the $\zeta=1$ regime. Here, an electron likely tunnels into an empty dot from the left reservoir ( $\Gamma_{\epsilon \mathrm{L}}>\Gamma_{\epsilon \mathrm{R}}$ ) with bias $\mu_{\mathrm{L}}>\epsilon$, but then remains there for a long time even though $\epsilon>\mu_{\mathrm{R}}$, thereby leading to a preferred single occupation $\left.\mid z\right)=\mid 1$ ). Likewise, $\Gamma_{U \mathrm{~L}}<\Gamma_{U \mathrm{R}}$ implies the same preference when $\epsilon+U$ lies in the bias window: one of two electrons on the dot tunnels out faster to the right then a second electron tunnels back into a single-occupied dot from the left. By complementary arguments, negative cross asymmetries $\Lambda_{-}$favor $\left.\mid z\right)=\mid 0$ ) or $\mid 2$ ), and thereby extend the $\zeta=\frac{1}{2}$ regime. Lower panels: positive left-right asymmetry $\Lambda_{+}$diminishes the effects of negative $\Lambda_{-}$.
the two involved decay rates for any system parameter values and for an arbitrary number of coupled reservoirs:

$$
\begin{equation*}
\gamma_{ \pm}=\frac{1}{2}\left[\gamma_{c}^{\mathrm{eff}}+\gamma_{p}^{\mathrm{eff}} \pm \sqrt{\left(\gamma_{p}^{\mathrm{eff}}-\gamma_{c}^{\mathrm{eff}}\right)^{2}+\Delta \Gamma^{2} \delta n_{\mathrm{i}}^{2}}\right] \tag{104}
\end{equation*}
$$

Due to the energy-dependent coupling, $\Delta \Gamma=\Gamma_{U}-\Gamma_{\epsilon}$, the modes are mixed and the amplitudes are mixed, causing their eigenvalues to repel each other. Remarkably, all nontrivial parameter ${ }^{31}$ dependence of the strength of this mode mixing is controlled by just one quantity, the dual charge fluctuations $\delta n_{\mathrm{i}}^{2}$ [Eq. (95a)]. This finding is a direct result of the dualitybased representation of the kernel (93). How this mixing behaves is straightforwardly understood based on the attractive physics of the dual model (Sec. VIC). For a moderate voltage bias $|V|<U$ between the two reservoirs, the sharp step $0 \leftrightarrow 2$ of $n_{\mathrm{i}}(\epsilon)$ for $|V|<U$ causes the dual fluctuation $\delta n_{\mathrm{i}}^{2} \sim n_{\mathrm{i}}\left(2-n_{\mathrm{i}}\right)$ [Eq. (95a)] to vanish except for a peak around the electron-pair resonance at $\epsilon+U / 2=\widetilde{\mu}$ in the dual system. Apart from this special level position, completely

[^21]unexpected from the point of view of the original repulsive model, there is negligible mixing between the effective decay rates in Eq. (104):
\[

$$
\begin{equation*}
\gamma_{ \pm} \approx \max / \min \left\{\gamma_{c}^{\mathrm{eff}}, \gamma_{p}^{\mathrm{eff}}\right\}+\mathcal{O}\left(\Delta \Gamma^{2} \delta n_{\mathrm{i}}^{2}\right) \tag{105}
\end{equation*}
$$

\]

To understand the physics underlying the effective rates $\gamma_{c}^{\text {eff }}, \gamma_{p}^{\text {eff }}$, let us first look at the mixing of the corresponding amplitudes.

Parity amplitude. In the wide-band limit, the effective "parity" rate (94a) reduces to $\gamma_{p}^{\text {eff }} \rightarrow \gamma_{p}=\Gamma$. This is indeed the decay rate for the mode given by the fermion-parity operator, and has been noted to depend only on the lump sum of couplings [18,77,84,91,92]. Beyond the wide-band limit, we find it to still be independent of the temperatures and chemical potentials for most system parameter values, except for $\epsilon$ close to the pair resonance (100) where the constant value changes from $\Gamma_{\epsilon}$ and $\Gamma_{U}$ due to the steplike behavior of $n_{\mathrm{i}}$ in Eq. (94). Away from this step, the only parameter dependence comes from the lump sums of, now energy-resolved, couplings $\Gamma_{\epsilon}$ or $\Gamma_{U}$ themselves.

In full agreement with $\gamma_{p}^{\text {eff }}$ being a decay rate to a good approximation, the corresponding left vector $\left(p^{\prime} \mid=\left(z_{\mathrm{i}}(-\mathbb{1})^{N} \mid\right.\right.$ is also still an approximate eigenvector of the kernel in this


FIG. 6. Sequences of tunneling processes between the quantum dot and the reservoir after a sudden upward (a) or downward (b) shift of $\epsilon_{0} \rightarrow \epsilon$ by a gate-voltage switch. The rate expressions (94) then give correspondingly $\gamma_{p}^{\text {eff }} \sim \Gamma_{U}$ (first electron out) and $\gamma_{c}^{\text {eff }} \sim \Gamma_{\epsilon}$ (second electron out) for $n_{\mathrm{i}} \approx 2$ (a), and $\gamma_{p}^{\text {eff }} \sim \Gamma_{\epsilon}$ (first electron in) and $\gamma_{c}^{\text {eff }} \sim \Gamma_{U}$ (second electron in) for $n_{\mathrm{i}} \approx 0$ (b). As before, the barrier thickness represents its transparency $\Gamma(E)$, the factor $\zeta \approx \frac{1}{2}$ in the final transitions, accounted for in $\gamma_{c}^{\text {eff }}$, stems from the fact that the tunneling electron may have only one out of two possible spin polarizations.
regime, up to corrections $\mathcal{O}\left(\Delta \Gamma^{2} \delta n_{\mathrm{i}}^{2}\right)$. Importantly, this fact can directly be read from the duality-based construction of the kernel (93), where the prefactor of the coupling of the parity mode to the charge mode is suppressed by exactly this small factor. Thus, much of what we know about the parity rate remarkably remains true as long as $V \leqslant U$, due to strong pairing effects in the dual model.

Charge amplitude. In contrast to the parity, the understanding of the "charge" mode needs to be revised. In the wide-band limit [19,91,92], the charge deviation $\left(c^{\prime} \mid=(N \mid-\right.$ $n_{z}(\mathbb{1} \mid$ is an exact left eigenvector of $W$ and, as a result, the time-dependent particle number $n(t)=(N \mid \rho(t))$ shows single exponential decay. For this reason, $\gamma_{c}^{\text {eff }}=\gamma_{c}=\zeta \Gamma$ has been referred to as "charge decay rate." We now find that for energy-dependent couplings, the covector ( $c^{\prime} \mid$ mixes with ( $p^{\prime} \mid$ to an extent that grows linearly in $\Delta \Gamma /\left(\Gamma_{\epsilon}+\Gamma_{U}\right)$, and that is not suppressed by the factor $\delta n_{\mathrm{i}}^{2}$ [see again the revealing form of the kernel (93)]. In contrast to the parity amplitude $\left(z_{\mathrm{i}}(-\mathbb{1})^{N}\right.$ I, the mixing is thus sizable for most system-parameter values. This rules out any interpretation of $\gamma_{c}^{\text {eff }}$ as an effective "charge" rate, despite our tentative labeling by the index $c$.

Finally, considering the nonequilibrium regime $\mu_{\mathrm{R}}<\epsilon<$ $\epsilon+U<\mu_{\mathrm{L}}$ at large $|V|>U$, even the parity rate can no longer be understood as in the wide-band limit. In particular, for small cross asymmetry $\left|\Lambda_{-}\right| \ll 1$, the stationary probabilities of the original and dual model are both uniform and thus coincide, $\left.\mid z) \approx \mid z_{\mathrm{i}}\right)\left(P_{0}=P_{2}=\frac{1}{4}\right.$ but $P_{1}=P_{\uparrow}+P_{\downarrow}=$ $\frac{1}{2}$ due to spin). This implies large nonequilibrium dual charge fluctuations $\delta n_{\mathrm{i}}^{2} \sim 1$ around the average $n_{\mathrm{i}}=1$, causing the
exact decay rates $\gamma_{ \pm}$[Eq. (104)] to strongly differ ${ }^{32}$ from the effective rates $\gamma_{c}^{\text {eff }}$ and $\gamma_{p}^{\text {eff. We note that in this regime, the }}$ overlap $\left(z_{\mathrm{i}} \mid z\right)$ of the dual stationary state with the stationary state is maximal: the general upper bound (76) set by duality and detailed balance is saturated, ${ }^{33}$ an indication that $\left|z_{\mathrm{i}}\right|$ can no longer define a maximally unstable initial state.

## 2. Maximally unstable state and steps toward stationarity

From the previous subsection, it is clear that the physics underlying the decay rates in the wide-band limit according to Refs. [91,92] need to be reconsidered, in particular for the effective rate $\gamma_{c}^{\text {eff }}$. We focus on the regime $|V|<U$ where one can associate $\gamma_{p}^{\text {eff }}, \gamma_{c}^{\text {eff }}$ with the specific transitions during the transient decay towards the stationary state $\left.\lim _{t \rightarrow \infty} \mid \rho(t)\right)=\mid z$.

The key idea is that any nonstationary initial state $\mid \rho(0))$ is unstable with respect to the tunneling of electrons. Since the quantum dot can host at most two electrons, the stationary state $\mid z)$ can be reached from any initial state $\mid \rho(0)$ ) by the tunneling of either one or two electrons in sequence. As noted in general, the dual stationary state $\left.\mid z_{i}\right)$ corresponds to the most unstable initial state relative to $\mid z$ ) [Eq. (78) and text below]. In particular for $U \gg T$, if $\rho(0)=z_{\mathrm{i}}$ is initially prepared, then on average more than one electron sequentially tunnel in/out to reach the stationary state $\mid z$ ).

This determines how strongly the rate $\gamma_{p}^{\text {eff }}$ influences the transient evolution: the amplitude function $\left(p^{\prime} \mid \rho(0)\right)$ of $\exp \left(-\gamma_{p}^{\text {eff }} t\right)$ compares an arbitrary initial state with the most unstable one since ( $p^{\prime} \mid \approx\left(z_{\mathrm{i}} \mid\right.$ by Eq. (96). Duality makes clear why this is a good approximation for $|V|<U$ : due to the attractive interaction governing the dual stationary state, $\left(z_{i}(-\mathbb{1})^{N} \mid \approx\left(z_{i} \mid\right.\right.$ projects mostly on either the empty or doubly occupied state [Eq. (96)]. The decay rate $\gamma_{p}^{\text {eff }}$ thus only appears with significant amplitude when $\left.\mid \rho(0)) \approx \mid z_{\mathrm{i}}\right)=\mid 0$ ) or $\mid 2)$, respectively. In agreement with this, corrections in Eq. (96) are important only when the charge can fluctuate in the dual system $\left(\sim \delta n_{\mathrm{i}}^{2}\right)$.

In Fig. 6, we illustrate the decay to a stationary state for which two electrons are required to tunnel on average: in this case, the rate $\gamma_{p}^{\text {eff }}\left(\gamma_{c}^{\text {eff }}\right)$ is always tied to the first (final) electron tunneling due to their opposite ordering of the weights $n_{\mathrm{i}} / 2$ and $\left(2-n_{\mathrm{i}}\right) / 2$ [Eq. (94)]. Thus, instead of being associated with the decay of a particular dot observable, the effective rates $\gamma_{c}^{\text {eff }}, \gamma_{p}^{\text {eff }}$ rather represent the average effect of the first and final tunneling event in the temporal sequence of tunneling events on $\rho(t)$.

A possible source of confusion in Fig. 6(b) is that the contribution to $n(t)=(N \mid \rho(t))$ of the final transition $\sim \exp \left(-\gamma_{c}^{\text {eff }} t\right)$ decays much faster than of the first one $\sim \exp \left(-\gamma_{p}^{\text {eff }} t\right)$. This does not mean that causality is broken. The faster decaying contribution rather reflects that transport is correlated: the decay $n(t) \rightarrow 2\left[1-\exp \left(-\gamma_{p}^{\text {eff }} t\right)\right]$ hinges

[^22]on average on the first tunneling event, the second electron following almost immediately on the scale given by the rate $\gamma_{p}^{\text {eff }}$ of the first (bunching).

For $|V|>U$ in the nonequilibrium regime $\mu_{\mathrm{R}}<\epsilon<\epsilon+$ $U<\mu_{\mathrm{L}}$, there is no simple relation between the decay rates and individual transitions towards stationarity. Also in this regime, this becomes clear from duality. Namely, tunneling processes in the attractive dual model are able to undo the pairing effects by inducing large charge fluctuations $\delta n_{\mathrm{i}}^{2} \sim 1$, and this correlates with the mixing of the decay rates $\gamma_{p}^{\text {eff }}$ and $\gamma_{c}^{\text {eff }}$ due to energy-dependent coupling [Eq. (104) ff.].

## 3. Number of available decay processes

As long as the above, temporal distinction can be made, the factor $\zeta$ [Eq. (94c)] accounts for the number of available processes in the second transition [rate $\gamma_{c}^{\text {eff }}$, Eq. (94b)] towards the stationary state $\mid z$ ). To demonstrate this, Fig. 5(b) shows $\zeta$ as we vary the level position $\epsilon$ and the energy dependence of the coupling. For moderate bias $|V| \leqslant U$ (left panels) there are three regimes visible which differ by the final state $\mid z$ ) of the transient decay.
$\zeta \approx \frac{1}{2}$ (white): Reaching the final state $\left.\mid z\right) \approx \mid 2$ ) or $\mid 0$ ) always requires a final transition from $\mid 1$ ) with rate $\gamma_{c}^{\text {eff }} \sim \Gamma_{U}$ $\left(\Gamma_{\epsilon}\right)$. Since this final transition starts in one definite spin state out of two possible spin states, only a fraction $\zeta \approx \frac{1}{2}$ of the available processes contribute by spin conservation relative to a process starting from a zero-spin state.
$\zeta \approx 1$ (red): The final state $\mid z) \approx \mid 1$ ) is reached on average after at most one tunneling transition. In this case, the $\gamma_{p}^{\text {eff }}$ decay has negligible amplitude since there is only one final transition, leaving only the decay with rate $\gamma_{c}^{\text {eff }} \approx \Gamma_{\epsilon}\left(\Gamma_{U}\right)$ when starting from $\mid \rho(0)) \approx \mid 0$ ) or $\mid 2$ ). Here, $\zeta \approx 1$ reflects that tunneling of either spin polarization contributes.
$\frac{1}{2}<\zeta<1$ (orange): In this regime, $\mid z$ ) is a mixture of $\mid 1)$ and either $\mid 0$ ) or $\mid 2$ ) due to thermal broadening and nonequilibrium, resulting in intermediate values between the two previous cases.

Finally, we turn to large biases $|V| \geqslant U$ [right panels in Fig. 5(b)] and $\mu_{\mathrm{R}}<\epsilon<\epsilon+U<\mu_{\mathrm{L}}$, where the clear temporal association between decay rates and tunneling processes breaks down. Here, a fourth regime appears:
$\zeta \approx 0$ (blue). As $\Lambda_{-} \rightarrow-1$, the vanishing of $\zeta$ causes the rate $\gamma_{c}^{\text {eff }}$ to vanish, i.e., an approximate second zero eigenvalue emerges. This reflects that the singly occupied state |1) becomes a quasistationary state ${ }^{34}$ with vanishing charge fluctuation. The reason is that in the limit $\Gamma_{U \mathrm{~L}}, \Gamma_{\epsilon \mathrm{R}} \rightarrow 0$, a single particle that is on the dot can neither escape to the right nor be accompanied by a second particle from the left.

## E. Stationary charge and energy transport in linear response

Our second application of the central result (93) concerns stationary thermoelectric transport in linear response. In the wide-band limit, the fermionic duality has also been used to analyze this problem [20], simplifying the analysis of the

[^23]linear and nonlinear response of the particle current $I_{N}$ and heat current $J$ through the quantum dot to the applied voltage $-V=\mu_{\mathrm{L}}-\mu_{\mathrm{R}}$ and temperature gradient $\Delta T=T_{\mathrm{L}}-$ $T_{\mathrm{R}}$. Using rate equations, these currents have been obtained by separately considering the corresponding flow from the reservoir $\alpha=\mathrm{L}, \mathrm{R}$ into the $\operatorname{dot}^{35}$ :
\[

$$
\begin{align*}
I_{\mathrm{N}}^{\alpha} & =\left(N\left|W_{\alpha}\right| z\right), \quad I_{\mathrm{E}}^{\alpha}=\left(H\left|W_{\alpha}\right| z\right)  \tag{106a}\\
J^{\alpha} & =I_{\mathrm{E}}^{\alpha}-\mu_{\alpha} I_{\mathrm{N}}^{\alpha} \tag{106b}
\end{align*}
$$
\]

Here, we extend this analysis to energy-dependent coupling, focusing entirely on the linear Seebeck coefficient $S=$ $\lim _{V, \Delta T \rightarrow 0} V /\left.\Delta T\right|_{I_{N}=0}$, the voltage $V$ required to compensate a particle current induced by a temperature gradient $\Delta T$, and the linear thermal conductance $K=\lim _{V, \Delta T \rightarrow 0} J /\left.\Delta T\right|_{I_{N}=0}$ in absence of a net charge current.

## 1. Coefficients in the wide-band limit

As a reference, we start from the duality-based expressions of these quantities in the wide-band limit, as obtained by Ref. [20]:

$$
\begin{align*}
S_{\mathrm{WBL}} T & =\epsilon-\mu+\frac{2-n_{\mathrm{i}, \mathrm{eq}}}{2} U, \\
K_{\mathrm{WBL}} & =\frac{\Gamma_{\mathrm{L}} \Gamma_{\mathrm{R}}}{\Gamma} \frac{U^{2}}{4 T^{2}} \delta n_{z, \mathrm{eq}}^{2} \delta n_{\mathrm{i}, \mathrm{eq}}^{2} \tag{107}
\end{align*}
$$

Regarding the Seebeck coefficient $S$, this shows that the only contribution from the strong Coulomb interaction is governed by the equilibrium average $n_{\mathrm{i}, \mathrm{eq}}$ of the dual stationary particle number. Based on duality, it is immediately quantitatively clear that this leads to the experimentally observed [103105] sawtoothlike step as function of the level position, right around $\epsilon-\mu=-U / 2$ where $n_{\mathrm{i}}$ jumps sharply between 0 and 2 [Fig. 5(a)]. In Ref. [20], we compare this interpretation with the usual explanation of this effect $[78,79]$.

The behavior of the linear thermal conductance $K$ gives, according to Eq. (107), an even more interesting twist to the theoretical explanations from earlier studies [80,106]. Whereas the fluctuation-dissipation theorem dictates that the electrical conductance $G \sim \delta n_{z, \text { eq }}^{2}$ is proportional to the equilibrium charge fluctuations $\delta n_{z, \mathrm{eq}}^{2}$, the heat conductance $K$ [Eq. (107)] is additionally proportional to the dual fluctuations $\delta n_{\mathrm{i}, \mathrm{eq}}^{2}$. In fact, the latter fluctuations dominate the former since the sharply peaked behavior of $\delta n_{\mathrm{i}, \mathrm{eq}}^{2}$ around $\epsilon-\mu=-U / 2$ deduced from Eq. (95a) suppresses any feature of the regular Coulomb resonances in the fluctuations $\delta n_{z, \text { eq }}^{2}$ (see Ref. [20]).

One might suspect that the above surprising qualitative and quantitative insights critically depend on the assumed wideband limit. Using our linear-response formula (19) together with $2 \times 2$ kernel matrix (93), we now show that this is not the case. The key is that precisely by avoiding brute-force derivatives of nonequilibrium quantities, we can again express all parameter dependencies of the transport quantities other than the couplings compactly in terms of the equilibrium charge $n_{z, \mathrm{eq}}$ and its dual $n_{\mathrm{i}, \mathrm{eq}}$, as well as their fluctuations. As

[^24]these quantities do not depend on $\Gamma_{\epsilon \alpha}, \Gamma_{U \alpha}$ at equilibrium, this enables us in the following to analyze the effect of the energy-dependent couplings separately from the environment statistics entering $n_{z, \text { eq }}, n_{\mathrm{i}, \mathrm{eq}}$.

## 2. Seebeck coefficient beyond wide band

As in the wide-band limit, the Seebeck coefficient for energy-dependent couplings can be expressed as a characteristic energy $E_{\text {eq }}=S T$ consisting of the excess energy of the quantum-dot level $\epsilon-\mu$ plus an interaction contribution with nontrivial $\epsilon$ dependence:

$$
\begin{align*}
S T & =\epsilon-\mu+\frac{\frac{2-n_{\mathrm{i}, \mathrm{eq}}}{2} \frac{\Gamma_{U L} \Gamma_{U \mathrm{R}}}{\Gamma_{U}}}{\frac{n_{\mathrm{i}, \mathrm{eq}}}{2} \frac{\Gamma_{\epsilon L} \Gamma_{\epsilon \mathrm{R}}}{\Gamma_{\epsilon}}+\frac{2-n_{\mathrm{i}, \mathrm{e}}}{2} \frac{\Gamma_{U L} \Gamma_{U \mathrm{R}}}{\Gamma_{U}}} U \\
& =\epsilon-\mu+\frac{(1+\Lambda)\left(2-n_{\mathrm{i}, \mathrm{eq}}\right)}{(1-\Lambda) n_{\mathrm{i}, \mathrm{eq}}+(1+\Lambda)\left(2-n_{\mathrm{i}, \mathrm{eq}}\right)} U \tag{108}
\end{align*}
$$

The energy dependence of the couplings is entirely captured by the single coupling-asymmetry factor

$$
\begin{equation*}
\Lambda=\frac{\tau_{\epsilon}-\tau_{U}}{\tau_{\epsilon}+\tau_{U}} \tag{109}
\end{equation*}
$$

determined by the net timescales $\tau_{\epsilon}=\frac{1}{\Gamma_{\epsilon \mathrm{L}}}+\frac{1}{\Gamma_{\epsilon \mathrm{R}}}$ and $\tau_{U}=$ $\frac{1}{\Gamma_{U L}}+\frac{1}{\Gamma_{U \mathrm{UR}}}$ for tunneling at energy $\epsilon$ and $\epsilon+U$, respectively. These times are dominated by the slowest process, and, when multiplied by the temperature $T$, can be understood as quantifying the highest effective tunneling resistance. In particular, these times enter Eq. (109) such that a left-right asymmetry in the junction alone does not lead to a nonzero $\Lambda$. Thus, in the linear regime, only an asymmetry in the energy dependence of the couplings matters. This is in contrast to the nonlinear regime analyzed above [Eq. (101)], where the (energydependent) couplings to different reservoirs contribute with different weights.

More explicitly, while we recover the wide-band limit result (107) for $\Lambda=0$, a strong energy asymmetry $\Lambda \rightarrow \pm 1$ effectively suppresses one of the two Coulomb resonances, making the dependence of $S$ on $\epsilon$ purely linear. The value of $S T$ then coincides with the single many-body energy that effectively remains, meaning $S T \approx \epsilon$ for $\Lambda \rightarrow-1$ or $S T \approx$ $\epsilon+U$ for $\Lambda \rightarrow+1$.

At intermediate asymmetries $0<|\Lambda|<1$, the sharp step in $n_{\mathrm{i}, \mathrm{eq}}(\epsilon)$ enters the behavior of the Seebeck coefficient, as plotted in Fig. 7 with $\epsilon-\mu$ and $\Lambda$ as independent parameters. For low $T / U=0.1$ (left panels), the width and shape of this sawtooth step are hardly affected. The only effect of finite-energy asymmetry, even up to sizable $|\Lambda|$, is that the central root $S=0$ shifts away from its position in the wideband limit $\epsilon \rightarrow \mu-U / 2$ by an amount $\Delta \epsilon_{S}$. Analytically, we obtain this shift by first solving $S=0$ for $\Lambda(\epsilon)$ to find $\Lambda \sim$ $\left(\epsilon-\mu+\frac{U}{2}\right)+\mathcal{O}\left[\left(\epsilon-\mu+\frac{U}{2}\right)^{3}\right]$, and by then inverting the result. This shows that the electron-hole symmetry breaking is approximately linear in $\Lambda$ :

$$
\begin{equation*}
\frac{\Delta \epsilon_{S}}{U} \approx \frac{1}{2}\left[\frac{U}{4 T}\left[1+\tanh \left(\frac{U}{4 T}\right)\right]-1\right]^{-1} \times \Lambda \tag{110}
\end{equation*}
$$



FIG. 7. Linear Seebeck coefficient $S$ [Eq. (108)] and thermal conductance $K$ [Eq. (112)] as a function of the level position $\epsilon$ and the coupling asymmetry $\Lambda$ [Eq. (109)]. The physical scale of the heat conductance $K_{0}$ is defined in Eq. (112). We have furthermore divided $K$ by the fluctuations $\delta n_{z, \mathrm{eq}}^{2}$ since these are strongly suppressed between the Coulomb resonances, and otherwise add very little structure to the resonant behavior of $K(\epsilon)$.

The estimate holds up to $\Lambda \sim 0.9$ in the plot for $T / U=$ 0.1 (white line feature), which corresponds to an order of magnitude in the coupling ratio $\Gamma_{U} / \Gamma_{\epsilon}$.

We conclude that the energy dependence of the coupling does not prevent the pairing physics of the dual attractive model from dominating the observable properties of the original model of interest, which here leads to the sharp step in $S(\epsilon)$. This is also consistent with our observations in Fig. 5 for $T=U / 10$.

The right panels in Fig. 7 show the effect of an increased temperature $T / U=0.2$. As long as the sawtooth step is present, it remains relatively sharp with the effective $T / 2$ broadening [20] of the dual charge $n_{\mathrm{i}}$ [Eq. (102c)]. However, the step disappears already for smaller asymmetries $|\Lambda| \gtrsim$ 0.5 , i.e., coupling ratios $\Gamma_{U} / \Gamma_{\epsilon} \gtrsim 3$ or $\Gamma_{U} / \Gamma_{\epsilon} \lesssim 1 / 3$. This agrees with Eq. (110) indicating that the factor at which the shift $\Delta \epsilon_{S}$ linearly increases with $\Lambda$ is a function of $U / 4 T$; it means that a temperature increase $T=U / 10 \rightarrow$ $2 T=U / 5$ almost corresponds to an order of magnitude in this ratio. In fact, for large enough temperatures, the central root even merges with one of the $T$-broadened roots close to the Coulomb resonances $\epsilon-\mu=0,-U$ at a threshold asymmetry $0<\left|\Lambda_{\text {th }}\right| \leqslant 1$. We can estimate this threshold by the solution of $\Delta \epsilon_{S} / U \approx \pm(1 / 2-T / U)$, with Eq. (110) yielding $\left|\Lambda_{\mathrm{th}}\right| \approx 0.8$ for $T=0.2 U$, which is in reasonable agreement with Fig. 7. Physically speaking, the above observed $T$ dependence reflects that rising temperatures tend to average the contributions from the two Coulomb resonances $\epsilon-\mu=0,-U$ over a wider range of level positions. This enhances the effect of energy asymmetries $\Lambda \neq 0$ favoring processes at either resonance, and hence of the effective single-resonance behavior of $S$ in the limit $|\Lambda| \rightarrow 1$.

Next, we note that while Fig. 7 treats the asymmetry $\Lambda$ as an independent parameter, and thereby gives a useful overview of all the possible effects of energy-dependent coupling, $\Lambda$ actually depends on $\epsilon$ through the energy profiles of the tunnel barriers $\Gamma_{\epsilon \alpha}$ and $\Gamma_{U \alpha}$ [Eq. (88)]. We see, for instance, that if both junctions $\alpha$ are coupled with an exponential energy profile $\Gamma_{\alpha}(E) \propto e^{\left(E-E_{0}\right) / D}$, as, e.g., assumed in Refs. [28,107], this corresponds to an energy-asymmetry factor $\Lambda=\tanh (U / 2 D)$ which is independent of $\epsilon$ and profile parameter $E_{0}$. The independent variation of $\Lambda$ that we have assumed in the discussion so far then practically corresponds to varying $D$. Note that in the case of a (near) exponential energy profile and a known $U$, an estimate of the tunnel barrier energy-profile parameter $D$ is possible from a measurement of $S$. Namely, the Seebeck coefficient in the middle between the two Coulomb resonances $\epsilon-\mu=0,-U$ directly gives the value of the energy-asymmetry factor at that energy:

$$
\begin{equation*}
\left.\Lambda\right|_{\epsilon=\mu-U / 2}=\left.2 \frac{S T}{U}\right|_{\epsilon=\mu-U / 2} \tag{111}
\end{equation*}
$$

We stress that this simple result is not due to particle-hole symmetry, which is broken for $\Lambda \neq 0$. It arises due to the simplifications incurred by the fermionic duality.

If the energy profile is instead assumed to be linear [2,108], $\Gamma_{\alpha}(E) \propto\left(E-E_{0}\right) / D$ for both $\alpha$, then $\Lambda(\epsilon)=$ $\left[2\left(\epsilon-E_{0}\right) / U+1\right]^{-1}$. Experimentally varying $\epsilon$ in this subexponential case, we traverse a curve $(\epsilon, \Lambda(\epsilon))$ in Fig. 7 starting at $\Lambda(\epsilon=0) \neq 0$ and bending towards $\Lambda \rightarrow 0$ for $\pm\left(\epsilon-E_{0}\right) \gg U$. For the opposite case of superexponential energy dependence, the asymptotes instead tend to $|\Lambda| \rightarrow 1$, with the sign depending on the precise function.

## 3. Thermal conductance beyond wide-band limit

The result for the thermal conductance beyond the wideband limit reads as

$$
\begin{align*}
K & =\frac{\frac{\Gamma_{\epsilon \mathrm{L}} \Gamma_{\epsilon \mathrm{R}}}{\Gamma_{\epsilon}} \times \frac{\Gamma_{U \mathrm{~L}} \Gamma_{U \mathrm{R}}}{\Gamma_{U}}}{\frac{n_{\mathrm{i}, \mathrm{eq}}}{2} \frac{\Gamma_{\epsilon \mathrm{L}} \Gamma_{\epsilon \mathrm{R}}}{\Gamma_{\epsilon}}+\frac{2-n_{\mathrm{ieq}}}{2} \frac{\Gamma_{U \mathrm{~L}} \Gamma_{U \mathrm{R}}}{\Gamma_{U}}} \frac{U^{2}}{4 T^{2}} \delta n_{z, \mathrm{eq}}^{2} \delta n_{\mathrm{i}, \mathrm{eq}}^{2} \\
& =K_{0} \frac{(1-\Lambda)(1+\Lambda)}{(1-\Lambda) n_{\mathrm{i}, \mathrm{eq}}+(1+\Lambda)\left(2-n_{\mathrm{i}, \mathrm{eq}}\right)} \delta n_{z, \mathrm{eq}}^{2} \delta n_{\mathrm{i}, \mathrm{eq}}^{2} . \tag{112}
\end{align*}
$$

It is plotted in the lower panels in Fig. 7 as function of $\epsilon$ and $\Lambda$ for the same parameter sets as above. Note that in the figure, we have already scaled $K$ by the fluctuations $\delta n_{z, \text { eq }}^{2}$, realizing from the above discussion that $\delta n_{z, \text { eq }}^{2}$ mostly leads to an overall suppression of $K$ while not adding any features to $K(\epsilon)$ as long as $U \gg T$.

The main observation is that the peak in $K$ obtained in the wide-band limit persists with some modifications. Regarding the effect of the energy-dependent couplings, we note that it enters the heat conductance in two ways. First, it sets the overall scale of the peak

$$
\begin{equation*}
K_{0}=\left(\frac{1}{\tau_{\epsilon}}+\frac{1}{\tau_{U}}\right) \times\left(\frac{U}{2 T}\right)^{2} \tag{113}
\end{equation*}
$$

The addition of inverse tunneling times $\tau_{\epsilon}$ and $\tau_{U}$, dominated by the fastest process, supports the picture of two parallel
transport channels that is, e.g., illustrated in Ref. [20]; it highlights that the thermal conductance in a weak-coupling situation is entirely due to Coulomb interaction and can be understood as a two-particle resonance in the inverted model. We hence again observe the above-mentioned "twist" in the explanation for the parameter dependence of $K$.

The second way in which energy-dependent couplings affect the thermal conductance is through the fraction next to $K_{0}$ in Eq. (112); it both shifts and suppresses the peak generated by the dual fluctuation $\delta n_{\mathrm{i}, \mathrm{eq}}^{2}$ as seen in Fig. 7. To understand the suppression, we note that the dual fluctuation has its maximum as function of $\epsilon$ when $n_{\mathrm{i}, \mathrm{eq}} \approx 1$. Thus, for moderate peak shifts, the denominator in Eq. (112) remains constant and leaves the numerator $1-\Lambda^{2}$ to suppress the peak amplitude.

What remains to be analyzed is thus how much the peak is shifted for growing asymmetries $|\Lambda|>0$ and different temperatures. Similar to the shift of the central root of the Seebeck coefficient $S$, Fig. 7 suggests an approximately linear relation between $\Lambda$ and the peak-position shift $\Delta \epsilon_{K}$ of $K /\left(K_{0} \delta n_{z, \text { eq }}^{2}\right)$ away from the wide-band position $\epsilon-\mu=-U / 2$. Indeed, by solving $\partial_{\epsilon}\left[K /\left(K_{0} \delta n_{z, \text { eq }}^{2}\right)\right]=0$ for $\Lambda$ and proceeding as for the Seebeck coefficient, we obtain the simple relation

$$
\begin{equation*}
\frac{\Delta \epsilon_{K}}{U} \approx \frac{1}{2} \times \frac{2 T}{U} \times\left[1-f\left(\frac{U}{2 T}\right)\right] \times \Lambda \tag{114}
\end{equation*}
$$

with $f(x)=[\exp (x)+1]^{-1}$. The shift is a function of $U / 2 T$, eventually increasing $\left|\Delta \epsilon_{K}\right|$ for a fixed $\Lambda$ at higher temperatures, in agreement with Fig. 7. However, the shift is not as pronounced as the shift of the Seebeck coefficient $S$, the latter being instead a function of $U / 4 T$. For instance, Eq. (114) gives $\Delta \epsilon_{K} / U \approx 0.1 \Lambda$ for $T=0.1 U$ and $\Delta \epsilon_{K} / U \approx 0.2 \Lambda$ for $T=0.2 U$. Physically, this again reflects that $K$ cannot be tied to a single Coulomb resonance. Therefore, the effect of a finite-energy asymmetry $\Lambda \neq 0$ favoring either of the two Coulomb resonances $\epsilon-\mu=0$ or $-U$ is less pronounced than for the Seebeck coefficient.

In conclusion, despite the challenge of dealing with many parameters $\left(\epsilon, U, T, V, \Delta T, \Gamma_{\epsilon \alpha}, \Gamma_{U \alpha}\right)$, the fermionic duality enabled a transparent derivation and complete physical analysis of the linear thermoelectric effects in a strongly interacting quantum dot for any energy profile of the coupling.

## VII. SUMMARY AND OUTLOOK

In this paper, we have extended the recently discovered fermionic duality relation in two ways, by allowing for strong energy dependence of the system-reservoir coupling matrix and by accounting for the full density matrix of probabilities and coherences. Most importantly, our results confirm that both the techniques and insights of the earlier developed fermionic duality [18-20] extend far beyond the wide-band limit. This promotes it further to a general tool for significantly simplifying quantum transport calculations for strongly interacting systems.

In particular, we have obtained insight into the spectrum of eigenvalues and eigenvectors of general fermionic quantum master equations. We therefore exploit a mapping between two systems related by our duality, which have energies with opposite signs, in particular for the strong interactions,
allowing pairing effects in one system to explain physical parameter dependencies in the other. We also established an explicit formula relating the stationary states of a fermionic rate equation for such two related models when additionally detailed balance holds (Kolmogorov criterion), even at large voltage and/or thermal bias.

We applied our approach to a strongly interacting quantum dot and clearly identified the effects specific to the breakdown of the wide-band-limit approximation. Importantly, we achieved this directly on the level of the time-evolution kernel of rate equations, before computing final expression for the decay rates, modes, amplitudes, and transport quantities of interest.

For the transient decay induced by an instant switch of the energy level of a quantum dot coupled to reservoirs, we showed that the mixing of wide-band-limit decay rates is highly confined: it appears only at parameters where the attractive dual quantum dot shows a resonance due to electron pairing. The corresponding mixing of eigenvectors can nevertheless be strong. For example, the so-called "charge" mode becomes a completely ill-defined concept beyond the wide-band limit due to strong interaction effects. Remarkably, despite the strong energy dependence of the coupling, one of the exact time-evolution amplitudes remains very close to the "parity" amplitude in the wide-band limit, which could be rationalized by fermionic duality.

For linear thermoelectric transport through the quantum dot we derived simple analytic formulas for the Seebeck and Fourier-heat coefficients that clearly distinguish the quantumstatistical effects from those due to the energy dependence of the couplings. This allowed us to quantify and physically understand how and why the breaking of electron-hole symmetry affects these observables in different ways, when going far beyond the wide-band limit.

As an outlook, we foresee that insights obtained by combining detailed balance and fermionic duality, in this paper limited to discrete, classical open systems, should be generalizable to quantum systems under quantum detailed balance [11,109]. It will furthermore be of interest [110,111] for the future whether fermionic duality can be usefully formulated for setups in which both energy-dependent couplings and higher-order tunneling effects are crucial.

## ACKNOWLEDGMENTS

We acknowledge discussions with R. Saptsov, N. Dittmann, M. Kataoka, J. Fletcher, and financial support of the Deutsche Forschungsgemeinschaft (RTG 1995) (M.W., J.Sp.), the Swedish Research Council (VR) and the Knut and Alice Wallenberg foundation (J.Sc., J. Sp.).

## APPENDIX A: STATE LINEARIZATION BEYOND THE WIDE-BAND LIMIT

We here prove the state linearization formula (19) from the main text:

$$
\begin{equation*}
\left.\left.\partial_{x} \mid m_{0}\right) \left.\left.\right|_{\mathrm{eq}}=\left.\left.\frac{1}{W}\right|_{\mathrm{eq}} \sum_{\alpha} W_{\alpha}\right|_{\mathrm{eq}} \partial_{x} \right\rvert\, m_{0, \alpha}\right)\left.\right|_{\mathrm{eq}} . \tag{A1}
\end{equation*}
$$

The starting point is the lead sum (16),

$$
\begin{equation*}
W=\sum_{\alpha} W_{\alpha} \tag{A2}
\end{equation*}
$$

with reservoir index $\alpha$. Furthermore, we assume a nondegenerate eigenvalue 0 for $W$ and at least one eigenvalue 0 for each $W_{\alpha}$. This implies that there is only one stationary state $\left.\mid m_{0}\right)$ and at least one reservoir-resolved stationary state $\left|m_{0, \alpha}\right\rangle$ fulfilling

$$
\begin{equation*}
\left.\left.W \mid m_{0}\right)=0, \quad W_{\alpha} \mid m_{0, \alpha}\right)=0 \tag{A3}
\end{equation*}
$$

Finally, we assume that each reservoir $\alpha$ has at least one stationary state $\left.\mid m_{0, \alpha}\right)$ that equals $\left.\mid m_{0}\right)$ at equilibrium:

$$
\begin{equation*}
\left.\left.\left.\mid m_{0}\right)\left.\right|_{\mathrm{eq}}=\mid m_{0, \alpha}\right)\left.\right|_{\mathrm{eq}} \equiv \mid m_{0, \mathrm{eq}}\right) \quad \forall \alpha . \tag{A4}
\end{equation*}
$$

The nondegenerate zero eigenvalue for $W$ implies that a nonHermitian, reflexive generalized inverse $W^{-1}$ exists $[81,82]$ such that

$$
\begin{equation*}
\left.\frac{1}{W} W=W \frac{1}{W}=\mathcal{I}-\mid m_{0}\right)(\mathbb{1} \mid \tag{A5}
\end{equation*}
$$

The right-hand side projects onto the space orthogonal to the left and right zero spaces. If $W$ is diagonalizable, this generalized inverse written in our notation [Eq. (38)] reads as

$$
\begin{equation*}
\left.\left.\frac{1}{W}=\sum_{k>0} \frac{1}{\lambda_{k}} \right\rvert\, m_{k}\right)\left(a_{k} \mid\right. \tag{A6}
\end{equation*}
$$

Linearizing the first equation in (A3),

$$
\begin{equation*}
\left.\left.\left.0=\partial_{x}\left[W \mid m_{0}\right)\right]\left.\left.\right|_{\mathrm{eq}} \stackrel{(A 3)}{\stackrel{(A 3)}{\bar{A}}}\left[\partial_{x} W\right]\right|_{\mathrm{eq}} \mid m_{0, \mathrm{eq}}\right)+\left.W\right|_{\mathrm{eq}} \partial_{x} \mid m_{0}\right)\left.\right|_{\mathrm{eq}} \tag{A7}
\end{equation*}
$$

we insert Eq. (A2) to obtain

$$
\begin{equation*}
\left.\left.\left.W\right|_{\mathrm{eq}} \partial_{x} \mid m_{0}\right)\left.\right|_{\mathrm{eq}} \stackrel{(A 7)}{(\underset{A}{A} 2)}-\left.\sum_{\alpha}\left[\partial_{x} W_{\alpha}\right]\right|_{\mathrm{eq}} \mid m_{0, \mathrm{eq}}\right) . \tag{A8}
\end{equation*}
$$

Applying the generalized inverse from the left, we use

$$
\begin{equation*}
\left.\left(\mathbb{1}\left|\partial_{x}\right| m_{0}\right)\right|_{\mathrm{eq}}=\left.\partial_{x} \underbrace{\left(\mathbb{1} \mid m_{0}\right)}_{=1}\right|_{\mathrm{eq}}=0, \tag{A9}
\end{equation*}
$$

to advance to

$$
\begin{align*}
{\left.\left.\left.\left[\frac{1}{W} W\right]\right|_{\mathrm{eq}} \partial_{x} \right\rvert\, m_{0}\right)\left.\right|_{\mathrm{eq}} } & \left.\stackrel{(\mathrm{~A} 5)}{=}\left[\mathcal{I}-\mid m_{0, \mathrm{eq}}\right)(\mathbb{1} \mid] \partial_{x} \mid m_{0}\right)\left.\right|_{\mathrm{eq}} \\
& \left.\stackrel{(\mathrm{~A} 9)}{=} \partial_{x} \mid m_{0}\right)\left.\right|_{\mathrm{eq}} . \tag{A10}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\left.\left.\partial_{x} \mid m_{0}\right) \left.\left.\right|_{\mathrm{eq}} \underset{(\mathrm{~A} 10)}{\stackrel{(\mathrm{A} 8)}{=}}-\left.\left.\frac{1}{W}\right|_{\mathrm{eq}} \sum_{\alpha}\left[\partial_{x} W_{\alpha}\right]\right|_{\mathrm{eq}} \right\rvert\, m_{0, \mathrm{eq}}\right) \tag{A11}
\end{equation*}
$$

Repeating the above procedure with the second equation in (A3), we find

$$
\begin{align*}
{\left.\left.\left[\partial_{x} W_{\alpha}\right]\right|_{\mathrm{eq}} \mid m_{0, \mathrm{eq}}\right) } & \left.\left.\stackrel{(\mathrm{A} 4)}{=} \partial_{x}\left[W_{\alpha} \mid m_{0, \alpha}\right)\right]\left.\right|_{\mathrm{eq}}-\left.W_{\alpha}\right|_{\mathrm{eq}} \partial_{x} \mid m_{0, \alpha}\right)\left.\right|_{\mathrm{eq}} \\
& \left.\stackrel{(\mathrm{~A} 3)}{=}-\left.W_{\alpha}\right|_{\mathrm{eq}} \partial_{x} \mid m_{0, \alpha}\right)\left.\right|_{\mathrm{eq}} . \tag{A12}
\end{align*}
$$

Inserting (A12) into (A11) yields the desired result (A1).

## APPENDIX B: DUAL KERNEL

We now illustrate how the dual kernel $\bar{W}$ and its Hermitian conjugate are properly constructed for the fermionic duality (32) with explicitly energy-dependent couplings $\Gamma_{\alpha v ; \ell \ell^{\prime}}(E)$ [Eq. (11)].

We start from expression (28) for the kernel $W$ in terms of the fermionic superoperators defined in Eq. (25). First, we take the super-Hermitian adjoint of this expression and apply the superoperators $\mathcal{P}$, where we use the relations (27) for the superoperators $G_{\eta \ell}^{q}$ and $L^{\dagger}=L, \mathcal{P} L \mathcal{P}=L$ according to
Eq. (30). Subsequent energy inversion then leads to

$$
\begin{align*}
\mathcal{P} W^{\dagger}\left(-L,\left\{-\mu_{\alpha}\right\}\right) \mathcal{P} & =\frac{-1}{2 \pi i} \int_{-\infty}^{\infty} d E \sum_{\substack{\ell \ell^{\prime} \\
\eta q}} \sum_{\alpha \nu} \Gamma_{\alpha \nu ; \ell^{\prime}}^{-\eta}(E)\left[f_{\alpha}^{-\eta}(-E)-q f_{\alpha}^{\eta}(-E)\right] G_{-\eta \ell^{\prime}}^{q} \frac{1}{\eta E+L-i 0_{+}} G_{\eta \ell}^{+} \\
& =\frac{1}{2 \pi i} \int_{-\infty}^{\infty} d E \sum_{\ell \ell^{\prime}} \sum_{\alpha \nu} \Gamma_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(-E)\left[f_{\alpha}^{-\eta}(E)-q f_{\alpha}^{\eta}(E)\right] G_{-\eta \ell}^{q} \frac{1}{\eta E-L+i 0_{+}} G_{\eta \ell^{\prime}}^{+}
\end{align*}
$$

where $\left.f_{\alpha}^{\eta}(E)\right|_{\mu_{\alpha} \rightarrow-\mu_{\alpha}}=f_{\alpha}^{-\eta}(-E)$ and $\left[\Gamma_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(E)\right]^{*}=\Gamma_{\alpha \nu ; \ell \ell^{\prime}}^{-\eta}(E)$ [Eq. (29)] have been used in the first step, and the second step follows by relabeling the summation indices $\ell \leftrightarrow \ell^{\prime}$, then using $\Gamma_{\alpha \nu ; \ell^{\prime} \ell}^{-\eta}(E)=\Gamma_{\alpha \nu ; \ell^{\prime}}^{\eta}(E)$, and finally by transforming the integration variable $E \rightarrow-E$.

The crucial point which still prevents us from adding $W$ and the expression in Eq. (B1) to prove the duality (32) is the minus sign in the energy-dependent couplings $\Gamma_{\alpha v ; \ell \ell^{\prime}}^{\eta}(-E)$. One solves this by defining the dual kernel from the start with an inverted barrier energy profile $\bar{\Gamma}_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(E)=\Gamma_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(-E)$. Namely, with $W=F\left(L,\left\{\mu_{\alpha}\right\},\left\{\Gamma_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(E)\right\}\right)$, we write

$$
\begin{align*}
\bar{W} & =F\left(\bar{L},\left\{\bar{\mu}_{\alpha}\right\},\left\{\bar{\Gamma}_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(E)\right\}\right)=F\left(-L,\left\{-\mu_{\alpha}\right\},\left\{\Gamma_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(-E)\right\}\right) \\
& =\frac{1}{2 \pi i} \int_{-\infty}^{\infty} d E \sum_{\substack{\ell \ell^{\prime} \\
\eta q}} \sum_{\alpha \nu} \bar{\Gamma}_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(E)\left[f_{\alpha}^{-\eta}(-E)-q f_{\alpha}^{\eta}(-E)\right] G_{-\eta \ell}^{+} \frac{1}{\eta E-\bar{L}+i 0_{+}} G_{\eta \ell^{\prime}}^{q} \\
& =\frac{-1}{2 \pi i} \int_{-\infty}^{\infty} d E \sum_{\substack{\ell \ell^{\prime} \\
\eta q}} \sum_{\alpha \nu} \Gamma_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(E)\left[f_{\alpha}^{-\eta}(E)-q f_{\alpha}^{\eta}(E)\right] G_{-\eta \ell}^{+} \frac{1}{\eta E-L-i 0_{+}} G_{\eta \ell^{\prime}}^{q} \tag{B2}
\end{align*}
$$

Calculating $\mathcal{P} \bar{W}^{\dagger} \mathcal{P}$ analogously to Eq. (B1), we indeed find the desired duality $W+\mathcal{P} \bar{W}^{\dagger} \mathcal{P}=-\llbracket$ with the coupling superoperator $\mathbb{T}$ given by Eq. (33). In other words, for general energy-dependent couplings, the dual model is not only defined in terms of a mere inversion of local energies $L \rightarrow-L$ and chemical potentials $\mu_{\alpha} \rightarrow-\mu_{\alpha}$, but also in terms of energy-inverted barriers $\Gamma_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(E) \rightarrow \Gamma_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(-E)$, as illustrated in Fig. 4: when evaluating these energy-inverted barrier profiles at inverted local energies, the two energy sign changes compensate each other.

Interestingly, recontemplating the definition of the couplings $\Gamma_{\alpha v ; \ell \ell^{\prime}}(E)$ given in Eq. (11), the inverted dual barrier profile $\bar{\Gamma}_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(E)=\Gamma_{\alpha \nu ; \ell \ell^{\prime}}^{\eta}(-E)$ can be realized on a microscopic level by defining the dual model also in terms of inverted reservoir energies $-\epsilon_{\kappa \alpha \nu}$, prior to taking the continuum limit. This is achieved by $H_{\text {res }} \rightarrow \bar{H}_{\text {res }}=-H_{\text {res }}$, both in the reservoir density of states entering $\Gamma_{\alpha \nu ; \ell \ell^{\prime}}(E)$ and in the initial reservoir state $\rho_{0}^{\text {res }}\left[E q\right.$. (12)]. The energy inversion in $\rho_{0}^{\text {res }}$ is then necessary to still obtain the same energy signs in the Fermi functions $f_{\alpha}^{\eta}(E)$ in Eq. (B2).

## APPENDIX C: GENERATOR OF THE DUAL MASTER EQUATION

The dual master equation (35) in Sec. IV B reads as

$$
\begin{equation*}
\partial_{t} \bar{\rho}(t)=(i \bar{L}+\bar{W}) \bar{\rho}(t)=(-i L+\bar{W}) \bar{\rho}(t) \tag{C1}
\end{equation*}
$$

Note the different, unexpected, sign of the Liouvillian in this dual quantum master equation: the dual equation does not follow by inverting all energies $L \rightarrow \bar{L}$, but only those in the kernel $W \rightarrow \bar{W}$. This means that in the solution $\bar{\rho}(t)$ of Eq. (C1), the coherences are "precessing" with the same orientation (dictated by $i \bar{L}=-i L$ ) as in the solution $\rho(t)$, even though in the computation of the kernel $\bar{W}$, the coherences are precessing in the opposite direction [by setting $L \rightarrow \bar{L}=-L$ in Eq. (28)]. While formally perfectly valid, this requires attention when considering $\bar{\rho}$ as the state of a physical system.

## APPENDIX D: CROSS RELATIONS BETWEEN EIGENVECTORS IN THE WIDE-BAND LIMIT

The wide-band-limit duality (32)

$$
\begin{equation*}
(-i L+W)+\mathcal{P}(i \bar{L}+\bar{W})^{\dagger} \mathcal{P}=-\Gamma \tag{D1}
\end{equation*}
$$

establishes a relation between the generator of the quantum master equation of interest

$$
\begin{equation*}
\partial_{t} \rho(t)=(-i L+W) \rho(t), \tag{D2}
\end{equation*}
$$

and a dual master equation

$$
\begin{equation*}
\partial_{t} \bar{\rho}(t)=(i \bar{L}+\bar{W}) \bar{\rho}(t) \tag{D3}
\end{equation*}
$$

Using this, we can bypass the algebraic solution of the left eigenvalue problem by simple parameter substitutions:
(i) Find a right eigenvector $\left.\mid m_{k}(L, W)\right)$ of the generator of interest $-i L+W$ :

$$
\begin{equation*}
\left.\left.(-i L+W) \mid m_{k}(L, W)\right)=\lambda_{k}(L, W) \mid m_{k}(L, W)\right) \tag{D4}
\end{equation*}
$$

(ii) From this construct a right eigenvector $\left.\left.\mid m_{k}(-\bar{L}, \bar{W})\right)=\mid m_{k}(L, \bar{W})\right)$ of the dual generator $i \bar{L}+\bar{W}$ by simple parameter substitution $W \rightarrow \bar{W}$ :

$$
\begin{equation*}
\left.\left.(i \bar{L}+\bar{W}) \mid m_{k}(-\bar{L}, \bar{W})\right)=\lambda_{k}(-\bar{L}, \bar{W}) \mid m_{k}(-\bar{L}, \bar{W})\right) \tag{D5}
\end{equation*}
$$

(iii) Right multiply the duality relation (D1) by $\mathcal{P}$ :

$$
\begin{equation*}
(-i L+W) \mathcal{P}=-\mathcal{P}\left[\Gamma+(i \bar{L}+\bar{W})^{\dagger}\right] \tag{D6}
\end{equation*}
$$

using $\mathcal{P}^{2}=\mathcal{I}$. Now, apply this to $\left.\mid m_{k}(-\bar{L}, \bar{W})\right)$ :

$$
\begin{align*}
& \left(m_{k}(-\bar{L}, \bar{W}) \mid \mathcal{P}(-i L+W)\right. \\
& \quad=-\left(m_{k}(-\bar{L}, \bar{W}) \mid \mathcal{P}\left[\Gamma+\lambda_{k}^{*}(-\bar{L}, \bar{W}) \mathcal{I}\right]\right. \tag{D7}
\end{align*}
$$

We have thus found one of the left eigenvectors of the generator of interest of $-i L+W$ :

$$
\begin{equation*}
\left(a_{k^{\prime}}(L, W) \mid=\left(m_{k}(-\bar{L}, \bar{W}) \mid \mathcal{P}=\left((-\mathbb{1})^{N} m_{k}(-\bar{L}, \bar{W}) \mid,\right.\right.\right. \tag{D8}
\end{equation*}
$$

which generally belongs to a different eigenvalue $\left(k^{\prime} \neq k\right)$ :

$$
\begin{equation*}
\lambda_{k^{\prime}}(L, W)=-\left[\Gamma+\lambda_{k}^{*}(-\bar{L}, \bar{W})\right] \tag{D9}
\end{equation*}
$$

(iv) Following the corresponding steps, one can equally derive a right eigenvector from a left one with the same relation between their eigenvalues:

$$
\begin{equation*}
\left.\left.\left.\mid m_{k^{\prime}}(L, W)\right)=\mathcal{P} \mid a_{k}(-\bar{L}, \bar{W})\right)=\mid(-\mathbb{1})^{N} a_{k}(-\bar{L}, \bar{W})\right) \tag{D10}
\end{equation*}
$$

Note that the above formulation is tailored for the weakcoupling limit and hence differs slightly from that in [18].
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[^0]:    ${ }^{1}$ Previously referred to as "fermion-parity duality" by us [18-20].

[^1]:    ${ }^{2}$ The left and right eigenvectors of a matrix $M$ which is diagonalizable by similarity $S$ to a diagonal matrix $\Lambda$ are always related in general: if $M=S \Lambda S^{-1}$ then $l_{k}=S e_{k}$ and $r_{k}=S^{-1} e_{k}$. However, this general relation involves a complicated algebraic inversion of the similarity matrix $S$. Instead, the fermionic duality, which is responsible for the cross relations between eigenvectors presented here, yields a relation between matrix functions $S$ and $S^{-1}$ basically consisting in simple replacements of function arguments by parameters of a dual model.

[^2]:    ${ }^{3}$ In previous formulations of fermionic duality, the different treatment of the couplings compared to the statistical factors did not play a role since the wide-band limit $\Gamma(\epsilon)=\Gamma$ was considered.

[^3]:    ${ }^{4}$ As a brief reminder, the parity can be expressed as $(-\mathbb{1})^{N}=$ $e^{-i 2 \pi S_{z}}$ with the total spin of the $N$ fermions $S_{z}$, corresponding to the rotation by $2 \pi$. Without imposing superselection, superpositions of even (integer spin) and odd parity (half-integer spin) will therefore develop a relative phase factor when rotating the system by a full angle $2 \pi$. By standard rules of quantum mechanics this would be observable in interference, in contradiction with the requirement that a full rotation should not modify an observation. To exclude this, superselection must be imposed together with antisymmetrization:

[^4]:    ${ }^{5}$ We note that open-system single-particle states $|l\rangle$ entering the couplings $\Gamma_{\alpha \nu ; l^{\prime}}(E)$ [Eq. (11)] can be states obtained by hybridizing localized states, for example, on dots 1 and 2 of a double-quantumdot system $c_{1}|1\rangle+c_{2}|2\rangle$. The coefficients $c_{1}, c_{2}$ may depend on differences between the open-system energies $\epsilon_{1}, \epsilon_{2}$ of these localized states in the absence of hybridization, and enter $\Gamma_{\alpha v ; \ell^{\prime}}(E)$ via the tunneling amplitudes $\tau_{\alpha \kappa, \ell}$ to the reservoirs. This type of "energy dependence" is included in the wide-band limit, and must be clearly distinguished from the reservoir energy dependence ( $E$ ) that we and, e.g., Refs. [1,5,7] are concerned about.
    ${ }^{6} \Gamma$ denotes the typical scale of the diagonal couplings $\Gamma_{\alpha \nu ; \ell \ell}$

[^5]:    ${ }^{7}$ This is possible because coherent processes simultaneously involving more than one reservoir are neglected in this approximation.

[^6]:    ${ }^{8}$ Note carefully that the stationary occupation of those orbitals, which are completely disconnected from the specific reservoir $\alpha$, is not uniquely determined by the stationary-state equation $\left.W_{\alpha} \mid z_{\alpha}\right)=$ 0 . This is a physically natural consequence of the partial kernel decomposition and not an artifact of the model.

[^7]:    ${ }^{11}$ The anticommutation relations (26) imply that the integrand in Eq. (33) is $\propto \delta(E-L) \delta_{\ell \ell^{\prime}}$.

[^8]:    ${ }^{12}$ We assume $-i L+W$ is diagonalizable, but note that the cross relations can be extended to generalized eigenvectors in the nondiagonalizable case.

[^9]:    ${ }^{13}$ Use completeness relation $\left.\mathcal{I}=\sum_{i j} \mid i j\right)(i j \mid$ and anticommutation relations (26).

[^10]:    ${ }^{14}$ Otherwise, the eigenvalues of $\rho(t)$ diverge, violating positivity and trace normalization, rendering $\rho(t)$ unphysical. This boundedness condition is called "dissipativity."
    ${ }^{15}$ In general, the real (imaginary) part of an eigenvalue of a matrix is contained in the spectrum of its (anti-)Hermitian part [87].

[^11]:    ${ }^{16}$ This may be exact (due to selection rules/conservation laws) or approximate (after neglecting small nonsecular contributions belonging to the next-to-leading order in the coupling expansion $[85,86]$ ).

[^12]:    ${ }^{17}$ The operations $\mathcal{P} \bullet \mathcal{P}$ and "bar" operation (inversion of energy parameters) applied to $W$ do not alter its block-diagonal structure. As a result, $\mathbb{T}$ on the right-hand side of the duality must have this structure also.

[^13]:    ${ }^{18}$ The bound is found from the arithmetic-harmonic mean inequality $d\left[\sum_{i=1}^{d}\left(P_{i}\right)^{-1}\right]^{-1} \leqslant \frac{1}{d} \sum_{i=1}^{d} P_{i}$, here written for probabilities $P_{i}>0$. It follows from the Cauchy-Schwarz inequality $x \cdot y \leqslant$ $|x||y|$ applied to $d$-dimensional vectors $x=\left(\sqrt{P_{1}}, \ldots, \sqrt{P_{d}}\right)$ and $y=\left(1 / \sqrt{P_{1}}, \ldots, 1 / \sqrt{P_{d}}\right)$.
    ${ }^{19}$ The inequality turns into an equality if $x=r y$. For $P_{i}>0$ this implies that $P_{i}=r>0$ for each $i$. With $\sum_{i} P_{1}=1$ it follows $P_{i}=$ $1 / d$.

[^14]:    ${ }^{20}$ The properties (82) and (81) imply nontrivial relations for $\mathbb{} \mathbb{}$ : $\left(\mathbb{1}|\mathbb{\mathbb { C }}|(-\mathbb{1})^{N}\right)=0$ and $\left((-\mathbb{1})^{N} \bar{m}_{0}|\mathbb{\llbracket}| m_{0}\right)=0$.

[^15]:    ${ }^{21}$ We do not express the state in terms of pure states, therefore requiring care with the normalization factors.
    ${ }^{22}$ Charge and spin conservation decouple probabilities and coherences in this model.

[^16]:    ${ }^{23}$ Since we assume the coupling Hamiltonian to be spin conserving, the off-diagonal terms in Eq. (11) vanish, $\Gamma_{\alpha v ; \uparrow \downarrow}=\Gamma_{\alpha v ; \downarrow \uparrow}=0$.

[^17]:    ${ }^{24}$ For singular parameter combinations at which $n_{\mathrm{i}}=n_{z}, \zeta$ needs to be calculated from Eq. (103b), as the latter is an analytic continuation of $\left(n_{\mathrm{i}}-1\right) /\left(n_{\mathrm{i}}-n_{z}\right)$ at these singular points.

[^18]:    ${ }^{25}$ Note that $\zeta \rightarrow 1-\zeta$ under the dual transform by Eq. (94c).
    ${ }^{26}$ At nonzero reservoir bias, the stationary state $\mid z$ ) differs from the already known wide-band-limit expression by its separate dependence on the four energy-dependent couplings $\left(\Gamma_{\epsilon \alpha}, \Gamma_{U \alpha}\right)$ instead of just two $\left(\Gamma_{\alpha}\right)$.

[^19]:    ${ }^{27}$ In the original variables, this nonequilibrium regime occurs at intermediate values $\mu_{\mathrm{R}}<\epsilon<\epsilon+U<\mu_{\mathrm{L}}$.
    ${ }^{28}$ Our approach allows to express the kernel $W_{\alpha}$ only by $\Gamma_{\epsilon \alpha}, \Gamma_{U \alpha}$ and the reservoir-resolved equilibrium occupations $n_{z \alpha}=\left(N \mid z_{\alpha}\right)$ and $n_{\mathrm{i} \alpha}=\left(N \mid z_{\mathrm{i} \alpha}\right)$. One then identifies $\left(c^{\prime} \mid W=\sum_{\alpha}\left(c_{\alpha}^{\prime} \mid W_{\alpha}\right.\right.$ and rewrites the obtained expressions in terms of $n_{i}, \zeta$ and $n_{z}$ for the total as well as for the reservoir-resolved system. Acting from the right with the linearly independent vectors $\left.\left.\frac{1}{2}[\mid N)-\mid \mathbb{1}\right)\right]$ and $\left.\left.\frac{1}{4} \right\rvert\, \mathbb{1}\right)$ leads to two independent equations determining the quantities $n_{z}$ and $n_{i}$ (or $\zeta$ ) as given in Eq. (101a).

[^20]:    ${ }^{29}$ One verifies from Eqs. (101a)-(103a) that for $\Gamma_{\epsilon \alpha}=\Gamma_{U \alpha}$, we retain the reservoir sums derived in Ref. [20] for the wide-band limit.
    ${ }^{30}$ The coupling asymmetries (90) are taken as independent parameters. Implicitly, they depend on $\epsilon$ as discussed in Sec. VIE. Note also that in general in the nonlinear regime, the specific form of the coupling asymmetry as a function of energy depends on the bias and reservoir temperatures (see Refs. [100,101]).

[^21]:    ${ }^{31}$ The parameters of $W$ define the final state of the switch experiment.

[^22]:    ${ }^{32}$ Consequently, there is no "most unstable state" anymore as for the medium bias regime. Therefore, the processes clearly related to either $\gamma_{p}^{\text {eff }}$ or $\gamma_{c}^{\text {eff }}$ for $|V|<U$ mix in a nontrivial way.
    ${ }^{33}$ Note that in order to calculate this bound one has to consider the probabilities of the energy eigenmodes $P_{0}, P_{\uparrow}, P_{\downarrow}, P_{2}$.

[^23]:    ${ }^{34}$ Referred to as "dark state" in quantum optics, or "probability sink" in classical statistics.

[^24]:    ${ }^{35}$ See, e.g., the appendix to Ref. [102] for a derivation of these expressions in the rate-equation limit.

