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Abstract

Quantum probing is a fairly wide topic deepening its roots into many fields
as it can borrow tools from, and be applied to, many-body physics, open
quantum systems theory, quantum information and quantum thermody-
namics. Its wide range of applicability, i.e. the diverse systems under
investigations and their specific properties, contributes in making a general
theory of quantum probing a rather challenging, if not impossible, task.
Despite the need to specialize the probing technique to the various physical
systems, we have identified a leitmotiv in our probing approach. Specifi-
cally, we will consider a perturbation potential acting as the source of the
probing procedure, in most cases this will be an impurity in the complex
environment acting as quantum probe. We will generally quantify the in-
formation exchange between the probe and its environment, and explore
the connection to the concept of non-Markovian, i.e. memoryless, quantum
dynamics.

This thesis aims at discussing probing protocols for atomic systems
confined in optical lattices, both fermionic and bosonic species, as well
as trapped ions. The systems inquired can be currently implemented in
the field of ultra cold atoms, where they have attracted interest as ideal
candidates for quantum simulators and quantum technologies. We will
show how to design protocols in which these cold many-body systems act
as an environment to a quantum probe, often designed as an impurity atom.
Exploiting tools from open quantum systems theory we will discuss how to
detect, from the dynamics of the probe, the characteristics of the complex
environment.

The key idea is to use the quantum probe as read-out device, the prop-
erties of the environment are then inferred trough measurements performed
exclusively on the probe. Quantities of interest will be related to the en-
vironment energy spectrum, equilibrium properties and temperature. The
quantum probing paradigm will also allow us to investigate critical phe-
nomena such as phase transitions and orthogonality catastrophe. Finally,
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we will show how the memory effects induced in the reduced dynamics of
an immersed quantum probe can witness, to some extent, the character
of the excitations of the environment hinting to a natural link between
non-Markovianity and localisation phenomena.

8



Tiivistelmä

Kvanttiluotaus on melko laaja aihepiiri joka juontaa juurensa moniin aloihin
sillä se voi lainata menetelmiä, ja sitä voidaan soveltaa, monen kappaleen
fysiikkaan, avoimien kvanttisysteemien teoriaan, kvantti-informaatioon ja
kvanttitermodynamiikkaan. Sen laaja soveltuvuus, siis monet tutkimuksen
alla olevat systeemit ja niiden erityiset ominaisuudet, tekevät yleispätevän
kvanttiluotauksen teorian johtamisen melko haastavaksi, ellei peräti mah-
dottomaksi tehtäväksi. Siitä huolimatta, että luotaustekniikoiden on eri-
koistuttava kohteidensa mukaan, me olemme tunnistaneet omassa lähesty-
mistavassamme johtoajatuksen. Tarkemmin sanottuna, me tarkastelemme
häiriöpotentiaalia luotausmenetelmän välineenä. Useimmiten se tulee ole-
maan kompleksisen ympäristön epäpuhtaus, joka toimii kvanttiluotaimena.
Yleisesti ottaen me kvantifioimme luotaimen ja ympäristön välisen infor-
maationvaihdon, ja tutkimme sen yhteyttä ei-Markoviseen, siis muistitto-
maan, kvanttidynamiikkaan.

Tämä väitöskirja pyrkii käsittelemään luotausmenetelmiä sekä fermio-
nisille että bosonisille atomisille systeemeille optisissa hiloissa, kuin myös
loukutetuille ioneille. Käsiteltevien systeemien implementointi voidaan täl-
lä hetkellä toteuttaa ultrakylmien atomien alassa, missä ne ovat herättä-
neet kiinnostusta kvanttisimulaattorien ja kvanttiteknologioiden ihanteel-
lisina kandidaatteina. Me näytämme miten suunnitella menetelmiä missä
nämä kylmät monen kappaleen systeemit toimivat ympäristönä kvanttiluo-
taimelle, jonka usein katsotaan olevan epäpuhtausatomi. Käyttäen hyväk-
si työkaluja avoimien kvanttisysteemien teoriasta me käsittelemme miten
kompleksisen ympäristön luonteenomaiset ominaisuudet voi havaita luotai-
men dynamiikasta.

Oleellinen ajatus on käyttää kvanttiluotainta mittarina josta ympäris-
tön ominaisuudet voi lukea suorittamalla mittauksia yksinomaan luotai-
melle. Kiinnostuksen kohteena olevat suureet liittyvät ympäristön ener-
giaspektriin, tasapaino-ominaisuuksiin ja lämpötilaan. Kvanttiluotaamista
käyttämällä voimme tutkia kriittisiä ilmiöitä kuten faasimuunnoksia ja or-
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togonaalisuuskatastrofia. Lopuksi, me näytämme miten kvanttiluotaimen
redusoituun dynamiikkaan indusoidut muistiefektit voivat osoittaa, tietyis-
sä rajoissa, ympäristön eksitaatioiden luonteen, vihjaten luonnolliseen yh-
teyteen ei-Markovisuuden ja lokalisaatioilmiöiden välillä.
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Introduction

A new technological era is upon us as the basic ingredients for a new gen-
eration of quantum technologies are currently being investigated and built
in laboratories all over the world. We are on the verge of a new scientific
and technological revolution that promises to affect profoundly research,
technology and society at large. Therefore, developing innovative tech-
niques for the control, manipulation and probing of such devices is clearly
not only a technical necessity, but also a challenge of both applicative and
fundamental nature.

A probe is, loosely speaking, a device that allows us to learn something
about nature and the world around us. In a very broad sense we deal with
such devices on a daily basis since centuries. It is sufficient to think about
compasses, thermometers and so on. However, most probes we are familiar
with usually are meant to measure macroscopic and classical quantities.
The next quantum revolution requires instead a novel methodology, ade-
quate and properly designed, to explore isolated quantum systems. These
are the protagonists of current prototypes for quantum technologies. Dif-
ferently from the classical case, measuring quantum systems generally per-
turbs and modifies their quantum states. Hence quantum probing presents
different challenges but, perhaps, also new opportunities with respect to
their classical counterpart. Of course, we should stress that a plethora
of measurement techniques for extracting properties of isolated quantum
systems exist but an interesting question naturally arises: can a probe of
intrinsically quantum nature be more useful than usual measurement tech-
niques? In a more general framework, we may also ask whether a quantum
probe, mainly intended as a fully controllable component separated from
the quantum system in exam, is able to unravel new insights about the
properties of a complex quantum system to which it is coupled.

This novel approach has already found extensive applications when
studying optically trapped cold atoms [9–11]. Various schemes and pro-
posal, not limited to lattice gases, have been develop, such as, to mention
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16 Introduction

a few, to probe temperature [12], phononic excitations in bosonic systems
[13], phonon dynamics in warm crystals [14], Luttinger physics [15], or-
thogonality catastrophe [16–20], Anderson localisation [21], the spectral
properties of complex quantum networks [22], properties of squeezed ther-
mal states [23], critical phenomena [24–26], and cutoff frequency of Ohmic
environments [27]. In this pletora of applications it worth to mention how
different types of quantum probes have been actually employed, such as
quantum information probes [28], Feynman probes [29], entangled probes
[30], and continuous-variable quantum probes [31].

The quantum probing paradigm assumed in this thesis relies on the full
knowledge of the probe details as well as the full controllability of both its
properties and its coupling with the system to be probed. In most cases
the quantum probe will be modelled as an impurity atom and the inquired
environment will be a system of trapped ultra-cold atoms, both bosons
and fermions, particles and quasi-particles. The proposed protocols will
investigate different sets of quantities ranging from areas of fundamental
interest to more applicative ones. Focus will be put on protocols aimed at
extracting information about thermal properties, spectral properties and
critical phenomena.

The use of quantum probes is conceived as an alternative to more in-
vasive traditional techniques and their possible use is justified by recent
experiments with impurities immersed in optically trapped atomic gases
where control over single atoms can be achieved [32–35].

The thesis is organised as follows. In Chapter 1, the basic theoreti-
cal tools to describe quantum probing protocols are introduced. Standard
ingredients from open quantum system theory are presented, introducing
the basic formalism for the time evolution of the probe that is treated as
an open quantum system. The assumptions necessary to derive the mas-
ter equation are discussed and it is shown that they are naturally justified
when designing a probing protocol with the ultimate goal of being as less
invasive as possible. The Breuer-Laine-Piilo non-Markovianity measure is
then introduced and, throughout this thesis, it will be used as a crite-
rion for quantifying non-Markovian dynamics and memory effects. As a
paradigmatic example the dynamics of a two level system undergoing a
purely decoherent evolution is then derived. In this particular case it is
also shown how the information backflow can be calculated exactly. A
different approach to quantum probing is presented in terms of the Fermi
Golden Rule. The idea is to use a perturbative treatment to compute the
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transitions between the energy levels of the probe induced by its coupling
to the complex environment. At the end of Chapter 1, we will focus on
some concepts needed to introduce probing of thermal, or quantum ther-
modynamical, properties. Specifically, we will introduce the formalism of
the work distributions in relation to a quench of the total Hamiltonian. The
fluctuation theorem known as Tasaki-Crooks relation is then presented and
the concepts of average work and irreversible work production due to the
quench are briefly discussed.

In Chapter 2 the physical systems used in our investigation, and for
which the probing protocols have been proposed and tested, are presented.
We first introduce bosonic models and then we describe the fermionic ones,
although some of the protocols presented are independent from the specific
environment. The first physical system presented is the one described by
the Bose-Hubbard model. The transition from superfluid to Mott insulator
is discussed along with the perturbative approaches available in literature,
i.e. the Bogoliubov mean field theory for the superfluid phase and the dou-
blon/holons description for the Mott insulator. The chapter proceeds dis-
cussing the physics of a system of trapped ions knowns as Coulomb Crystals
and the structural phase transition they undergo when tuning the trapping
fields. In an anisotropic trap, with weak trapping in the axial direction
and strong trapping in the two transverse directions, two equilibrium con-
figurations, namely a linear chain and a planar zig-zag structure, exist,
depending on the relative value of the two transverse trapping frequency.
In this scenario, the transverse frequency is acting as a critical parame-
ter. We discuss the approximation that allow one to treat the model as a
tight binding Hamiltonian and recast its description in terms of an effective
short range model close to the criticality. Employing a further harmonic
approximation the normal frequencies are presented. Due to the strong
interaction the ions are effectively distinguishable particles and the fluctu-
ations around the equilibrium positions can be quantized and described as
bosonic excitations. We then proceed introducing fermionic tight binding
models. The first one is an exactly solvable model represented by a gener-
alisation of the Kitaev chain with long-range tunnelling. The second model
is the so-called Aubry-André model which consists of a system of fermions
trapped in a quasi periodic potential. Recently, this model has attracted
a great deal of attention because of its unique features and the possibility
of being realised in cold-atomic setups by means of two interfering optical
lattices with incommensurate frequencies. The transition from delocalised
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to exponentially localised single particle eigenstates, as a function of the
quasi-periodic potential with a well defined critical point, makes this model
an ideal platform to study localisation phenomena. This chapter is far from
being a complete description of the aforementioned systems, it rather aims
at being a self-consistent introduction about the physical systems for which
the quantum probing protocols have been designed.

The following chapters contain an introductory overview of the probing
protocols developed for the systems presented in Chapter 2. We begin by
showing in Chapter 3 how a single weakly interacting controllable quan-
tum probe can be used to perform full momentum-resolved spectroscopy
of an environment with a lattice-like geometry. As a specific example,
we apply this approach to show how to extract the dispersion relation
of the Kitaev chain normal modes and of the phononic modes of a one-
dimensional Bose-Hubbard lattice in the superfluid phase. We then discuss
how, tracking the dynamics of an immersed impurity and controlling in
time its coupling with a thermal environment, the temperature of the bath
can efficiently extracted. This protocol relies on the measurement of the
decoherence function of the probe, which can be used to infer temperature
via the Crooks-Tasaki fluctuation theorem. The irreversible work produced
during sudden infinitesimal quenches in proximity to the structural linear-
zigzag transition of ion Coulomb Crystals is then discussed. We show how
this quantity captures the critical properties of the model and can be ex-
tracted by local measurements on the ions. This chapter is an overview of
the results of papers I, II, III and VIII.

The focus of the next chapter is the study of impurity-induced phe-
nomena. More specifically, in Chapter 4 the results of papers IV and VI
are presented and the probe dynamics is analysed from an open quantum
systems theory perspective. In particular, the link between memory ef-
fects and localisation phenomena is explored. Our results show that, while
the superfluid phase of the Bose-Hubbard system behaves as a Markovian
environment for the probe, deep in the Mott insulator phase the rise of
memory effects, signature of non-Markovian dynamics, can be witnessed.
A subsequent result, complementing the one obtained for bosonic systems,
allows us to conclude that memory effects are also witnessed in the metal
to insulator transition for a system of fermions trapped in a quasi-periodic
potential.

Chapter 5, finally, challenges the paradigm according to which an im-
purity weakly affects its environment. It is indeed dedicated to a detailed
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study of the effects of local perturbations in the Aubry André model. New
insight on the statistical orthogonality catastrophe are highlighted when
the full statistics of orthogonality events is taken into account. We have
indeed shown that, when scanning different energy scales for the impurity-
fermions interaction, the properties of the Aubry-André spectrum manifest
themself in a non trivial way in the full statistics of orthogonality events.
To complete our investigation we explore a similar scenario focussing now
on thermodynamic quantities. We show how the orthogonality catastrophe
and the features of its statistics can be explained in terms of level crossings
and avoided crossings, and how the latter ones are beautifully captured by
the irreversible work production. This chapter contains the results of paper
V and VII.

In the concluding remarks the key findings of the thesis are summarised
and discussed in view of future investigations. The reader is assumed to
be familiar with basic quantum mechanics, and its formulation in second
quantisation.
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Chapter 1

Quantum Probing: tools

The problem of designing efficient quantum probing protocol can be tackled
in countless ways, and its optimization is generally system-specific. In sev-
eral physical situations one does not have access to the full system and can
only assume to be able to reliably model and control the coupling between
the probe and the environment. One way to proceed is to study how the
environment changes in response to a (usually sudden) variation of a system
parameter, operation usually referred to as a quench, by measuring exclu-
sively local components. The idea behind this approach is to infer through
local measurements how the system reacts globally. This methodology, al-
though effective in many cases, often requires a high level of knowledge
about the inquired system and, therefore resulting sometimes impractical
or unfeasible. An alternative way to proceed consists in considering the
quantum probe as a separate object of which one has full controllability and
complete knowledge. The probe is then coupled, for a certain time, to the
environment (i.e. complex quantum system), which causes the former one
to lose coherences. The properties of the environment are then mapped
into the incoherent dynamics of the quantum probe and can then be indi-
rectly measured by observing the probe, ideally, minimally disturbing the
environmental state. In this approach the quantum probe acts as an actual
read-out device.

1.1 Open Quantum Systems

Let us consider a system composed of two components in which one is
identified as the probe, denoted as P , and the other one is identified as the
environment, denoted as E. Without loss of generality we can assume that
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22 Quantum Probing: tools

the Hamiltonian of the total closed system P + E can be written as

Ĥ = ĤP + ĤE + gĤint, (1.1)

where ĤP and ĤE are the free Hamiltonians of the probe and of the environ-
ment, respectively. The last term is the interaction Hamiltonian between
the probe and the environment and it is assumed to be proportional to a
dimensionless coupling constant g. If the state of the total system at some
initial time t0 is described by a density operator ρ̂(t0) the state at time t is
then given by

ρ̂(t) = Û(t, t0)ρ̂(t0)Û †(t, t0), (1.2)

which is the formal solution to the Liouville-von Neumann equation

d
dt

ρ̂(t) = −i
[
Ĥ, ρ̂(t)

]
. (1.3)

This is the equation ruling the dynamics of the closed system and in the
interaction picture reads

d
dt

ρ̂(t) = −ig
[
Ĥint(t), ρ̂(t)

]
. (1.4)

In most situations the dynamics of the total system is rather difficult if not
impossible to calculate. However, in the spirit of quantum probing, our
focus is on the dynamics of the probe, that then needs to be treated as an
open system. By tracing out the degrees of freedom of the environment
from (1.4) we get the following equation of motion for the reduced state of
the probe

d
dt

ρ̂P (t) = −igTrE

[
Ĥint(t), ρ̂(t)

]
. (1.5)

This equation, still exact, does not bring any concrete advantages. However,
by following standard techniques we can recast the equation of motion of
the probe in a more useful form. The first step is to insert into Eq. (1.5)
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the integral form ρ̂(t) = ρ̂(t0) − ig
∫ t

t0
ds
[
Ĥint(s), ρ̂(s)

]
and obtain

d
dt

ρ̂P (t) = −igTrE

[
Ĥint(t), ρ̂(t0)

]
− g2

∫ t

t0
dsTrE

[
Ĥint(t),

[
Ĥint(s), ρ̂(s)

]]
.

(1.6)

In many physical situations TrE

[
Ĥint(t), ρ̂(t0)

]
= 0. Even when this is

not the case, this term can be included in the unitary evolution prior to
moving to the interaction picture. This allows one to further simplify the
probe equation of motion as follows

d
dt

ρ̂P (t) = −g2
∫ t

t0
dsTrE

[
Ĥint(t),

[
Ĥint(s), ρ̂(s)

]]
. (1.7)

This equation is still exact, but it serves as the basis to further assumptions
aimed at efficiently modelling the dynamics of an optimal quantum probe.
Generally one desires a quantum probe to be least invasive and therefore
it is reasonable to assume weak probe-environment coupling, in order to
minimize the impact of the probe interaction on the environment. At the
same time, prior to the probing protocol, it is reasonable to consider the
probe and the environment initially factorised at time t0. As a consequence
of these two assumptions we can write

ρ̂(t) ≈ ρ̂P (t) ⊗ ρ̂E . (1.8)

This approximation is known as Born approximation and it has been em-
ployed widely in the field of open quantum system theory. In some cases,
however, weak coupling cannot be assumed or strong interactions might be
needed in order to reveal some specific properties of the environment. In
such cases different approaches are needed. Inserting this approximation
into Eq. (1.7) still leads to an integro-differential equation, therefore the
next approximation consists in replacing ρ̂P (s) with ρ̂P (t). With this last
approximation we finally arrive to the so-called Redfield equation

d
dt

ρ̂P (t) = −g2
∫ t

t0
dsTrE

[
Ĥint(t),

[
Ĥint(s), ρ̂P (t) ⊗ ρ̂E

]]
. (1.9)

This equation for the probe dynamics is local in time and in some cases
can be analytically solved. Later in this chapter the paradigmatic example
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of a qubit undergoing a pure dephasing dynamics will be discussed.

1.1.1 Memory effects: a definition of non-Markovianity

In many physical situations Eq. (1.9) can be further simplified by means
of standard methods [36], i.e. making further approximations, namely the
Markovian approximation and the rotating wave approximation. Under
these assumptions one derives a master equation for the reduced dynamics
in the so-called Lindblad form, i.e.

d
dt

ρ̂P (t) = −i
[
ĤP , ρ̂P (t)

]
+
∑

k

γk

[
Âkρ̂P (t)Â†

k − 1
2

{
Â†

kÂk, ρ̂P (t)
}]

,

(1.10)

where the coefficients γk ≥ 0 are positive decay rates and Âk are known
as jump or Lindblad operators. This equation is also known as GKSL
equation, from Gorini, Kossakowski, Sudarshan and Lindblad who indepen-
dently characterised the properties of Markovian master equations [37, 38].
A linear operator Λt,t0 which sends any initial open system state ρ̂P (t0) to
the corresponding open system state ρ̂P (t), i.e.

ρ̂P (t0) �→ ρ̂P (t) = Λt,t0 ρ̂P (t0), (1.11)

is called a quantum dynamical map. When obtained as solution of the
master equation Eq. (1.10) a dynamical map is complete positive and
trace preserving (CPTP) and belongs to the Markov semi-group [39]. Maps
belonging to this semi-group are characterised by time-homogeneity, i.e.

Λt,t0 = Λt−t0,0 ≡ Λτ , (1.12)

where τ = t − t0, and by the semi-group property

Λt1+t2 = Λt1Λt2 . (1.13)

Loosely speaking the concept of memoryless (Markovian) dynamics can be
associated to this property of the dynamical map, namely the fact that
it can be written as a concatenation of infinitely many dynamical maps
describing the time evolution of each inifinitesimal time-step increment.
This concept can be further generalised to the case in which the decay rates
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in Eq. (1.10) are time dependent but positive at each time, i.e γk(t) ≥ 0
for every t. In this case it is found that the dynamical maps satisfy the
so-called divisibility property, namely

Λt,t0 = Λt,τ Λτ,t0 , (1.14)

where the propagator Λt,τ is completely positive. Any open quantum dy-
namics obtained as solution of the master equation of Eq. (1.10) or pos-
sessing the divisibility property of Eq. (1.14) is commonly referred to as
Markovian. In the last few years many measures or witnesses of non-
Markovianity, based on different properties, have been proposed and em-
ployed in the attempt to give a more transparent physical interpretation
of memory effects. Generally, different non-Markovianity measure are not
equivalent and hierarchies of such measures, as well as different degrees of
non-Markovianity, have been studied in the literature [40–45]. In this thesis
we follow the framework set by Breuer, Piilo and Laine (BLP) which identi-
fies non-Markovianity, and specifically memory effects, with the presence of
information backflow [46, 47]. The BLP measure is built considering how
the distinguishability between two quantum states evolves in time under
the effect of the dynamical map describing the open system evolution. The
distinguishability is defined trough the trace distance that, for two generic
quantum states ρ̂1 and ρ̂2, reads as

D [ρ̂1, ρ̂2] ≡ 1
2

Tr
√

(ρ̂1 − ρ̂2)(ρ̂1 − ρ̂2). (1.15)

It has been proven that the distinguishability between any pair of states,
quantified by the trace distance, is contractive under any completely posi-
tive and trace preserving map. Formally speaking

D [ρ̂1(t1 + τ), ρ̂2(t2 + τ)] ≤ D [ρ̂1(t1), ρ̂2(t2)] . (1.16)

This implies that for divisible dynamical maps the distinguishability be-
tween states continuously and monotonically decreases as a function of
time. Hence, an increase in trace distance signals the lack of divisibil-
ity, i.e. non-Markovianity. Within this framework the intervals of time
in which the distinguishability decreases are associated with information
flowing from the system to the environment, while during the intervals in
which the trace distance temporarily increases we witness information com-
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ing back to the system, i.e. information backflow and memory effects. The
BLP non-Markovianity measure, or information backflow, is then defined
and quantified as follows

N− [Λ] = max
ρ1,2(0)

∫
Ḋ>0

dt

[
d

dt
D [Λtρ̂1(0), Λtρ̂2(0)]

]
. (1.17)

According to this definition to classify a quantum dynamical map as non-
Markovian one should be able to carry out the optimisation process over all
pairs of possible initial states. Clearly this is in general a rather challenging
task, but an analytical expression can be derived for certain dynamical
maps. In the same fashion it can be useful to quantify the information
outflow, i.e. the information lost to the environment, in an analogous way

N+ [Λ] = max
ρ1,2(0)

∫
Ḋ<0

dt

[
d

dt
D [Λtρ̂1(0), Λtρ̂2(0)]

]
. (1.18)

1.1.2 Pure Dephasing: single qubit

One of the simplest types of evolution for the open dynamics of a two level
system is, without any doubt, the pure dephasing. This consists of an
evolution dynamics that affect exclusively the coherences of the system in
the basis in which it has been derived. Let us call the two levels |g〉 and
|e〉. The reduced density matrix of the two level system obeys a master
equation of the form

d
dt

ρ̂P (t) = γ(t) [σZ ρ̂P (t)σZ − ρ̂P (t)] . (1.19)

The specifics of the interaction and/or the information about the the en-
vironment are encoded into the dephasing rate γ(t). If a microscopic
derivation is possible, such as for an interaction Hamiltonian of the form
gĤint = |e〉〈e| ⊗ V̂ , which we will consider later in this thesis, then the
solution of the master equation of Eq. (1.9) leads to the equation

χ̇(t)
χ(t)

= −g2
∫ t

0
dsTrE

[
V̂ (t)V̂ (s)ρ̂E

]
, (1.20)

where χ(t) is the decoherence function and it is related to the decay rate
as χ̇(t) = γ(t). The formal solution of the master equation can be written
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in terms of a dynamical map Λt defined as

ρ̂P (t) = Λt[ρ̂P (0)] =

⎛
⎝ ρgg(0) χ∗(t)ρge(0)

χ(t)ρeg(0) ρee(0)

⎞
⎠ . (1.21)

In some cases the decoherence function obtained by solving (1.20) coincides
with the exact solution that one would get by solving and deriving the
unitary evolution for the total system plus environment (1.21):

χ(t) = Tr
{

ρ̂E(t0)T exp[−i
∫ t

t0
dτ V̂ (τ)]

}
(1.22)

where T is the time-ordering operator. For this class of open dynamics
the sign of the dephasing rate uniquely determines whether the dynamics
is Markovian or non-Markovian. The dephasing dynamics for a two level
system is one of the few cases in which the maximisation over the optimal
pair of states in (1.17) can be carried out analytically [47, 48]. It is found
that the optimal pair of states satisfies the conditions: (ρ̂1(0)− ρ̂2(0))gg = 0
and |(ρ̂1(0) − ρ̂2(0))eg|2 = 1. With this pair it is straightforward to show
that the optimised trace distance is given by the absolute value of the
decoherence function

Dopt(t) = |χ(t)|. (1.23)

We can therefore express the information backflow, combining Eq. (1.17)
and Eq. (1.23), as

N− =
∑

n

|χ(t2n)| − |χ(t1n)|, (1.24)

where [t1n, t2n] are the time intervals over which |χ(t)| increases. Memory
effects are then associated with a revival in the coherences of the system.
Summing instead over the time intervals in which |χ(t)| decreases we can
quantify also the information outflow N+. In the following we will also con-
sider a normalised version of the BLP non-Markovianity measures, defined
as the ratio between the information backflow and the information outflow,
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as following:

R =
N−
N+

. (1.25)

1.2 Fermi Golden Rule

So far we have considered the possibility of following the dynamics of the
probe in time by solving a master equation, might it be Markovian or non-
Markovian. In many cases, however, the complexity of the interaction itself
or of the probe free structure may suggest a different and more appropriate
approach. We can model a very general quantum probe as a quantum
system with a certain number of discrete energy levels

ĤP =
∑

n̄

εn̄|n̄〉〈n̄| (1.26)

where εn̄ are the probe free eigenenergies. Once again we consider a fac-
torised state as initial state of the system P + E

ρ̂(t0) = ρ̂P (t0) ⊗ ρ̂E(t0), (1.27)

and assume that the initial state of the probe is a pure state ρ̂P = |ḡ〉〈ḡ|,
with |ḡ〉 being an eigenstate of the probe free Hamiltonian ĤP . Switching
on the coupling between probe and environment at time t0, and assuming
the interaction gĤint to be weak, we can calculate the transition rates of the
probe using a perturbative approach. The idea is to calculate, as a function
of time, the probability of finding the probe in a different eigenstate, say
|ē〉. Formally speaking this is equivalent to compute

Γḡ→ē(t) = TrE {〈ē|ρ̂(t)|ē〉} = TrE

{
〈ē|Û(t, t0)ρ̂(t0)Û †(t, t0)|ē〉

}
, (1.28)

where Û(t, t0) is the time evolution operator in the interaction picture.
The assumption of weak coupling allows us to resort to an expansion in
powers of g for the time evolution operator. We can make the following
expansion Û(t) = 1 + gÛ1(t) + g2Û2(t) + ... and truncate up to the first
order in g. The relevant term considered in the transition rate is then
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Û1(t) = −i
∫ t

0 dt1Ĥint(t1) and (1.28) reads

Γḡ→ē(t) � g2TrE

{
〈ē|Û1(t)ρ(0)Û †

1(t)|ē〉
}

+ O(g4)

= g2
∫ t

0
dt1dt2TrE

{
〈ē|Ĥint(t1)ρ(0)Ĥint(t2)|ē〉

}
+ O(g4). (1.29)

In the weak coupling regime this expression works very well as its first
correction would be of fourth order in g. Eq. (1.29) is the open quantum
system equivalent of the Fermi Golden Rule [49, 50].

1.3 Quantum Thermodynamics

In the previous sections we have analysed the effect of the probe-environment
coupling by tracking either the probe dynamics or the transitions induced
among its energy levels. However, we can address the quantum probing
problem from a different perspective. Focusing only on the environment let
us write its time dependent Hamiltonian as

Ĥ(t) = ĤE + g(t)δĤ. (1.30)

The basic idea is to imagine a scenario in which the Hamiltonian of the
environment is temporarily modified and the control is now on the extra
term g(t)δĤ. The action of modifying the Hamiltonian ruling the dynamics
of a quantum system is commonly known as a quench. The study of quench
dynamics is a fairly fertile field and we now focus on its thermodynamic
interpretation. We consider the case in which two sets of energy projective
measurements are performed, the first at time t0 and the second at time tf .
At time t0 we project on the eigenstates of Ĥ(t0) = ĤE , with Ĥ(t0)|n〉 =
En|n〉, and at tf on the eigenstates of Ĥ(tf ) = ĤE + gδĤ, where g =
g(tf ) and Ĥ(tf )|n〉 = Em̄|m̄〉. The distribution built by averaging over all
possible outcomes, weighted with the probabilities related to the outcomes
of both projective measurements, is then given by

P (W ) ≡
∑
n,m̄

pn(t0)pm̄|n(tf )δ (W − Em̄ + En) , (1.31)

where pn(t0) = 〈n|ρ̂E(t0)|n〉 is the probability of measuring En at time
t0, and pm̄|n(t) = |〈n|Û(tf )|m̄〉|2 is the conditional probability related to a
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measurement of Em̄ at tf assuming En as a result of the first measurement.
Taking the environment to be initially in a thermal state ρ̂E(t0) = e−βĤE /Z
the probability associated to outcome En is simply pn(t0) = e−βEn/Z.
The function in Eq. (1.31) is known as work distribution as it intro-
duces the concept of work in the quantum framework as energy differ-
ence between two projective measurements performed respectively before
and after the quench [51]. One of the main results of the work distri-
bution formalism is the Crooks-Tasaki fluctuation theorem that is built
which connects two quenching protocols labelled as forward and backward.
[52, 53] Labelling the protocol introduced above as forward, the backward
one is defined by Ĥ(t0) = ĤE + gδĤ, Ĥ(tf ) = ĤE , where we assume
ρ̂E(t0) = e−β(ĤE+gδĤ)/Z. One can prove that

PF (W )
PB(−W )

= e−β(W −ΔF ), (1.32)

where F and B indicate the forward and backward work distributions, re-
spectively, and ΔF is the free energy difference between two equilibrium
configurations. Instead of calculating directly the work probability dis-
tributions of Eq. (1.31) it is often more feasible to compute its Fourier
transform, namely the characteristic or moment-generating function

χF (t) =
∫

dWeiW tPF (W ) = TrE

{
eiĤ(tf )tÛ †(tf )e−iĤ(t0)tÛ(tf )ρE(t0)

}
.

(1.33)

From the characteristic function one can easily calculate the average work
associated with the quench

〈W 〉 = −i
∂ ln χF (t)

∂t

∣∣∣∣
t=t0

, (1.34)

and its statistical variance

σ2
W = 〈W 2〉 − 〈W 〉2 = (−i)2 ∂2 ln χF (t)

∂t2

∣∣∣∣
t=t0

. (1.35)

When studying quantum phase transitions it is useful to consider the irre-
versible work which is defined as the difference between the work produced
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by the quench and the free-energy difference

Wirr = 〈W 〉 − ΔF. (1.36)

The quantity in Eq. (1.36) quantifies the deviation from a reversible and
isothermal process and, at zero temperature, can be also interpreted as the
energetic cost of the adiabatic deviation of a sudden quench [54]. Interest-
ingly, it is possible, at finite temperature, to express the irreversible work
in terms of the cumulants kn of the work distribution, i.e.

Wirr =
∑
n=2

(−1)n βn−1

n!
kn, (1.37)

where the cumulants can be calculated from the characteristic function as
kn = (−i)n ∂2 ln χF (t)

∂tn

∣∣∣∣
t=t0

. If the work distribution is gaussian, and in linear

response regime, Eq. (1.37) can be further simplified and the irreversible
work is found to be proportional to the variance of the work distribution,
i.e. Wirr = βσ2

W /2 [55, 56].
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Chapter 2

Many-Body Systems

The quantum probing paradigm can be addressed in many ways and its
range of applicability is quite vast as well. In this thesis we focus our
attention on quantum probing protocols designed to inquire features and
properties of quantum complex systems of interest for the development
of quantum simulators and quantum technologies. The systems that we
investigate can be all described by means of tight-binding Hamiltonians.
These are theoretical models initially introduced to describe the dynamics
of electrons in solids which, however, in recent years have been used to
describe also cold atomic systems as the latter ones are ideal quantum
simulators of a number of condensed matter systems. Despite the apparent
simplification allowed by tight-binding Hamiltonians, we will show how
complex phenomena can nonetheless arise from this description, such as
phase transitions and other critical phenomena.

2.1 Bosonic Systems

2.1.1 Bose-Hubbard model

The Bose-Hubbard model is without any doubt the most celebrated tight-
binding Hamiltonian. It has been proven to describe very well the dynamics
of a one-dimensional gas of cold bosonic atoms trapped in an optical lattice
and confined to the lowest Bloch band [57–60]:

ĤBH = −J
∑
i=1

(â†
i+iâi + â†

i âi+1) +
U

2
n̂i(n̂i − 1), (2.1)

33



34 Many-Body Systems

where J is the hopping parameter describing the mobility of the bosons in
the lattice, U is the local on-site interaction between the bosons, âi, â†

i are
the standard boson annihilation and creation operators, and n̂i = â†

i âi is
the local number operator.

In the two trivial limits J = 0 and U = 0, the above Hamiltonian
is easily solved, in the Fock space, i.e. in the occupation number basis,
or momentum space respectively. The two ground states describe then a
Mott insulator, with a uniform occupation number per site, or a quasi-
condensate, with a macro-occupancy of the lowest momentum-state. For
non zero hopping but in the limit of infinite interaction the system consists
of the so-called hard-core bosons [61, 62] and can be mapped to a a system
of free fermions and a number of analytical results can be derived. However,
at intermediate interaction the model is analytically intractable and in the
last few years many approximate models to describe the regimes in which
J � U and in which U � J have been proposed and successfully employed.

The case in which U 
 J is the regime known as superfluid phase
and corresponds to the case in which the kinetic energy of the atoms in
the lattice is dominant over the on-site interaction, and hence the latter
can be treated as a weak perturbation. The gas is a 1D quasi-condensate
whose majority of atoms occupy the k = 0 momentum state. In this regime
one can employ Bogoliubov mean-field theory and replace the creation and
annihilation operators â†

k=0 and âk=0 with
√

N0 [63]. Expanding the Hamil-
tonian and keeping exclusively the terms proportional to the macroscopic
occupation we get

Ĥ � N2
0 U

2Ns
+
∑
k �=

(εk + 2n0U)â†
kâk +

n0U

2
∑
k �=0

â†
kâ†

−k + âkâ−k, (2.2)

where Ns is the number of lattice sites, n0 = N0/Ns is the condensate den-
sity, εk is the interaction-free particle energy which, for a square lattice in
1D, is εk = 2J − 2J cos(k). The Hamiltonian in Eq. (2.2) can be diago-
nalised trough a Bogoliubov transformation. The new modes are related
to the creation and annihilation of original bosons in the momentum space
by the following relations:

b̂k = ukâk − vkâ†
−k (2.3)

where uk, vk are the Bogoliubov coefficients [64–66]. With these the Hamil-
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tonian (2.2) takes the form

Ĥ �
∑

k

ωk b̂†
k b̂k, (2.4)

where the frequency of the normal modes is given by ωk =
√

ε2
k + 2n0Uεk.

For low values of the crystal momentum this system has a phononic disper-
sion relation, i.e. ωk � csk, with sound speed cs =

√
2JUn0. Within this

framework the local number operator is approximated as

n̂i � n0 +
√

N0
Ns

∑
k �=0

(â†
k + âk). (2.5)

The strongly interacting case U � J requires a different approach where
the hopping term is the perturbative parameter. A successful approximate
theoretical description can be obtained truncating the local basis of each
lattice site to the three states {|n̄〉, |n̄ ± 1〉}, with n̄ the lattice filling factor
[67]. The key idea is that in the strongly interacting case the ground state
has the form |GS〉 ∝ ⊗j |n̄〉j and hence only the excited states |n̄+1〉, |n̄−1〉
play a major role as corrections. Following [67], within this basis, we can
introduce a family of auxiliary flavoured bosons b̂j,± related to the initial
ones by

âj =
√

n̄ + 1 b̂j,+ +
√

n̄ b̂†
j,−. (2.6)

The two flavours ± correspond to the creation of an excess or the lack of
particles, namely b̂†

j,±|n̄〉 = |n̄ ± 1〉. Since they obey bosonic commutation
relations more than one auxiliary boson can occupy a single site. Therefore,
the hardcore constraint needs to be imposed and double occupancies of
different species need to be eliminated. This amounts at imposing in the
following conditions

(bj,±)2 = (b†
j,±)2 = 0, (2.7a)

b̂†
j,+b̂j,+b̂†

j,−b̂j,− = 0. (2.7b)

The next step is to perform the Jordan-Wigner transformation [68] in order
to pass from a bosonic description to a fermionic one, that naturally will
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obey to the condition imposed by Eq. (2.7a). These new fermionic modes
are related to the old ones via the following relations

b̂j,± = Zj,± f̂j,±, (2.8)

where Zj,± are the chain operators ensuring that the new modes obey to
anticommutation relations. The local number operator expressed in terms
of these fermionic excitations is given by

n̂j = n̄ + n̂j,+ − n̂j,−. (2.9)

These new modes allow us to recast the Hamiltonian in the form

Ĥ =
∑

j

P
{

−J(n̄ + 1)f̂ †
j,+f̂j+1,+ − Jn̄f̂ †

j+1,−f̂j,−

− J
√

n̄(n̄ + 1)(f̂ †
j,+f̂ †

j+1,− − f̂j,−f̂j+1,+) + H.c.

+
U

2
(n̂j,+ − n̂j,−)

}
P.

(2.10)

The projector P =
∏

j(1 − n+jn−j) is introduced to formally take into ac-
count the constraint imposed by Eq. (2.7b). This description in terms of
fermionic excitations can be further simplified imposing the unconstrained
fermions approximation, which consists in taking P → 1. This approxima-
tion is justified by the fact that the mechanism leading to the creation of
double occupancies is a local pairing which is suppressed by the fermionic
particles statistics. Furthermore, in [67] it is shown how the validity of this
approximation is enhanced for increasing interaction. Within this limit the
Hamiltonian is quadratic and once in the momentum space can be exactly
diagonalised by means of a Bogoliubov transformation

Ĥ �
∑

k

ωd
kd̂†

kd̂k + ωh
k ĥ†

kĥk, (2.11)

where, for n̄ = 1, the creation and annihilation operators d̂†
k, d̂k are the

doublon mode fermionic Bogoliubov operators, and ĥ†
k, ĥk are the holon

fermionic Bogoliubov operators. The quasi-particle excitations spectrum
reads ω

d/h
k = ∓J cos k + Ωk, with Ωk =

√
(E+

k + E−
k )2 + 4|Δk|2/2, with

E±
k = −2J(n̄ + 1

2 ± 1
2) cos k + U/2 and Δk = 2iJ

√
n̄(n̄ + 1) sin k. These
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modes are obtained through the following transformations

d̂k = cos θkf̂k,+ + i sin θkf̂ †
−k,−,

ĥk = cos θkf̂ †
k,− − i sin θkf̂ †

−k,+,
(2.12)

where the Bogoliubov angles are θk = arctan
[
−2iΔk/(Ed

k + Eh
k )
]
. This

theory is known to break down for U/J < 4(n̄ + 1), therefore choosing
n̄ = 1 restricts the range of validity to U/J > 8.

2.1.2 Coulomb Crystals

Trapped and mutually repelling ions are a unique platform with a rich
physics determined by the interplay between the trapping potential and
the Coulomb interaction [69]. In particular, ions confined in anisotropic
traps and interacting via a repulsive Coulomb interaction undergo a struc-
tural phase transition in which their spatial geometry changes. In an ion
trap with strong transverse trapping and weaker axial confinement the most
favourable energy configuration is given by a linear chain. However, when
reducing the transverse trapping frequency, the favourable energy configu-
ration is a planar zig-zag configuration. This is a structural phase transition
in which the frequency of the transverse harmonic trapping potential is the
parameter driving the transition [70]. The Hamiltonian for a system of
trapped ions in first quantization can be written as

Ĥ =
L∑

j=1

[
P̂ 2

x,j + P̂ 2
y,j

2M
+

Mω2
0

2
Ŷ 2

j + VL(X̂j)
]

+
Q2

8πε0

∑
i�=j

[
(X̂i − X̂j)2 + (Ŷi − Ŷj)2

]−1/2
(2.13)

where Q is the ion charge, M the mass, (X̂j , Ŷj) and (P̂x,j , P̂y,j) the position
and momentum operators of the j−th ion respectively, and VL(x) is the
longitudinal component of the confining potential. We have assumed the
repulsion to be strong enough to treat the ions as distinguishable particles.
We have also neglected the motion in the z direction since our focus is on
the linear to planar zig-zag transition. The quantum nature of this model
rely on the canonical commutation relations [Xi, Px,j ] = [Yi, Py,j ] = i�δij .
It can be shown that, close to criticality, the longitudinal and transversal



38 Many-Body Systems

components in Eq. (2.13) effectively decouple [71, 72]. One can therefore fix
the average equilibrium positions of the ions along the longitudinal direction
to xj = ja, with a being the effective lattice spacing, and write for the
transverse motion

Ĥy =
L∑

j=1

[
P̂ 2

y,j

2M
+

Mω2
0

2
Ŷ 2

j

]
+

Q2

8πε0

∑
i�=j

[
a2(i − j)2 + (Ŷi − Ŷj)2

]−1/2
.

(2.14)

Furthermore, the Coulomb term of the transverse Hamiltonian Hy can be
Taylor-expanded in the transverse displacements, which, close to the tran-
sition point, are much smaller than the inter-ions distance. The resulting
Hamiltonian can then be recast into a short-range model through an ex-
pansion of the scattering matrix of the harmonic modes to second order in
δk around the soft mode (δk = k − π/a), which is dominant close to the
critical point [73]. This procedure allows us to simplify the Hamiltonian
(2.14) leading to the following form

Ĥy

E0
=

1
2

L∑
j=1

[
−g2 ∂2

∂y2
j

+ (ω2 − h1)ŷ2
j + h2(ŷj + ŷj+1)2 + h3ŷ4

j

]
, (2.15)

which is a dimensionless Hamiltonian obtained dividing by E0 = Q2/(4πε0a).
In Eq. (2.15) yj = Yj/a, ω = ω0/

√
E0/Ma2, h1 = 7ζ(3)/2, h2 = ln 2,

h3 = 93ζ(5)/8, with ζ being the Riemann function, and g =
√
�2/Ma2E0

plays the role of an effective Planck constant quantifying the impact of
quantum fluctuations [74, 75]. For small quantum fluctuations the dynam-
ics of the ion crystal can be expressed in terms of small quantum displace-
ments, coupled harmonically, around the classical equilibrium ion positions.
In the linear phase the classical equilibrium positions are yj = 0 while in
the zigzag phase these are yj = (−1)jb/2 where the zigzag width b is de-
termined by ω. In this regime one can find easily the normal frequencies of
the chain. In the linear phase these read

ω2
k = g2

[
ω2 − h1 + 4h2 cos2 k

2

]
(2.16)

This semiclassical model predicts a critical transverse frequency at ωC =√
h1, for which the frequency of the soft-mode at k = π vanishes. For
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ω > ωC the chain spatial configuration is linear, while it is zig-zag in
the opposite case. When considering the full quantum model, without
approximating the anharmonic term, one finds that the critical point can
be computed as a function of g, and it was estimated to scale as ωC(g) ≈
h1 − 3h3g| ln g|/2π + O(g) for small values of g. In this sense the effective
Planck constant causes a shift of the critical point.

2.2 Fermionic Systems

2.2.1 Kitaev model

The Kitaev chain is a tight-binding model which describes a p-wave super-
conducting wire that, under certain conditions has a gapped bulk together
with zero-energy unpaired Majorana modes localized at the edges of the
system. In the past few years many variants and generalisation of this
model have been proposed. Here, we consider a generalized Kitaev chain
with long-range hopping, nearest neighbours pairing [76, 77], and periodic
boundary conditions with Hamiltonian given by

Ĥ =
Ns∑

l �=j=1
Jlj â†

l âj + Δ
∑
j=1

â†
j â†

j+1 + H.c., (2.17)

where Δ and Jlj = J |π/(Ns sin[π(l − j)/Ns])|α are the pairing and long
range tunnelling coefficients, respectively. Long-range hopping models such
as (2.17) have been receiving renewed attention due to their shared features
with long-range Ising models [78], and the possible experimental realisabil-
ity with ultracold neutral atoms and trapped ions simulators [79–81]. In
the momentum space the Hamiltonian can be written as

Ĥ =
∑

k

J(k)â†
kâk + 2iΔ sin(k)â†

kâ†
−k + H.c., (2.18)

where J(k) =
∑

d Jj,j+d cos(k). The Kitaev Hamiltonian is quadratic and
therefore is easily diagonalised by means of Bogoliubov transformations.
The Bogoliubov modes are obtained trough the following relations

ĉk = cos(θk/2)â†
k − i sin(θk/2)â−k, (2.19)



40 Many-Body Systems

where θk are the Bogoliubov angles and satisfy the equation

eiθk =
J(k) + 2iΔ sin(k)√
J2(k) + 4Δ sin2(k)

. (2.20)

Recasting Eq. (2.17) in terms of the Bogoliubov modes, leads to its diagonal
form

Ĥ =
∑

k

ωk ĉ†
k ĉk, (2.21)

with the quasiparticle spectrum given by ωk =
√

J2(k) + 4Δ sin2(k).

2.2.2 Aubry-André model

Similarly to the case of the Bose-Hubbard model previously introduced, a
one-dimensional gas of fermions trapped in an optical lattice is well de-
scribed by the Fermi-Hubbard Hamiltonian [82–84]. When the particles
are trapped in a dichromatic optical lattice the Hamiltonian describing for
a system of non interacting spinless fermions is given by

Ĥ = −J
∑
i=1

(â†
i+iâi + â†

i âi+1) + Δ
∑
i=1

n̂i cos(2πβi + φ), (2.22)

whereJ is the hopping parameter, Δ the strength of the on-site potential, β
is the ratio between the frequencies of the two optical potentials generating
the lattice, and φ is an arbitrary phase. The hopping parameter and the
on-site potential can be derived from the local forces and potentials acting
on the atoms. This model is commonly known as Aubry-André model, and
for an irrational β, i.e. when the frequencies of the two optical potentials
generating the lattice are incommensurate, the on-site potential is quasi-
periodic [85–88]. The interest in this model, even in the non interacting
case, is due to the fact that it allows us to explore localisation phenomena
in a controllable and tunable way. Indeed, for Δ > 2J the model shows
a transition from delocalized to localized single particle eigenstates. The
existence of this well defined critical point clearly makes the Aubry-André
model a more exploitable platform when compared to other localised mod-
els such as the Anderson insulator. Furthermore, for Δ < 2J not only the
eigenstates are delocalised but also the spectrum is absolutely continuous.
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For Δ > 2J the spectrum is known to be pure point and the eigenstates
exponentially localised. Finally, for Δ = 2J the spectrum is singular con-
tinuous and the eigenstates are critical [89], i.e. they are characterised by
a power-law decay of the amplitudes.
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Chapter 3

Probing Protocols

The ultimate goal of a probing protocol is to learn about the properties and
the characteristics of the system to which it is applied. When the target of
such investigation is a quantum system one is generally interested in two
characterizing quantities, namely, the density matrix and the Hamiltonian.
The former one is the operator describing the quantum state of the system,
may it be pure or mixed, and encodes information about coherences, corre-
lations and the expectation values of any observable we can measure. The
latter is the operator ruling the dynamics of the system. It determines its
spectral properties, such as the eigenenergies, and its equilibrium proper-
ties, such as the ground state configuration. Studying the ground state of
a system and its changes when varying a control parameter is the key to
understand quantum phase transitions and other critical phenomena.

In what follows we review the results of papers I-III and VIII and em-
ploy the quantum probing paradigm in order to extract information about
the state of the system, prior to the probing protocol, and the features
determined by its Hamiltonian, such as the energy of its excitations and
eventual criticality.

3.1 Momentum-Resolved Spectroscopy

Momentum-resolved-spectroscopy [90, 91] aims at measuring the dispersion
relation ω(k) connecting frequency and momentum of the excitation modes
of the system. When dealing with bosons/fermions in a lattice we need to
impose translational symmetry in order to be able to define, according to
Bloch theorem, the crystal momentum. Let us consider an environment

43
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Hamiltonian

ĤE =
∑

k
ωkb̂†

kb̂k, (3.1)

where ωk are the environment modes eigenfrequencies and b̂†
k and b̂k are

the related creation and annihilation operators.The index k in Eq. (3.1)
identifies the momentum associated to the excitation of energy ωk.

We have designed a protocol to perform momentum-resolved spectroscopy
using a single localised quantum probe relying on the following few assump-
tions:

(1) a complete knowledge of the probe, meaning that we need to know its
Hamiltonian ĤP =

∑
n̄ εn̄|n̄〉〈n̄| and the related eigensystem {εn̄, ψn̄(x)};

(2) weak interaction between the environment and the probe;

(3) controllability of the probe via some external parameter;

(4) total system at the initial time in the factorised state ρ̂(t0) = |ḡ〉〈ḡ| ⊗
ρ̂E , where |ḡ〉 is a known state of the probe, possibly its ground state,
and the environment is in a thermal state ρ̂E = e−βĤE /ZE .

Without loss of generality, we can take the following interaction Hamilto-
nian

gĤint = g
∑

εm̄>εn̄

|m̄〉〈n̄| ⊗ Φ̂[m̄, n̄] + g
∑

εm̄<εn̄

|m̄〉〈n̄| ⊗ Φ̂†[m̄, n̄], (3.2)

where Φ̂[m̄, n̄] ∝ ∑
k γk

m̄,n̄b̂k (Φ̂† ∝ ∑
k γk

m̄,n̄b̂†
k) describes the absorption

(emission) of environment excitations related to the probe transitions |n̄〉 →
|m̄〉 and weighted by the amplitudes γk

m̄,n̄.
The protocol consists in selecting two eigenstates of the probe, namely

|ḡ〉 and |ē〉, whose transition frequency ν ≡ εē − εḡ is tunable trough an
external parameter. Due to the weak coupling condition the total time-
dependent transition probability from |ḡ〉 to |ē〉 obtained using Eq. (1.29)
reads

Γḡ→ē(t) = g2
∫ t

0
dt1

∫ t

0
dt2〈Φ̂†[ḡ, ē](t1)Φ̂[ē, ḡ](t2)〉e−iν(t1−t2). (3.3)
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1D basis

2D basis

Figure 3.1: An example of a good configuration for the multistep measure-
ments of the momentum-resolved spectroscopy protocol for a square lattice
geometry in 1D and 2D. In the first measurement (I) the probe interacts
only with one site. In the second one (II) it is interacting equally with two
adjacent sites. In the third step (III), for the 2D geometry, the probe is
equally coupled to all the four sites of the cell.

We now consider, for each mode ωk and related ladder operators b̂k, the
corresponding Bloch function wk(x)1. Furthermore, we assume the am-
plitudes γk

m̄,n̄ in Eq. (3.2) to be proportional to some overlap integrals,
γk

m̄,n̄ =
∫

dx ψ∗̄
e(x)ψḡ(x)wk(x). The Bloch functions can be expanded in

terms of site-localised Wannier functions as wk(x) =
∑

r γkeikrWr(x). We
can impose the probe to be local, i.e. its eigenfunctions to be localised on
one lattice site, say 0, so that the only relevant overlap integral is the one
involving the corresponding Wannier function, W0(x).

The transition rate is then given by

Γ̃ḡ→ē(t) ≡ Γḡ→ē(t)/g2t2 =
∑

k
|J0γk|2 sinc2

[(ν − ωk)t
2

]
nk, (3.4)

1We confine the dynamics to the lowest Bloch band.
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where J0 =
∫

dx ψ∗̄
e(x)ψḡ(x)W0(x) and nk is the average number of ther-

mal excitations at frequency ωk. When measuring the transition rate of
Eq. (3.4) as a function of the probe frequency ν, one will observe reso-
nance peaks revealing the excitation spectrum of the environment. The
amplitudes of such peaks are given by A2

k = dk|J0γk|2nk, where dk is
the k-th mode degeneracy. In order to perform a full momentum-resolved
spectroscopy more information is needed to reconstruct the full dispersion
relation ω(k). In article II we have found that this can be achieved by mea-
suring the transition probabilities while properly tailoring how and which
Wannier states contributes to the overlap integral. More specifically, if the
geometry of the lattice is known, the ratio between the amplitudes of the
resonant peaks obtained from these extra measurements and those of the
first one is found to satisfy a set of equations of the form

A2
k

i

A2
k

=
∣∣∣∣ Ji
J0

∣∣∣∣2 ∑
k|ν=ωk

Gi(k), i = 1, ..., d (3.5)

where Ji are overlap integrals and Gi(k) are functions of the momentum
which depend on the specific geometry of the lattice. We have found that
the number of extra measurements needed to perform momentum recon-
struction is related to the dimensionality of the system to be probed; if d
is the dimension of the lattice we need a total of d + 1 sets of measure-
ments. For a 1D and a 2D square lattice the extra measurements need to
be performed by a probe interacting equally with the neighbouring sites,
as depicted in Fig. 3.1. These yield for the 1D lattice

∑
k|ν=ωk

G(k) = 4 cos2(
ka

2
), (3.6)

and for the 2D lattice

∑
k|ν=ωk

Gi(k) =
{

2 cos2(kxa
2 ) + 2 cos2(kya

2 ) i = 1
16 cos2(kxa

2 ) cos2(kya
2 ) i = 2

. (3.7)

It is worth mentioning that, in order to observe the resonant peaks, the time
of measurement should be larger then the typical time scale associated to
the low-energy portion of the spectrum but short enough to guarantee the
validity of the perturbative approach.
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In what follows we apply the protocol to perform momentum-resolved
spectroscopy to a 1D superfluid and to a 1D Kitaev chain with long range
tunnelling.

3.1.1 Probing the spectrum of a superfluid

In a certain physical systems a step by step microscopic derivation of the
assumptions made for the proposed protocol is possible. This is for instance
the case of a system of condensed bosons in an optical lattice, i.e. the
superfluid phase of a Bose-Hubbard system, explored in detail in Article
VI. The probe can be modelled as an impurity atom interacting with the
the Bose gas via a density-density interaction, with the usual assumption
of a contact potential

gĤint = g
∑
n̄,m̄

∫
dx ψ∗

m̄(x)ψn̄(x)|m̄〉〈n̄| ⊗ Φ̂†(x)Φ̂(x), (3.8)

where Φ̂(x) is the Bose gas field operator. The probe is taken to be an
impurity in a 3D harmonic trap, whose frequencies in the three directions
can be tuned independently. The unperturbed probe wave functions in
(3.8) are then ψn̄(x) = ψ

(ν0)
nx (x)ψ(ν0)

ny (y)ψ(ν)
nz (z). With this probe design

we are interested in measuring transition probabilities between impurity
states along the axis orthogonal to the lattice, say the z direction, and we
assume the x and y degrees of freedom to be frozen. In this case ν is our
controllable parameter and Γ0̄→(0,0,nz)(ν) is the transition rate, analogous
to Eq. (3.3), which we want to measure in order to extract the Bogoliubov
frequencies of the superfluid. For a 1D Bose-Hubbard model, with motion
along the x axis, we can expand the field modes in Eq. (3.8) in terms of
Wannier states [92] and get

gĤint = g
∑

n,m;i,j

∫
dxdydz ψ∗

n̄(x, y, z)ψm̄(x, y, z)×

W ∗
i (x)Wj(x)δi(y, z)δj(y, z)|n̄〉〈m̄| ⊗ ĉ†

i ĉj ,

(3.9)

To compute the transition rates of Eq. (3.3) in the weak coupling regime
〈0, 0, nz|Ĥint|0, 0, 0〉 is needed. For the first measurement the probe is cou-
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pled only to one lattice site, say 0, leading to

〈0, 0, nz|Ĥint|0, 0, 0〉 � ψny=0(y = 0)2ψnz=0(z = 0)ψnz (z = 0)

×
∫

dx ψnx=0(x)2W 2
0 (x)ĉ†

0ĉ0,
(3.10)

while for the second measurement the probe is coupled with equal strength
to two adjacent sites, say 0 and 1, giving

〈0, 0, nz|Ĥint|0, 0, 0〉 � ψny=0(y = 0)2ψnz=0(z = 0)ψnz (z = 0)

×
∫

dx ψnx=0(x − a

2
)2 ∑

i,j=0,1
Wi(x)Wj(x)ĉ†

i ĉj .
(3.11)

Expanding the bosonic operators in the Bogoliubov modes and retaining
terms at most of order

√
N0, i.e. the macroscopic condensate occupation,

Eqs. (3.10)-(3.11) can be recast as follows

〈0, 0, nz|Ĥint|0, 0, 0〉a �φm(−1)nz
γ

1/2
nz γ

3/2
0

π2
√

νν0× (3.12)⎡
⎣n0 +

√
n0
∑
k �=0

βk

(
eikxi b̂†

k + e−ikxi b̂k

)⎤⎦ , (3.13)

and

〈0, 0, nz|Ĥint|0, 0, 0〉b � (ϕ + ϕ′)m(−1)nz
γ

1/2
nz γ

3/2
0

π2
√

νν0×⎧⎨
⎩2n0 +

√
n0
∑
k �=0

βk

[(
eikx1 + eikx0

)
b̂†

k + h.c.
]⎫⎬
⎭ ,

(3.14)

in which we have introduced the Euler Gamma function ratio γn =
Γ(n+1/2)
Γ(n+1) . The relevant overlap integrals appearing in Eqs. (3.13)-(3.14)

are φ =
∫

dx ψ2
nx=0(x)W 2

0 (x), ϕ =
∫

dx ψnx=0(x − a/2)2W 2
0/1(x), and ϕ′ =∫

dx ψnx=0(x − a/2)2W0/1(x)W1/0(x).
Measuring the transition rates in these two configurations and calculat-

ing the ratio of Eq. (3.5) naturally leads to a set of equation which satisfy
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(a) (b)

Figure 3.2: Comparison between the analytic excitation spectrum ω(k)/β2
k

(black dot) and the frequencies extracted via the probing protocol using
the local atomic probe in (a) and (b) respectively. To the ratio of different
resonant peaks has been applied a random noise of of 1% (red), 2% (blue),
5% (green) and 10% (orange).

the condition of Eq. (3.6). As an example we show the reconstructed
dispersion relation in panel (a) of Fig. 3.2, and compare it with the ex-
act analytic values ω(k). The reconstructed points in Fig. 3.2 take into
account the presence of statistical noise. All the reconstructed curves are
able to capture the relevant features and behaviour of the the Bogoliubov
spectrum. One can also extract the spectral density βk from the ampli-
tude of the resonant peaks. Panel (b) of Fig. 3.2 shows the comparison
between the exact spectral density and the reconstructed ones for the same
sources of error considered for the spectrum, and again the main features
are well captured. It is worth noticing that because of the specific form of
the equation to solve, (3.6), the quantities at low k are more sensitive to
noise.

3.1.2 Probing the spectrum of a 1D Kitaev chain

We now apply the proposed momentum-resolved spectroscopy protocol to
the Kitaev chain of Eq. (2.17). For simplicity we assume the probe to
be a two-level system and that the two following interaction Hamiltonians,
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Figure 3.3: Single-particle spectrum of the Kitaev chain. The black dots
are the exact values, while the purple dots are those reconstructed via the
momentum-resolved spectroscopy protocol.

necessary for the two-step protocol, can be efficiently engineered

ĤI
int = g

∑
k

{
σ̂+ cos(θk/2)ĉk + σ̂− cos(θk/2)ĉ†

k

}
, (3.15)

ĤII
int = g

∑
k

{
σ̂+[1 + cos(k)] cos(θk/2)ĉk + σ̂−[1 + cos(k)] cos(θk/2)ĉ†

k

}
.

(3.16)

The above interaction Hamiltonians have precisely the form given in Eq.
(3.2) , with Φ̂I[ē, ḡ] =

∑
k cos(θk/2)ĉk and Φ̂II[ē, ḡ] =

∑
k[1+cos(k)] cos( θk

2 )ĉk

in the two cases. Our aim here is to show the feasibility of the protocol
for probing fermionic systems showing that it is possible to reconstruct
also non-monotonic spectra. Fig. 3.3 displays the reconstructed spectrum,
which even in the presence of noise, shows a good agreement with the exact
values.

3.2 A single qubit thermometer

In several physical contexts, experiments on quantum systems are carried
out at very low temperatures, being them cold atomic gases or supercon-
ducting systems. Generally, low temperatures allow us, e.g., to prolong co-
herence times, to explore low energy physics, Bose-Einstein condensation,
superfluidity and superconductivity. Therefore, it is crucial to develop a
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reliable quantum thermometer in such an extreme temperature regime. In
this framework the possibility of using a quantum probe to realise a single
qubit thermometer has been extensively explored [93–97]. We proposed
and tested a scheme to perform thermometry on a Bose gas trapped in an
optical lattice based on the immersion of a quantum probe whose coupling
is controlled in a non-adiabatic way. The temperature of the gas is esti-
mated via Crooks-Tasaki fluctuation relations, once the work distributions
are extracted trough the related characteristic functions 2 [12, 98].

We label the levels of the qubit-thermometer with | ↓〉 and | ↑〉 and we
take the time-dependent interaction Hamiltonian to be of the form

Ĥint(t) = (g↓(t)|↓〉〈↓| + g↑(t)|↑〉〈↑|) ⊗ V̂ . (3.17)

The total system at the inital time t = 0 is prepared in the state ρ̂ =
|s〉〈s| ⊗ ρ̂E(β), with the qubit in some superposition |s〉 = s↓|↓〉 + s↑|↑〉 and
the environment obviously in a thermal state. Crucial to the thermometric
protocol is the control over the state-dependent couplings g↓(t) and g↑(t),
which need both to be varied as follows

g↓(t) =

⎧⎨
⎩ g(t), 0 ≤ t ≤ τ,

g(τ), τ ≤ t ≤ τ + u,

g↑(t) =

⎧⎨
⎩ g(0), 0 ≤ t ≤ u,

g(t − u), u ≤ t ≤ τ + u.

The function g(t) describes the quench protocol for the two couplings, which
have the same temporal profile but with a delay. At time τ + u, when both
quenches are complete, the qubit-thermometer is in the reduced state

ρ̂q =|s↓|2|↓〉〈↓| + s∗
↑s↓eiΔ(τ+u)χ∗(u)|↓〉〈↑|

+ s∗
↓s↑e−iΔ(τ+u)χ(u)|↑〉〈↓| + |s↑|2|↑〉〈↑|.

(3.18)

where χ(u) is the dephasing function

χ(u) = Tr
{

Û †
QeiuĤ(g(τ))ÛQe−iuĤ(g(0))ρ̂E

}
. (3.19)

2The idea of applying the Crooks-Tasaki relations for inferring the temperature of a
quantum system has a wide range of applicability and it is basically system-independent.
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Figure 3.4: (a) Characteristic function χF (u) of the forward quench. (b)
Work distributions PF (W ). (c) The joint distribution P(β, ΔF ), together
with the corresponding marginal distributions P(β) and P(ΔF ).

ÛQ = T exp[−i
∫ τ

0 dtĤ(g(t))] is the time evolution operator that evolves
the system according to the time-dependent quench Hamiltonian. As a
consequence of the specific protocol (3.18), χ(u) corresponds to the char-
acteristic function, or Fourier transform, of the forward work distribution.
By inverting (3.18), one can obtain also the backward work distribution
and then infer the temperature via the Crooks-Tasaki relation

ln{R(W )} = ln
{

PF (W )
PB(−W )

}
= β(W − ΔF ). (3.20)

One way of extracting the characteristic function χ(u) is by measuring the
expectation values of σ̂x and σ̂y, since they are related by the simple relation

〈σ̂x〉 + i〈σ̂y〉 = 2s∗
↓s↑e−iΔ(τ+u)χ(u). (3.21)

Fig. 3.4 summarises some of the finding of paper I and shows, as an ex-
ample, the characteristic function of the forward protocol (a), the forward
and backward work distribution (b), and the estimation of the temperature
of the system and the free energy difference (c). The results are shown for
the case of a finite temperature superfluid taking into account the error
deriving from a finite number of measurements.

3.3 Probing criticality

Besides having fundamental importance when studying the irreversibility of
a quantum quench, the irreversible work is a powerful tool to explore crit-
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ical phenomena and quantum phase transitions [99–104]. Quantum phase
transitions are usually characterised by an abrupt change of the ground
state properties as the parameter driving the phase transition is varied
through the critical point. In this perspective, the usefulness of the irre-
versible work becomes clear and straightforward, once the link with the
ground state energy is established.

Following [100] let’s take an Hamiltonian of the form

Ĥ(ε) = Ĥ0 + εV̂ , (3.22)

and consider a quench in ε, from an initial value εi to a final one εf . The
average work done during an infinitesimal quench at zero temperature is

〈W 〉 = 〈Ĥ(εf ) − Ĥ(εi)〉 � δε
∂EGS(ε)

∂ε

∣∣∣∣
εi

, (3.23)

where δε = εf − εi. To derive Eq. (3.23) one has to use V̂ = ∂Ĥ(ε)/∂ε
and the Hellmann-Feynman theorem [105]. Consequently, the irreversible
work produced during the quench, obtained by subtracting the free energy
difference to the average work, can be written as

Wirr = δε
∂EGS(ε)

∂ε

∣∣∣∣
εi

− EGS(εi) + EGS(εf ) � −δε2

2
∂2EGS(ε)

∂ε2

∣∣∣∣
εi

. (3.24)

We now can see from Eq. (3.24) the link between the second derivatives of
the ground state energy and the irreversible work production of infinitesimal
quantum quenches.

At finite temperature, considering the system in an initial thermal state
at inverse temperature β, a similar relation holds. In this case, for an
infinitesimal quench, the irreversible work is proportional to the second
derivative of the equilibrium free energy Fβ(ε):

Wirr � −δε2

2
∂2Fβ(ε)

∂ε2

∣∣∣∣
εi

. (3.25)

Eq. (3.25) establishes a connection between the irreversible work and the
specific heat C ∝ −∂2Fβ(ε)

∂ε2 [56].
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3.3.1 Coulomb Crystals: linear to zig-zag transition

We now focus on the non-equilibrium statistics of the irreversible work
produced during sudden and infinitesimal quenches in proximity of the
structural linear-zigzag transition in ion Coulomb crystals. We quench
the transverse trapping frequency ω in Eq. (2.15) from ωi = ω to ωf ,
such that |ω2

i − ω2
f | = Δω. For a quench within the same phase, in the

harmonic approximation, analytical calculations can be made and we find
the following analytical expressions for the irreversible work Wirr and the
statistical variance σ2

W

Wirr =
∑

k

[
1
2

(
Ωkωf

k − ωi
k

)
coth

βωi
k

2
− 1

β
ln

sinh (βωf
k

2 )

sinh(βωi
k

2 )

]
, (3.26)

and

σ2
W =

∑
k

ωf
k

2
cosh(βωi

k)
(
Ω2

k − 1
)

+
(
ωf

k Ω2
k − ωi

k

)2

4 sinh2(βωi
k/2)

, (3.27)

where ω
i/f
k is the initial/final frequency of the k−mode and Ωk = ωi2

k +ωf2
k

2ωi
k

ωf
k

.
The range of validity of such formulas is actually quite wide and, in fact,
they turn out to hold for any quench that does not alter the symmetries of
the system.

On both the linear and the zig-zag sides of the transition, the irreversible
work as well as the statistical variance are monotonically increasing func-
tions of ω2, when approaching the critical point h1, as displayed in Fig.
3.5, and they behave like extensive quantities. It is interesting to isolate
the contribution of the soft mode to the irreversible work and to the vari-
ance, since the soft mode is responsible of the vanishing gap at the critical
point. Limiting then the sums in Eqs. (3.26)-(3.27) to k = π and expanding
up to second order in Δω2 we obtain

W soft
irr =

gΔω2

8γW |ω2 − h1|3/2 + O(Δω3), (3.28)

σ2
soft =

g2Δω2

γσ|ω2 − h1| + O(Δω3). (3.29)
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Both expressions are valid in the linear phase for γW = 2 and γσ = 8 and
in the zigzag phase for γW =

√
2 and γσ = 4. It is worth noticing that Eq.

(3.29) for σ2
soft is exact in the linear phase. The soft mode contributions

are summarised in panels (c) and (d) of Fig. 3.5. When all the other
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Figure 3.5: Upper panels: Irreversible work Wirr (a) and the variance σ2
W

(b) for small quenches with amplitude Δω = 0.01 within the same phase
at zero temperature as a function of the initial frequency squared ω2. The
vertical dotted line indicates the critical frequency. Lower panels: Contri-
bution of the soft mode to the irreversible work Wirr (c) and the variance σ2

(d) as a function of |ω2 −h1|. The straight lines are the approximate scaling
expressions. The chain sizes consiered are L = 60, 72, 90, 108, 120, 132,
and 144 in purple, blue, cyan, green, yellow, orange and red, respectively.
Squares and circles are used for the linear and zig-zag phase, respectively.

modes are taken into account the typical scaling is modified and in the



56 Probing Protocols

thermodynamic limit, close to criticality, we can expand Eq. (3.26). In the
linear phase we find

Wirr =
∑

k

(ωf
k − ωi

k)2

4ωi
k

� L

∫
dk

(ωf
k − ωi

k)2

4ωi
k

∼ L log
(
ω2 − h1

)
+ A, (3.30)

and a similar expression holds also in the zig-zag phase.
The irreversible work (3.26) might be a difficult quantity to measure in

an experimental setup. However, for the quench considered, the average
work is

〈W 〉 = 〈ΨG(ωi)| [H(ωf ) − H(ωi)] |ΨG(ωi)〉 =
1
2

ΔωY2(ω), (3.31)

where Y2(ω) =
∑

j〈ΨG(ω)|y2
j |ΨG(ω)〉 represents the total fluctuation of the

transverse displacement operators. Measuring this quantity is in the grasp
of the experimentalists in trapped-ion setups [106–109]. Therefore, for an
infinitesimal quench, thanks to Eq. (3.24), the irreversible work can be
obtained by taking the derivative of Eq. (3.31).

3.4 Chapter summary and discussion

In this Chapter we have presented the results of Publications I, II, III and
VIII. These works follow a different approach to quantum probing: I, II
and VIII rely on engineering a controllable impurity, while III rely on the
control of an external field driving a phase transition.

The main advantages of the former approach consist in the fact that
the measurements are performed exclusively on the probe and that, within
the limit of the assumptions made to design the probing protocol, the
procedures outlined are basically platform independent. The momentum-
resolved-spectroscopy protocol and the single qubit thermometry can be
generally applied to a vast range of platforms, although we aimed at prov-
ing the feasibility of such procedures for a system of cold atoms trapped
in optical lattices. Therefore, great attention was given into probing the
Bose-Hubbard lattice in the superfluid regime. The disadvantages of these
procedures are the high level of controllability required on the probe and
the unavoidable consequence that the interaction with the probe, even in
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the weak coupling regime, will bring the environment inevitably out of
equilibrium.

The main advantages of the approach employed in Publication III are
the high level of controllability already achieved and proved experimen-
tally in tuning the frequencies of the anisotropic trap and the fact that
the measurement are to be performed on equilibrium configurations. The
downsides of this study are the absence of an actual, or rather external,
read-out device and the fact that these findings are strictly related to the
platform under investigation. In the particular case considered, linear to
zig-zag structural phase transition of the Ion Coulomb Crystals, the crit-
icality is explored trough measurements of the displacements of the ions
composing the system and the quenched parameter is the frequency of the
trap in the transverse direction. The procedure can be in principle extended
to study in a similar fashion other phase transitions, when quenching the
parameter driving the critical phenomenon, but then the measurements to
perform may be not easily achieved experimentally as in this case.
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Chapter 4

Memory Effects and
Localisation

In this Chapter we present results, summarised in Publications IV and VI,
focused on the connection between the probe Markovian or non-Markovian
dynamical character and the quantum phase of the environment, to which
the probe is coupled, exhibiting a quantum phase transition.

The idea of using the dynamics of an open system, and the possible
presence of memory effects, to investigate quantum phase transitions is not
new. In the past few years this approach has been employed to study, e.g.,
the transverse Ising model [24] and a system of trapped repulsively inter-
acting ions known as Coulomb Crystals [25] . In the first case it was found
that the paramagnetic and ferromagnetic phases both induce in the coupled
probe a dynamics displaying memory effects, with the information backflow
highly sensitive to the critical point. At the critical point, on the contrary,
no information backflow is present and the probe dynamics is Markovian.
In the second scenario, there exist two time regimes, corresponding to the
cases in which the critical point displays a minimum or a maximum for the
information backflow.

More recently, an array of coupled optical cavities with random disor-
der was investigated in Ref. [21], and it it is shown that non-Markovianity,
quantified by a geometric measure [42], increases monotonically with the
strength of the disorder. The dynamics in this case is always non-Markovian,
and the source of memory effects is connected with Anderson localisation.

Motivated by these findings we have pushed forward the study of the
possible link between localisation and the rise of memory effects, and the
use of information backflow as a tool to witness quantum phase transitions.

59
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We have focused on the superfluid-to-Mott insulator transition of the Bose-
Hubbard model, that can be interpreted as a localisation phenomena in-
duced by interaction. In this case, the repulsion between the bosons keep
the particles localised. Then, we have studied the metal-to-insulator transi-
tion of a fermionic Aubry-André model. In this case the interplay between
the tunnelling between neighbouring sites and the on-site quasi-periodic
potential determines whether or not the single particle eigenstates are lo-
calised. This second model and its localisation phenomenology, induced by
the potential, is somehow analogous to the Anderson localisation.

For these purposes, we have investigated the open dynamics of a quan-
tum probe interacting with the Bose-Hubbard system or Aubry-André sys-
tem trough an experimentally realisable interaction of the form

Ĥint = Ue|e〉〈e| ⊗ n̂0. (4.1)

Where we have taken the probe to be an effective two level system, charac-
terised by the levels |g/e〉, and assumed that only one of its levels interacts
with the lattice environment. The probe is then coupled to the local num-
ber operator n̂0, and can be seen as an impurity embedded in the lattice at
site labelled as 0. Ue plays the role of an effective coupling constant that is
assumed to be small in order to treat the probe as a small of perturbation
[110].

According to Eq. (1.21) this interaction Hamiltonian leads to a purely
dephasing dynamics for the probe, with the decoherence factor given by
Eq. (1.22). By choosing the initial environment state to be a pure state
ρ̂E(t0) = |Φ〉〈Φ| the decoherence function can be written as

χ(t) = 〈Φ|e−iĤeteiĤgt|Φ〉, (4.2)

where we have taken t0 = 0 and Ĥg/e = 〈g/e|Ĥ|g/e〉. It is straightforaward
to see how (4.2) is related to the Loschmidt echo of the environment

L(t) = |χ(t)|2, (4.3)

which represents the overlap between to states obtained by evolving the
same initial state trough two different Hamiltonians. Qualitatively speak-
ing, from the point of view of the environment, (4.3) is a measure of how
different is the evolution in the presence of the probe when compared with
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the free evolution. Furthermore, when |Φ〉 is taken as an eigenstate of the
environmental Hamiltonian without the probe, then eiĤgt in (4.2) will re-
sult in a phase factor completely irrelevant when calculating (4.3). In this
case the Loschmidt echo measures directly the dynamical deviation from
the initial state due to the coupling with the probe.

4.1 Bose-Hubbard: Superfluid-to-Mott insulator
transition

The Bose-Hubbard model (2.1) describes a systems of cold bosons trapped
in an optical lattice. In general the model is analytically intractable. How-
ever, approximate models can be employed in specific cases . We have
shown how the superfluid phase, J � U , can be described in terms of
phonon-like excitations above the condensate fraction, (2.3), and the in-
sulating phase, U � J , on the other hand can be described by fermionic
quasi-excitations dubbed as doublons and holons, (2.12).

Therefore, in the two limiting cases the interaction (4.1) can be ex-
panded in terms of the typical excitations characterising the Bose gas in
the two phases. In the the superfluid regime the local number operator
can be written as a the macroscopic condensate density n0 plus a linear
fluctuation in the Bogoliubov modes

ĤSF
int = Ue|e〉〈e| ⊗

[
n0 +

∑
k

βk

NS

(
b̂†

k + b̂k

)]
, (4.4)

in which βk is spectral density. In the the Mott insulator, according to the
doublon-holon description, the local number operator can be first written
as n̂0 = n̄ + n+ − n−, i.e. as the filling factor plus the difference between
double occupancies and vacancies, and in terms of the normal modes the
interaction Hamiltonian reads as

ĤMI
int = Ue|e〉〈e|⊗

[∑
k,q

cos
(

θk − θq

2

)
(d̂†

kd̂q − ĥ†
kĥq)

+i sin
(

θk − θq

2

)(
d̂†

kĥ†
−q − ĥ−qd̂k

)
+ n̄

]
,

(4.5)

where θk are the Bogoliubov angles appearing in the transformations of
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Eq. (2.12). By fixing the environmental state |Φ〉 to be the ground state,
i.e. a vacuum of the normal excitations, we can compute, within these
approximate models, the dephasing rates as in (1.20). For the superfluid
we found

γSF (t) = U2
e

∑
k

|βk|2 sin(ωkt)
N2

s ωk

, (4.6)

and for the Mott insulator

γM (t) = U2
e

∑
k,q

sin2
(

θk − θq

2

) sin(ωd
k + ωh

q )t
N2

s (ωd
k + ωh

q )
. (4.7)

The two dephasing rates (4.6) and (4.7) share the same functional form,
but they results in very different dynamics for the decoherence of the probe.
Indeed, when embedding the impurity in the lattice it is not surprising
to find that the Bose gas reacts differently in the two phases. For the
non-Markovianity quantifier introduced in Eq. (1.24) memory effects oc-
cur clearly when the Loschmidt echo does not decay monotonically, but
there are intervals of time in which it increases. This occurs whenever the
dephasing rate appearing the master equation takes temporarily negative
values.

In the superfluid regime, L(t) displays revivals at long times only, due
to finite size effects, see panel (a) of Fig. 4.1. The memory-inducing mech-
anism, in this case, is the following: after the impurity is embedded in the
Bose lattice at site 0, representing the centre of the lattice, the repulsion
generates a small depletion of the quenched site, and a fraction of the ini-
tial particles moves towards the neighbouring sites. A density wave is in
this way generated, which travels freely throughout the lattice due to the
superfluid regime. Revivals in the density of the quenched site (and, as
a consequence, in the Loschmidt echo) are due to this wave reaching the
boundary - because of the finite size - and bouncing back towards its source
or simply coming back to the source in case of periodic boundaries. The
revival time can be then estimated as Ns/cs, where cs =

√
2JUn0 is the

sound speed obtained from the phononic spectrum ans Ns is the number of
lattice sites.

In the Mott insulator phase, the decoherence function shows the first
revival at τ � 2π

U , see panel (b) of Fig. 4.2. The Loschmidt echo reflects in
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Figure 4.1: (a): Loschmidt echo in the superfluid phase calculated using Eq.
(4.6) at U/J = 1, the vertical line is the recurrence time τ = NS

cs
� 2π

ωk=2π/Ns
.

(b): Loschmidt echo deep in the insulating phase at U/J = 30, the verti-
cal line is τ = 2π

U . (c): Loschmidt echo in the intermediate regime for
U/J = 3.5, 4, 5 in dotted blue, dashed green an solid black, respectively. (d):
density fluctuations in the nearest neighbor of the pertubed site (dubbed
as 1) for U/J = 3.5, 4, 5 in dotted blue, dashed green an solid black, re-
spectively. The dot-dashed gray line gives the density fluctuation in the
perturbed site for U/J = 5. In all the panels Ue/J = 0.01 and Ns = 96.
Data displayed in (b), (c) and (d) were obtained trough particle-conserving
(n̄ = 1) t-DMRG calculations.

this case the gap opened in the supefluid to Mott insulator transition, which
is of order U . This revival time can be derived trough the doublons/holons
description by noticing that, in the regime of strong interactions, the spec-
tral density exhibits a maximum at k = −q and |k| � π

2 . The energy of this
doublon/holon pair is 2Ω(π/2) � U , which is consistent with the revival
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Figure 4.2: Comparison between numerical (dashed green, Ns = 96) and
analytical (solid black, NS → ∞) normalised non-Markovianity measure
N = N /Nmax and average excess particle number at site 1, δn̄1/δn̄1max
(dotted blue, Ns = 96), where the time average is performed over JT = 2π.
In the inset, N for different lattice sizes, Ns = 80, 96 and 128 in solid red,
dotted blue and dashed green respectively.

time τ � 2π
2Ω(π/2) = 2π

U . As a consequence the non-monotonicity of the
Loschmidt echo occurs for shorter and shorter times for increasing values
of the increasing interaction strength.

Fig. 4.2 displays the information backflow renormalised by its maximum
value, i.e N = N /Nmax, and summarises the aforementioned findings. It
shows that the two limiting phases of the lattice gas are characterised by
qualitatively different dynamics: fully Markovian when the environment
is in the superfluid phase 1 and non-Markovian when the environment is
deep in the Mott insulator phase. Between these two extreme analyti-
cal approaches are not available and one has to recur to fully numerical
approaches. t-DMRG calculations2 give evidence that the he Markovian-
to-non-Markovian transition occurs at (U/J)N � 4, different from, but still
quite close to,s the critical point.

1The final time used to calculate the information backflow is truncated in order to
exclude contributions due to finite size effects.

2Juan José Mendoza-Arenas is acknowledged for performing such t-DMRG simula-
tions.
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The onset of non-Markovian dynamics is then compared with the time
averaged occupancy fluctuation of the impurity’s adjacent site, labelled
as site 1, δn̄1 = 1/T

∫ T
0 〈n̂1(t)〉 − 〈n̂1〉GS. We notice how this quantity is

negative for U/J � 4 and positive for greater values of U/J . Qualitatively
speaking we see that the dynamics of the impurity is Markovian, even
after the superfluid-to-Mott insulator critical point, the gas still maintains
a certain level of mobility with a time-averaged density depletion on the
neighbouring site. At larger interactions, particles accumulate (on average)
and are trapped on site 1 and in this regime a signature of non-Markovian
dynamics is witnessed.

The intuition is that the quasi-particles act as the physical information
carriers and their dynamics is then connected to information backflow and
non-Markovian memory effects. In the superfluid phase the density exci-
tations travel freely in the gas and in the early Mott insulator phase, for
3.4 � U/J � 4, higher occupancies are still able to propagate. The rise
of memory effects is witnessed only when higher occupancies are instead
trapped in the vicinity of the impurity.

To summarise, in Pubblication IV we have found that the information
backflow experienced by the probe is able to distinguish the two regimes
of the Bose-Hubbard model with a Markovian to non-Markovian crossover.
Despite the fact that the crossover does not coincide with the critical point
of the phase transition these findings strengthen the link between memory
effects and localisation.

4.2 Aubry-André Model: metal-to-insulator tran-
sition

The fermionic version of the Aubry-André model (2.22) describes a systems
of fermions trapped in a quasi-periodic geometry3. This setup is realisable
in the field of cold atoms by means of a bichromatic optical lattice with
incommensurate frequencies [82–84]. Even in the case of non-interacting
particles, this model bears a rather rich physics. In a nutshell, for Δ/J < 2
the single particles eigenstates are delocalized while for Δ/J > 2 they
are exponentially localised. This peculiar behaviour is often referred in
literature as a metal-to-insulator transition.

3We always take β to be the golden ratio, i.e. β = 1+
√

5
2 .
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In the following we consider, as initial state of the Fermi gas, a product
state in the occupation basis, i.e., the so-called charge density wave state,
in which only odd sites are initially occupied

|Φ〉 =
∏

i odd
â†

i |0〉, (4.8)

where |0〉 represents the vacuum state. This state is particularly easy to
realize in experiments and it has been previously used to explore relaxation
properties [83], many-body localisation phenomena [84] and the decay of the
Loschmidt echo in the presence of an impurity such as in (4.1), [111]. This
choice for the initial state of the environment is peculiar in what it is not
consistent with some of the assumptions generally made when performing a
microscopic derivation of the master equation of the open system. Equation
(4.8) indeed, is not an eigenstate of the unperturbed Hamiltonian and the
environment will evolve in time even without the impurity. Therefore,
we recurred to a fully numerical approach and computed the decoherence
function, and in turn the Loschmidt echo, trough a determinant formula
known as Levitov formula [112, 113]

√
L(t) = |χ(t)| = | det(1 − n̂cdw + n̂cdwe−iĥeteiĥgt)|, (4.9)

where n̂cdw =
∑

i odd |i〉〈i|.

The two phases of the Aubry-André model give rise to very different
behaviour of the Loschmidt echo as a function of the quasi-periodic po-
tential and lattice size. In the delocalised phase the Loschmidt echo ap-
pears to decay in time without displaying any appreciable structure in the
time scale considered. In this regime the decay gets faster and faster as
the ratio Δ/J is increased. When increasing the lattice size, instead, the
Loschmidt echo decays on longer time scales. These findings are displayed
in panels (a) and (c) of Fig. 4.3. The localised regime shows instead a
completely different behaviour. The decay of the Loschmidt echo is in
fact suppressed by stronger values of the quasi-periodic potential and, as
expected by a localised system, it is size independent. Furthermore, the
decoherence factor is characterised by strong oscillations that, according to
the Breuer-Piilo-Laine non-Markovianity measure are signal of information
backflow and memory effects. These findings are displayed in (b) and (d)
of Fig. 4.3. Panel (a) of Fig. 4.4 summarises these results in term of R,
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(a)

↓ Δ/J

(b)

↑ Δ/J

�

(c)

�

(d)

Figure 4.3: Square root of the Loshmidt echo. (a):
√

L(t) for increasing
Δ/J from blue to purple (1.5 − 1.7). (b):

√
L(t) for increasing Δ/J from

blue to purple (2.03 − 2.23). In (a) and (b) Ns = 233 and ε/J = 10−1.
(c)-(d):

√
L(t) for different sizes Ns = 233, 377 and 987 in solid green,

dashed red and dotted blue respectively for Δ/J = 0.5 (c) and Δ/J = 2.5
(d), with ε/J = 10−2.

the non-Markovianity quantifier introduced in Eq. (1.25). Clearly, mem-
ory effects become dominant in the localised phase, but the Markovian to
non-Markovian crossover does not coincides with the critical point of the
Aubry-André and it is weakly affected by increasing lattice size.4

Interestingly, when reducing the coupling between the fermions and the
impurity the rise of strong memory effects shifts towards the critical point

4Deep in the delocalised phase oscillations can be witnessed, although they result in an
information backflow of several orders of magnitude lower than the information outflow
making it very difficult to detect in an experimental scenario.
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(a) (b)

Figure 4.4: Panel (a): R as a function of Δ/J with ε/J = 10−1. In green,
red and blue the results for L = 233, 377 and 987 respectively. Panel (b): R
for a fixed size L = 233 with different impurity-fermions coupling, namely
ε/J = 10−1, 10−2 and 10−3 in green, red and blue respectively.

of the Aubry-André model. Panel (b) of Fig. 4.4 shows how R signals a
sharper separation between the delocalised phase and the localised phase
for weaker and weaker coupling. This evidence suggests how the memory
effects witnessed by the impurity dynamics in the delocalised phase are
connected to the interaction between probe and environment itself and are
not only related to the phase of the environment. These memory effects are
also robust and stable in the localised phase in the sense that for different
couplings the ratio between information backflow and information outflow
after the critical point reaches comparable values.

To conclude, in Pubblication VI we have found the information backflow
experienced by the probe distinguishes the two regimes of the Aubry-André
model and indeed a Markovian to non-Markovian crossover exists and it is
driven by the same parameter driving the metal to insulator transition.
Despite the fact that the crossover does not coincide with the critical point
of the phase transition, our findings strengthen the link between memory
effects and localisation and are in agreement with previous studies on non-
Markovianity induced by Anderson localisation.



Chapter 5

Statistical Orthogonality
Catastrophe

In 1967 P. W. Anderson introduced what he called infrared catastrophe
for a Fermi gas perturbed by a local scattering potential [114]. This phe-
nomenon has been later dubbed and referred to as Anderson Orthogonality
Catastrophe (AOC). In a nutshell, the phenomenon consists in predicting a
power law decay, in the system size, for the overlap between the many-body
ground states of a system of non-interacting fermions with (|Ψ0(ε)〉) and
without (|Ψ0〉) an impurity potential, namely

F ≡ |〈Ψ0|Ψ0(ε)〉| ∼ L−γ , (5.1)

where ε denotes the perturbation strength and L is the size of the system.
Consequences of the AOC are witnessed by the singular behavior of excita-
tion the energy spectra, revealed, e.g., by x-ray photoemission spectroscopy
[115]. This peculiar aspect of Fermi systems has attracted a renewed inter-
est because of the possibility to explore this phenomenon in the controllable
domain of ultracold trapped gases [16, 18].

Though the AOC was first introduced to describe the effect of a lo-
cal perturbation in a metallic system, recently, a new idea of a statistical
orthogonality catastrophe (StOC) has been introduced for disordered insu-
lators [116, 117]. Specifically, by studying the effect of local perturbations
on the Anderson insulator and on the localised phase of the Aubry-André
model, it has been found that the typical wave function overlap decays
exponentially with the system size

Ftyp ≡ exp(log F ) ∼ exp(−αL). (5.2)
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The bar denotes an average over different realisations of the Fermi system:
in the case of the Anderson insulator the average is taken over random
realisations of the disorder while in the Aubry-André the average is taken
over random realisation of the phase factor in Eq. (2.22). This Chapter
summarises the findings of Publications V and VII, whose aim is to give
new insight on the statistical orthogonality catastrophe.

5.1 Orthogonality events statistics

The basic difference between StOC and AOC stems from the fact that,
in the former one, for certain realisations F � 1, while for certain others
F � 0, already at finite size. This peculiarity is the reason why this form
of orthogonality catastrophe has been dubbed as statistical.

Let us now investigate the full statistics of orthogonality events and, for
this purpose, let us redefine the ground state overlap as

F (x, ε) ≡ |〈Ψ0|Ψ0(x, ε)〉|, (5.3)

in order to take into account explicitly the lattice site x to which the im-
purity is coupled in different realisations. As a figure of merit we introduce
then

σ(ε) =
〈

1
Ns

Ns∑
x=1

θ(δ − F (x, ε))
〉

, (5.4)

which can be interpreted as a probability of obtaining an orthogonality
event when averaging over both the position of the impurity and different
realisations of the on-site potential. δ is a tolerance value within which we
define two many-body wavefunctions to be orthogonal.

Our results show that the σ function is able to highlight the different
spectral properties of the two models. For both Anderson and Aubry-André
insulators, by increasing ε, i.e., the value of the interaction between the im-
purity and the Fermi system, the number of orthogonality events increases
monotonically. When ε � Δ the probability of obtaining an orthogonal-
ity event saturates to the filling factor. In Fig. 5.1 we show that the σ
increases for both models when increasing the strength of the perturba-
tion and saturates to 1/2, which is exactly the chosen filling factor n. The
striking difference, when comparing the results for the two models, is the
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(a) (b)

Figure 5.1: Probability σ that the ground states with and without impurity
become orthogonal; the impurity is located at different lattice sites and
averaged over site location and noise (or phase of potential). σ is displayed
versus ε in units of Δ for J/Δ = 0.01, 0.05, 0.1 (dotted blue, dashed red
and solid green respectively). The lattice size is Ns = 200 and the two
ground states are defined to be “orthogonal" when their overlap is less than
a conventional threshold δ = 10−4. (a) Anderson Insulator model; (b)
Aubry-André model, with β being the golden and silver ratio, respectively.
The vertical line in (b) correspond to ε/Δ = | sin(2πβ)|.

emergence of a plateau in ε for the quasi-periodic potential, while in the An-
derson Insulator case no particular structure is visible. This plateau seems
to be of order 2J , such as the principal energy gap of the single-particle
spectrum of the Aubry-André Hamiltonian. We have found that, indeed,
there is a link between the two, although not as straightforward as one
could think. As explained in Refs. [116, 117] the orthogonality manifests
itself when the local potential is strong enough to cause a rearrangement
of particles in the two many-body ground states. When the impurity po-
tential is switched on adiabatically, this rearrangement can be thought of
as a non-local charge transfer, since the site left unoccupied in the new
configuration can be very distant from the initially occupied one.

The impurity, apparently, does not change the nature of the single par-
ticle eigenstates, i.e. they are still localised, but it produces an energy shift.
Qualitatively speaking, adding the impurity energy ε on the occupied site
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2J

Ef

En

Figure 5.2: States around the principal gap are nearest neighbours and, to
some extent, they are delocalised on the two sites. The closer the states
are to the gap more delocalised they are.

x changes the energy of the eigenstate localised on the specific site to

E′
x � Ex + ε, (5.5)

where Ex is the unperturbed eigenenergy. Whenever E′
x becomes greater

than the energy of the first unoccupied level an orthogonality event occurs.
This mechanism is quite straightforward and it is sufficient, in first ap-
proximation, to explain and predict the behaviour of the σ function when
perturbing an Anderson Insulator.

However, because of the non-zero tunnelling, the impurity energy on site
x affects the energies related to the other sites E′

x+1, E′
x+2, .... In principle,

also these energy shifts can generate new orthogonality events whenever
the neighbour of the perturbed site is occupied. While it does not affect
the Anderson Insulator phenomenology, this mechanism is clearly visible in
the Aubry-André model. The reason relies on the fact that the eigenstates
of the localised phase of the single-particle Aubry-André Hamiltonian on
opposite sides of the energy gap are close in space, as predicted in [87], or
more specifically are delocalised on two sites to some extent. The situation
is schematically depicted in Fig. 5.2.

What happens is then that, for weak values of the perturbation, orthog-
onality events are obtained when the increased energy of the localised state
reaches the Fermi energy of the unperturbed Hamiltonian. This mecha-
nism is what generate orthogonality events for all the states between the
principal gap and the Fermi energy. When perturbing the sites related to
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(a) (b)

Figure 5.3: (a) The quantity R in Eq.(5.6) (dashed red) and R � σNs/4
in Eq. (5.7) (solid green), in a system with Ns = 200 and J = 0.05Δ
and the impurity placed in the centre of the lattice. (b) R versus ε/Δ, for
J/Δ = 0.01, 0.05, 0.1 (dotted blue, dashed red and solid green respectively).

the states directly below the principal gap the impurity affects the energy
of the states localised on the neighbouring sites, that are on the other side
of the gap and closer to the Fermi energy. This increase is sufficient to
generate orthogonality event and the plateau starts when all the occupied
sites with an occupied neighbour have generated an orthogonality event.
For the states below these occupied neighbours this mechanism become
unavailable and in order to generate a new orthogonality event the impu-
rity has to match again the distance between the energy of the state and
the Fermi energy, displaying then a plateau in σ. Basically, the plateau is a
manifestation of the correlations in the distribution of the eigenstates, and
also of the fact that the eigenstates are delocalised over two sites around
the principal gap, leading to some sort of energy shortcut for generating
orthogonality events.

In order to further characterise the density rearrangement induced by
the impurity potential, we introduce and investigate the function

Rx(ε) =
〈

Ns∑
j=1

|(j − x) [n(j) − ñ(j, ε, x)]|
〉

noise

, (5.6)
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in which n(j) = 〈Ψ0(ε = 0)|n̂j |Ψ0(ε = 0)〉 is the ground state occupation of
the j-th site in absence of the impurity, and ñ(j, ε, x) = 〈Ψ0(x, ε)|n̂j |Ψ0(x, ε)〉
is the ground state occupation of the j-th site in presence of an impurity
at site x with interaction strength ε. This quantity can be interpreted, to
some extent, as the average distance at which a particle is adiabatically
moved as effect of the perturbation.

The transferred particle will move to the site corresponding to the lowest
energy unoccupied state of the system without the impurity. This site,
for random realisations of the phase, can be any lattice site with uniform
probability. Therefore, for an impurity placed in the centre of the lattice,
the site will be at an average distance ∼ Ns/4. When considering the
full statistics of the adiabatic transport, as a function of the perturbation
potential, we can assume that the probability of an orthogonality event is
equivalent to the probability to adiabatically transfer a charge, allowing us
to write

R(ε) � σ(ε)Ns/4, (5.7)

where we have taken the impurity to be placed at site x = Ns/2 and con-
sequently dropped the label x. The probability function σ is not averaged
over the impurity position, but is calculated with the impurity placed at
x = Ns/2 as well. Fig. 5.3 (a) corroborates the assumption made in (5.7).
Panel (b) shows instead how the radius R behaves qualitatively like the
σ function with the plateau shrinking when reducing J/Δ and saturating
for strong interactions to nNs/4. This result is a further confirmation that
the radius of disturbance induced by the local impurity does not scale as
the localisation length, which in turn is determined by the ratio J/Δ, but
grows linearly with Ns.

We conclude by stressing that this analysis and the witnessed phe-
nomenology are far from being in the thermodynamic limit. Increasing
the lattice size will eventually reveal the exponential scaling of the typical
fidelity, but in the regime investigated here the lattice size does not seem
to play a relevant role, as shown in Fig. 5.4.
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Figure 5.4: σ is displayed for different lattice size, NS = 200, 120, 100, 80,
in black, green, red and blue respectively with J = 0.05Δ and β being the
golden ratio. The vertical red line is at ε/Δ = | sin(2πβ)|. The two vertical
lines are at ε/Δ = | sin(2πβ)| − J/Δ and ε/Δ = | sin(2πβ)| + J/Δ.

5.2 Irreversible work production and Orthogonal-
ity Catastrophe

The source behind the statistical orthogonality catastrophe can be exam-
ined from a different view point. We have outlined how, in presence of
an orthogonality event, the system witnesses a change in the ground state
equilibrium density, with a particle occupying a different site in the lat-
tice in the perturbed and unperturbed configurations. Being the system
localised the arrangement is due to the fact that the impurity, altering the
energy of the perturbed site, makes a different state, localised on a different
site, energetically favourable. This aspect of the StOC can be seen from
Eq. (5.7) and is illustrated in Fig. 5.3.

We have studied how the single particle eigenstates change as function of
the impurity potential. We can distinguish, as anticipated by the discussion
in the previous section, two cases. In the first case the impurity perturbs
an occupied site, labelled as x0, with no nearest neighbours occupied. The
orthogonality occurs whenever the state, localised at xf , became energeti-
cally favourable to be occupied. Let’s define then the energies of these two
localised states as E(x0) and E(xf ) . The ground state density rearrange-
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Figure 5.5: Panels (a) and (b): fidelity and level crossing when perturbing
a site with no occupied neighbours. Panel (c): avoided crossing around
the Fermi energy when perturbing a site with an occupied neighbour. In
dashed red and solid green the energy of the states localised on the different
sites. The different curves correspond to J/Δ = 0.1, 0.05 and 0.01, which
in terms determines the gap of the avoided crossing.

ment, or orthogonality event, is achieved when the two states, as effect of
the perturbation, undergo a level crossing, i.e. E(x0) > E(xf ). Panels (a)
and (b) of Fig. 5.5 summarise this explanation showing the behaviour of
the ground state fidelity and the aforementioned level crossing. When the
perturbed occupied site has an occupied neighbour, let’s call it x1, with
E(x1) its related energy, the mechanism to generate an orthogonality event
changes. As a consequence of the non-zero tunnelling the impurity modifies
both E(x0) and E(x1) giving rise to an avoided crossing. Whenever one
of the two is now greater than E(xf ) an orthogonality event is obtained.
As shown in panel (c) of Fig. 5.5, for bigger J the crossing generating
the orthogonality is achieved far smaller values of the perturbation 1. This
second mechanism is the origin of the plateau like behaviour displayed for
the probability of obtaining an orthogonality event in Fig. 5.1.

This description about the origin of the orthogonality catastrophe events
in terms of level crossings and avoided crossings suggests to employ the same
tools applied to the study of quantum phase transitions. We consider then
to perform a sudden quench of the impurity potential from ε to ε + δε.
Interestingly, the irreversible work produced by such a quench is able to
capture both the level crossing and the avoided crossing. In panel (a) of Fig.

1Although labelled as x0 and x1 it must be noticed how, close to the avoided crossing,
the two states are actually delocalised on the two sites.
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(a) (b) (c)

Figure 5.6: Irreversible work produced during an infinitesimal quench of the
impurity potential. Panel (a), (b) and (c) correspond to the cases in which
the impurity is placed in an occupied site with no occupied neighbours, an
occupied neighbour, and the neighbour being xf . J/Δ = 0.1, 0.05 and 0.01
are displayed in dotdashed green, dashed red and dotted blue respectively.
The gray curves in (b) and (c) are obtained plotting (5.9). The two vertical
lines in (b), dashed and solid, correspond to ε = V1 − V0 and ε = Vf − V0
respectively.

5.6 we show the irreversible work when perturbing a site with unoccupied
neighbours. In this case the irreversible work is discontinuous, as expected,
at the level crossing and it is unaffected by different tunnellings, as soon as
we remain in the localised phase. Panel (b), corresponding to the quench
of a site with an occupied neighbour, displays more interesting features.
The irreversible work is discontinuous at the level crossing, between E(x1)
and E(xf ), while at the avoided crossing it displays a local maximum. By
reducing the tunnelling J , the discontinuity moves to bigger values of the
perturbation, in line with the shift seen in panel (c) of Fig. 5.5. The
gray curves correspond to a fit in which we have treated the crossing as an
effective two level system

Ĥ2(ε) =

⎡
⎣V0 + ε −J

−J V1,

⎤
⎦ (5.8)

where V0 = Δ cos(2πβx0 + φ) and V1 = Δ cos(2πβx1 + φ). With (5.8) the
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(a) (b)

Figure 5.7: Irreversible work produced during an infinitesimal quench of
the impurity potential. Panel (a): the irreversible work is averaged over
the impurity position, and in solid green and dotted blue are displayed
the results for J/Δ = 0.1 and 0.01, respectively. Panel (b): irreversible
work produced for the case in which the impurity is placed in a site with
occupied neighbours for different lattice sizes, namely Ns = 150, 300, and
450 in green, red, and blue, respectively. The vertical lines in (a) and (b)
are at ε = Vf − V0 and ε = V1 − V0 respectively.

irreversible work for an infinitesimal quench trough (3.24) is found to be

Wirr = − δε2J2

(4J2 + (V0 − V1 + ε)2)3/2 . (5.9)

The two-level description provides an optimal fit after the discontinuity, as
depicted in panel (b) of Fig. 5.6. A particular and unique case is when the
perturbed occupied site is the neighbour of xf . In this case the irreversible
work does not present any discontinuity and, at non-zero tunnelling, the
irreversible work is completely described by Eq. (5.9), with x1 = xf , as
displayed in panel (c) of Fig. 5.6.

When averaging over all the impurity position, the irreversible work re-
veals all the discontinuities related to all the possible level crossings induced
in the single particle spectrum, with the development of a region with no
peaks, as shown in panel (a) of Fig. 5.7. This region with no peaks is the
analogous of the plateau of Fig. 5.1. By reducing the tunnelling the region
shrinks and its centre coincides with ε = Vf − V0 ≈ Δ| sin(2πβ)|.

When increasing the lattice size we have found no noticeable changes for
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the single site realisation in the range sizes considered. In panel (b) of Fig.
5.7 we see the perfect overlap obtained for increasing values of the lattice
size. However, further increasing the size will eventually result in a different
energy for the lowest energy unoccupied state, i.e E(xf ), and on average,
and for bigger sizes, it will scale at half filling as E(xf ) ∼ 1

Ns
. Finally,

increasing the lattice size leads to an increasing number of discontinuities in
the irreversible work when averaging over the impurity position, signalling
the increasing number of level crossings.
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Concluding Remarks

In this thesis we have presented the complex and rich physics behind the
topic which goes commonly under the name of quantum probing. Far from
being a universal theory on quantum probes the results we have presented
show how theoretical tools developed in open quantum systems theory,
perturbation theory, and quantum thermodynamics can be used to design
probing protocols to explore the properties of many-body systems from a
novel perspective. In Chapter 1 the theory of open quantum systems, a
simple derivation of the Fermi Golden Rule and the concept of work re-
lated to a quantum quench were introduced. The notion of non-Markovian
dynamics was presented trough the introduction of the BLP measure, and
as an example, and to prepare to the results presented later in the The-
sis, the paradigmatic example of a two level system undergoing a purely
dephasing dynamics was discussed.

In Chapter 2 the physical systems on which our theoretical investiga-
tions focus were presented. Such systems include the Bose-Hubbard model,
describing bosons trapped in an optical lattice, Coulomb crystals, describ-
ing ions confined in anisotropic trap, Kitaev chain, describing fermionic
modes with long range hopping, and the fermionic Aubry-André model,
describing fermions trapped in a quasi-periodic geometry. All these models
share a tight binding description and we presented some approximations
which allow us to perform analytical calculations in specific regimes. It
is worth mentioning that the interest in these setups arises from the fact
that they are experimentally implemented in laboratories all over the world.
Chapters 1 and 2 do not have the ambition to be a complete and formal
analysis of the topics presented, but rather their goal is to provide the
Reader with a self-consistent introduction to the basic tools necessary to
better follow the results of this doctoral work.

In the following Chapters the key findings of the Publications I-VIII
were presented. In Chapter 3 it was shown how a properly engineered im-
purity, acting as a quantum probe, can be used to perform full momentum-
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resolved spectroscopy on many-body systems with a lattice-like geometry
and to infer temperature via Crooks-Tasaki fluctuation theorem. In this ap-
proach the measurements are performed exclusively on the impurity, which
therefore acts as a read-out device. This probing paradigm is applied to
both fermionic and bosonic species. The Chapter proceeds showing how
the irreversible work produced during a sudden quench in proximity of the
critical point of the linear to zig-zag transition of ion Coulomb Crystals can
be used to study their criticality. It is also shown how the irreversible work
is, in this case, related to changes in the equilibrium positions of the ion.

In Chapter 4 we have focused our attention on the open dynamics of the
impurity from an open quantum system theory perspective, trying to un-
derstand when and why it can be classified as Markovian or non-Markovian.
Our goal here was to study if and how the character of the probe dynamics
is related to the changing properties of the environment, e.g. when the
latter one undergoes a phase transition. Our results show that a superfluid
environment gives rise to a Markovian dynamics for the probe while the
deep Mott insulator acts a non-Markovian reservoir. In a similar fashion
we have shown how an engineered fermionic Aubry-André model can act as
a Markovian and non-Markovian reservoir in the delocalised and localised
regimes, respectively. Our findings substantiate the idea that a connection
between memory effects and localisation exists.

Chapter 5 illustrates situations breaking the paradigm for which an im-
purity does not perturb sensibly a large environment. There we consider the
concept of Statistical Orthogonality Catastrophe, a peculiar phenomenon
arising when adding a local perturbation to localised fermionic systems.
We have shown how the full statistics of orthogonality events is able to
witness non trivial spectral correlations typical of the Aubry-André po-
tential, absent in a truly disordered system. This behaviour is revealed
also by quantities more accessible experimentally, such as quantifiers built
on measurements of the density rearrangement induced by the impurity.
We have then explored the same phenomenon from a different prospective
and, using the irreversible work as a figure of merit, we have shown how
the orthogonality events statistics can be described and explained trough a
phenomenology of level crossings and avoided crossings.

To conclude, we have shown throughout this thesis how the impurity
dynamics, intended partly as a perturbation to a large environment, is a
useful tool to explore the physics of a complex environment. The theoreti-
cal tools borrowed from different fields of Physics find a natural application
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in the quantum probing paradigm, which reveals itself to be an extremely
versatile approach, with a wide range of applicability in terms of physi-
cal systems and properties to investigate. Consequently, there are a lot
of physical phenomena that can be explored under the quantum probing
umbrella. As an example, one of the following study that we will perform is
the dynamical probing of the avoided crossing induced by the impurity po-
tential in the Aubry-André model. The idea is to apply a similar procedure
such in Publications III and IV in order to use the Loschmidt echo and its
Fourier transform, i.e. the work statistics, to probe the avoided crossings
and the resonances induced in the Fermi lattice by the immersed impurity.

The results of this research work also suggest to apply a similar method-
ology to achieve different goals. If here the task was to learn about the
complex environment, by means of impurities and perturbation potentials,
the next step is to use the same ingredients to manipulate, at will, the
quantum complex system itself or the open dynamics of the probe. Crit-
ical regions are already been proven to be an optimal operational regime
for efficient quantum thermal machines. However, critical-like phenomena
driven by impurities have not been yet widely studied in this framework.
At the same time, the possibility of tailoring localised energy states in large
localised environments, by means of an impurity potential, suggest the de-
sign of a novel architecture for quantum information processing. Another
direction could be to use impurity potentials and properly engineered time-
dependent couplings to perform cooling protocols. These future directions
harvest the experience developed throughout this thesis in the field of quan-
tum probing and direct it into the manipulation and engineering of open
quantum systems and complex environments.
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