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1 INTRODUCTION

This chapter discussed motivation for this worle thsearch questions and then finally
the research approach. The leading factor tontioisvation is the fact that no scientific
studies have been done on cloud based monitoriregs&svice. This chapter presents
research questions and the approach to answessg tjuestions.

1.1 Motivation for this research

Monitoring services are important IT systems thegdpgt and report possible infor-
mation technology (IT) system failures so that bass critical services are not inter-
rupted and continue to run. They are important pathusiness continuity or disaster
recovery plans. However, monitoring services as agbther security enforcements do
not bring direct benefits/revenues to a firm. Herafeen firms have no monitoring ser-
vice or a business continuity plan. Often firmsrad understand that monitoring solu-
tions are important strategic plans. Some firmsehi@arned this in hard way after a
major disaster that might be result of from humanatural factors. Only 20 per cent of
IT managers understood strategic values on thesecements (Lindstrém 2012, 270).
Organizations must have intelligent systems thatdipt possible threats using some
kind of mechanisms to collect reports from all kiofdIT systems and then detect unu-
sual behaviors of the systems. Business criticalicgs require constant monitoring,
real-time anomaly detection, live diagnostics, aglular health check reporting to en-
sure business continuity (Stewart, 2009). Moniwrsolutions can predict a system
failure and report them so that business critidakystems are fixed on time before
business is interrupted. These monitoring solutisase traditionally hosted and main-
tained on-premise by the IT team. On-premise smiutheans software and/or hardware
installed and running in-house on a firms buildonglatacenters.

Traditional on-premise systems continue to getératol maintain in addition to oth-
er disadvantages like cost of operation and conitgleirms choose to outsource many
IT service for different economic and strategicses as IT investment continue to get
more strategic (Gowda & Shramanya 2015, 46). Asdlservices are becoming com-
mon, moving traditional monitoring service to clowduld inherit all cloud based op-
portunities and advantages in terms of better paymethods and low or reduced capi-
tal investments (safe investments) (Corkern eDab2.

Cloud computing is a scientific revolution thatingpacting and transforming all or-
ganizations (Sheree & Sara & Billy 2915). Cloudvesgs are becoming common plat-
forms for countless applications. Anything now Biryg offered as a service (XaaS)
(Mladenow & Kryvinska & Strauss 2012, 214). The ‘imtoring as a service” acronym



(MaaS) will be used in this study to describe mannily service hosted on a cloud infra-
structure.

Cloud computing are shared computer resourcesctratbe access via network in
type of pay-per-use service (Mell & Grance 2011hud enables access to IT software,
hardware and other resources over the Internehtdatjies. It is expected that by 2020
the cloud market will grow to $159.3 billion fron2%.5 billion in 2011 and almost all
services will be hosed on cloud (Boillat & Legné&13, 40). Regardless where IT infra-
structure, platforms or software are hosted, theyimportant assets helping business
functions directly or indirectly.

When searching online databases such as ABI/INF@®Nection (ProQuest) using
keyword “cloud computing”, thousands of articleg dmund. Karunakaran (2015) re-
viewed 155 studies on cloud computing focused dferdint research areas such as
cloud economics, strategy, information system fdjcy issues, technology adoptions,
etc. Different authors have been studying genexagfits, drawbacks and other charac-
teristics of cloud computing provided in differgriatforms such as infrastructure as a
service, platform as a service or software asdce(Alali, & Yeh 2012, 14). All these
findings on cloud produce holistic and general ifiggd that might or might not fit the
monitoring as a service (MaaS) concept. Cloud stssif countless applications that
often do not share same benefits or barriers véthether. For example a banking ap-
plication and a booking system application do rwre the same benefits drawbacks
and barriers if they are hosted on cloud (Wisnie\26K 3, 88).

When using “Monitoring as a Service” keyword, odl trade journals and 9 schol-
arly journals were found. None of the journals fowontained a scientific study on
Maas that would show benefits, challenges or amgnsitic studies of the application in
cloud. This study reviewed 55 articles relevanimionitoring and cloud services in or-
der to find common factors that are relevant teséhevo, hoping to produce valuable
findings related to MaaS model.

This study focuses on monitoring service hostedidnd infrastructure and the fac-
tors that make firms deploy MaaS. Different fromditional monitoring services where
hardware and/or software were provided to the ecastpthis study is focused on a ser-
vice delivery model where no software or hardwaredyis provided to the customer.

1.2 Research question and objectives

As mentioned on the section 1.1 , there are @titid that have no understanding that
monitoring services are important IT assets thatsnthat system failures are predicted
before they occur and/or report when these haveroedt so that fix is done immediate-
ly and business continues to flow. This study amminding those key factors that help



firms understand values that a cloud based mong®ystem brings to all stakeholders
including customer and providers. The simple goestithis thesis work will try to an-
swer are:

. What are the key factors that influence the denistoorder cloud based moni-
toring service?

. What benefits firms gain from outsourcing monitgrifunction to cloud based
delivery model?

When searching online libraries for monitoring seeg, the search engine returns of-
ten articles that are very narrow, single-purposmitoring solutions (Silver 2010, 8).
Because there are thousands of IT systems deplegddwide, it would be impossible
to come up with a list of benefits that a monitgrsolution would provide to all sys-
tems. Articles on monitoring services are mosheftime very technical, trying to solve
a technical need or often, not related to IT ass®iitoring. For example a lot of studies
are done on monitoring related to health care dsewenomics and environment moni-
toring. Hence, monitoring literature in IT assetgbor in terms of values, benefits or
other characteristics studies.

1.3 Research approach

A keyword “outsourcing + cloud” and “monitoring rwice” were used with a “jour-
nals” filter as a primary article selection criteriAn important attention/review depth
was put on articles that reported valuable andnsifie studies based on quantitative
researches. Qualitative research studies alsowedigrhich made the majority of litera-
tures reviewed. The empirical study of this thegisk is based on qualitative research.

A pilot project is conducted as result of this tkegork. Findings from the articles
reviewed and the IS theory were used to consthetqualitative interview questions.
The data collected from interviewed stakeholdersevemalyzed using thematic analysis
procedure as one of the most used forms of an@ydata gathered from qualitative
researches (interviews). Finally results from thterviewed are listed and then dis-
cussed on the final article. Cloud literature anshitoring service literature will make
the cloud based monitoring service



10

2 LITERATURE REVIEWS

This chapter discusses briefly theories relevartdad computing to be continued with
cloud studies and then monitoring service studies.

2.1 Theories

When searching online databases using “cloud +yhemost of the studies are based
on Transaction Cost Economics theory. Theoriesdaam cloud studies are listed on o
Table 1. A lot of articles have no theories asgedido them. For example, Qian and
Palvia (2013) studied the strategic impact of claoedhputing but used no theory be-
cause authors claim that there is no such readyerade used.
Journal reviewed during this thesis study discaddreo significant factors that in-

fluence decision to outsource an IT function. Tingt ffactor is related to the cost sav-
ings or avoiding capital investment.

Table 1. Main IS theories mentioned on the cloud computing literatures re-
viewed

IS theory: Nr of times found on
articles

Portfolio theory

Game theory

Transaction cost economics
Resource dependency theory
Resource-based view of the firm
Agency theory

Diffusion of innovations theory
Institutional theory

Social exchange theory

Social capital theory
Technology-Organization-Environment framework

W Rk, P PN WWWSN W

The theory mostly used when evaluating cost isTit@saction cost economics re-
flecting to the main factor that is transactiontcés addition to costs, articles reviewed
in this study find technology and innovations to ibgportant factor. Therefore the
Technology-Organization-Environment framework aritfusion of innovations theory
will be briefly reviewed.
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2.1.1 Transaction cost economics theory

Transaction cost economics theory is the dominfagory in cloud studies (Ray 2016,
12). Hence, many researches have used as a tbabfeimework to understand firms
decision related to cloud migrations. What makestthnsaction cost economics attrac-
tive theory is that it helps firms evaluate the réegof outsourcing that is relevant to
cloud service orderings as well. Williamson (201d)e of the authors of the transaction
cost economics highlights thaarly issue that arises as or can be reformulatec as
contracting problem can be examined to advantagé&ansaction cost economizing
terms. Also articles reviewed during this thesis wohow that transaction cost eco-
nomics is mostly used theory to help cloud relatedisions (Table 1). Cloud outsourc-
ing model is attractive for researches because itound to have impact on costs
(Schwarz et al 2009) that often is the determifactor of outsourcing IT systems (Lac-
ity and Willcocks, 2014). The popularity of the nsaction cost economics on cloud
studies is associated also to the benefits thadchrings in terms of cost savings and
other transactions costs evaluations that might ygupTransaction cost economics is
focused on reducing transaction costs that candmeyr(Schwarz & Jayatilakay & Go-
les, 2009). Before cloud computing model existeandaction cost economics theory
was used to evaluate the make-or buy decisiondi@/gon 2007). Although this theo-
ry is old, it is still being widely used for softwemand other IT outsourcing decisions
(Schneider & Sunyaev, 2016). The transaction cosh@mics main goal is to provide a
better cost structure and reduce transactionsretaed to service orderings that bring
no values. In cloud deployments, these servicesedaged to searching and finding the
cloud provider, deciding what service to use, frajnetc.

Transaction costs are driven by three factorsrdqléency of occurrence, 2. As-
set specificity, and 3. Uncertainty (Baozhou & Rédyndrew 2015, 758). Asset Spec-
ificity consist of three main categories: site, gilogl (also referred as technical) and
human asset (Schneider & Sunyaev 2016). Uncertaintinked to many unknown
characteristics of cloud such as security, relighéind other unknown parameters asso-
ciated to cloud offerings (Ray 2016, 12).

2.1.2  Diffusion of innovations theory

The Diffusion of innovations theory is on old thedout still widely used. The theory
analyses how innovations are adopted within son&inbers. The diffusion of innova-
tion is a process that begins slowly with few iefiged people called “Innovators”, to
then continue with “Early adopters”, the “majoritghd then “laggards” (Etro, 2011).
Each group has different characteristics towardg@ting or rejecting new innovations.
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The first two groups are forward looking peoplelwd to adopt new technologies.
They however make small but important group. Nenoirations have to go through
different stages before they are adopted. (Willso&k Venters & Whitley 2013, 185).
Firms are must provide benefits to all these grdopgba the innovations are considered
successful.

Diffusion of innovations theory however is missilog of characteristics related to
cost and risks that are important.

2.1.3  Technology-organizational-environmental framework (TOE)

TOE defines three important innovations factorg thduence cloud adoptions: techno-
logical, organizational and environmental conté&utjerrez et al. 2015; Gangwar et al.
2015). Many late studies use Technology-organimatienvironmental framework the-
ory to study factors that firms consider when agaptcloud theories (Gutierrez &
Boukrami & Lumsden, 2015). The TOE technology eletraescribes best how tech-
nology can create innovations that are often seekeg to solving business problems
(Ray 2016; Gangwar & Date & Ramaswamy, 2015). Gamg®ate and Ramaswamy
(2015) uses TOE variables to develop a conceptaaldwork based on a study review-
ing data from 280 companies. Authors point out timatin variables influencing the
adoption to cloud are associated with the technoéb@nd organizational factors.

Yazn, Papagiannidis and Li (2013, 253) argue ti@E Tramework is more relevant
to study innovation adoptions because diffusiomabvation theory does not have the
environment context. The environment context relatecompetitors, technologies and
other elements surroundings where business is ctedlu

2.2 Cloud literature review

There are a lot of studies on cloud computing gergeral concept that have produced
different results. For example security relatedcewns are claimed to be the biggest
factors hindering firms to move to cloud (Dohertyaé 2015; Wu et al. 2013; Blumen-
thal 2011). However, other researches find seclegy relevant because they claim that
cloud providers have more knowledge and resouraespply security enforcements
compared with on-premise installations on SME fir(@®rkern & Kimmel & More-
head 2015, 16). Other studies find security to Hee least concern when considering
clouds because there are other bigger challengesakailability of a cloud service
(Blumenthal, 2011).
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2.2.1  Cloud adoption evolution

Cloud has arisen from IT outsourcing. In the pagtualization” and “IT outsourcing”
terminologies were used as terms to describe obaudputing ideas (Yazn & Papagi-
annidis & Li 2013, 226). Schneider and Sunyaev @@&tudy on IT outsourcing reveals
that most of factors that drive the sourcing decigiemain the same for cloud compu-
ting. They conclude that that cloud services hawerged from IT outsourcing and both
share common benefits. IT outsourcing services vadten multi-year commitments
that have sometimes had poor performances. Thedaito deliver reliable IT project is
a reason why many firms terminate IT outsourcingeaments and choose to adopt
cloud based short-term IT projects provided byedéht vendors (Dhar 2012, 672).
Cloud computing advantages over the IT outsourerg those of self-service, on-
demand and usage-based contracts. Aspects therteiffate cloud services from early
IT outsourcings services are related to “on-demaea’/ice model introduced in clouds,
removing the need for starting fees and long castdhe other advantage of cloud is
that customer pays for resources used rather ggorted (Wisniewski 2013).

Findings on factors that drive cloud computing ratgm decision are mostly related
to the technological aspects and cost savings.dCémmputing technology is consid-
ered as evaluation of two different elements; tineialization technology and the other
one that is focus on the customer orientation awdice based approach (Venters &
Whitley, 2012).

As services are migrated to cloud, a smaller ITmteéa needed and workload of
hardware support, updates and regular backupsaarsfeérred to cloud provider (Enslin
2012). Factors that lead to success of cloud inégsih Taiwan are found to be “strate-
gic resources allocation” as the most importannelet on their business model offering
cloud services (Lin et al. 2015). Being able tatstgically allocate software, hardware
and human resources is indeed important busingseagh to better allocate resources
on projects that generate more revenues.

Cloud computing innovations have huge impact ort stsicture affecting directly
job creations and reallocations of jobs in IT secpublic finances, etc. (Etro 2011;
Madhavaiah & Bashir & Shafi 2012, 163). Cloud swios have made IT department
smaller reducing the need for expert for every esysi{Catinean & Candea 2013).
Hence, the technical knowledge need is decreasidghe need for management skills
are increasing. European health sector is an exawipére cloud migration that has had
huge impact on cost saving and also enabling tleeallocated IT personnel to more
applicable tasks (Etro, 2011).

Cloud is disruptive technology and as such, manypbg will be lost. However, real-
location of jobs is believed to be easily doneiftetent tasks within same organization
in addition to managing cloud ordered services 201 17).
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2.2.2 Different deployment model of cloud services

Not only private users but also every businessisgucloud services. When they pub-
lish something on the social media like Facebootuit¥be, Linkeln, etc, these are all
cloud services. In addition, often mail server @oedhmunication tools like Skype for
Business are common to be hosted in cloud. Theohitilnstitute of Standards and
Technology (NIST) (Mell & Grance 2011) defines aocomputing as a.. model for
enabling ubiquitous, convenient, on-demand netvaodess to a shared pool of config-
urable computing resources (e.g., networks, servetrage, applications, and ser-
vices) that can be rapidly provisioned and releagétth minimal management effort or
service provider interaction”.

Cloud infrastructures are computer resources hostea third party datacenter.
These are on-demand pay-for-use services arrangéouo different deployment mod-
els listed below.

. A private cloudaims to provide better security and protectiongDB012, 3)
as it is provided to a single organization. Thisamethat the cloud infrastruc-
ture can be hosted within organizations facilitiesnaged by the in-house IT
team or outsourced support (Fernandes et al. 2@bgurity however requires
trained IT staff, clear policies/standards and mod&ewall infrastructure to
protect them from the Internet. Security and abdity are two main factors
for private clouds to be still deployed. Howeveeyhare very costly invest-
ments for small to medium (SME) firms. Private deware deployed also to
solve legal issues in case a firm is obligatedetepkdata in-house (Wisniewski
2013). In theory, a better control of data secuaityl privacy can be achieved
with private clouds, but nevertheless, these depéoyts are subject to cyber-
attacks too like any service.

. Public clouds are services offered to multiple argations. These are shared
resources over the Internet provided by a thirdyptr different customers
(Ray 2016). Public clouds are the most deployeddligervices (Wishiewski
2013). Firms providing this type of cloud are foample Google, Microsoft,
Amazon, etc.

. Hybrid cloud is a combination of private and puldiouds aiming to combine
benefits from both public and private clouds (Sdtleeet al. 2016). Hybrid
clouds are suitable for load sharing (Oleksiy &84 2, 846). For example, a
business critical application that requires lowwwk delay, high bandwidth
and lot of processing power is hosed on a privlstedcwhile backups are sent
to the public cloud over the night. In case of disa(natural, cyber-attack, etc)
backups can be easily recovered from the cloud.
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. Community clouds are hardware and software resewshared between com-
munities that share the same values or interestis.ekample organizations
working for a same mission or goal deploy communltuds (Mohlameane &
Ruxwana 2014).

Clouds are specified by three service models thasist of infrastructure as a service
(laaS), platform as a service (PaaS) and softwara service (SaaS) (Madhavaiah &
Bashir & Shafi 2012). The anything as a servicea®ais being used also with other
cloud offerings but not very often seen on therditeres (Mladenow & Kryvinska &
Strauss 2012, 214).

. laaS delivers virtual machines, storage, infrastngéc and other virtualized
computing hardware resources (Baltatescu 20145 ldeeoretically means
hardware infrastructure resources offerings on aeihthat are hosed on a
third-party operator. Advantages are related tditglio reduce on-permise
space, minimize capital investment costs, andtghiti increase or decrease
computing resources (example CPU, Memory, disk espaetwork) whenever
needed (Wisniewski 2013). On laaS deployment, tiesns the hardware is
elsewhere (in cloud) but customer take care of aipey systems and other
software needed.

. PaaS are developer platforms offering platforms dJoitware developments.
(Martens & Teuteberg 2012; Karunakaran & Krishnaswa& Rangaraja
2015). Developers benefit the most from this platf@llowing them to easily
integrate applications with customer environmert tsting different features
like load balancing (de Oliveira et al. 2013).

. SaaS services are the most used cloud servicesd@G&wsubramanya 2015,
40). SaaS model is a complete solution to the oustoSaaS is simply an ap-
plication hosed on cloud that is accessed via miberiet, offered in pay-per-
use model including all necessary resources needgored for the application
to run. Figure 1 show the “Service Customer” on &mgl then SaaS applica-
tions such as Google Docs and Hotmail. This shawve imuch of effort is of-
floaded to the cloud service provider.
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Figure 1. Cloud delivery models and their components (Fernandes et al. 2014).

There are differing pricing models for SaaS. Sorhéhem are offered for free for
certain conditions like usage time, disk space/gbe/corporate. For example Microsoft
One Dirive is free with a size limitation. Users dauy more disk space if needed. In
Freemium models SaaS providers offer software fee fand the user has to pay for
additional features (Katzan 2010). For example &tik premium offers more features
than free version. Because cloud services are alwaline, it is easier to manage li-
cense subscriptions compared with on-premise softwa

2.2.3 Cloud asa strategic innovation

Lacity and Willcocks (2014) claimed that previoesearches under examined the stra-
tegic drivers that influence the decision to corndoatsourcing of IT services. They
study based on 202 surveys and interviews condumggeen 2011 and 2012 add also
innovation as another important factor that inflceah clients to outsource IT services to
cloud. Authors point out that it is important tisairvice providers and clients work con-
tinuously together in order to create a procesyg tadl “dynamic innovation”. Lacity
and Willcocks (2014) study reveal that it is impmoit to continuously put efforts on
improving client’s efficiencies, processes, anatsigic performances. Authors claim
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that customer orientation and effective collaboratvill lead to better innovation strat-
egies and as such will have significant impact enislon-making related to cloud or-
derings. This is another approach to agile devetpmwhere the provider and the client
work together to design a long lasting solutionoB#u, Rudy and Andrew (2015) in
addition to the cost factor, they findings alsoverahat firms are engaged on mi-
crosourcings also because of strategic thoughtstdgiourcings are small cloud order-
ings that can be easily scaled if customer seagsdrom them. Venters and Whitley
(2012) study reveals four technical factors upoictvlauthors believe cloud computing
is founded. The first factor they call “equivalehée related to desire to receive ser-
vices that are more secure, available and lowentat The second factor called “Varie-
ty” relates to cloud services that can deliver ctaxpsystem for different business
needs. Third is “Abstraction” factor relates to mqess of simplifying technological
layers so that firms can focus their time and resesion the part that matters. The last
factor that is a significant factor on cloud inntea is “Scalability”. Scalability enables
customers firms to easily add/remove technologpueses that match their workload
and need.

Textile industries outsource services to cloud beeaof financial and strategic rea-
sons (Mladenow & Kryvinska & Strauss 2012, 220)u@ computing enables them to
quickly allocate IT resources on rapidly changingieonments’ and customer demands
around the globe.

The numbers of cloud computing offers are incregaimd the competition is becom-
ing bigger (de Oliveira et al. 2013, 2364). As cetiipn becomes high, provider firms
must take measurements to lower their price. Ofteénprices are not linked to good
services such as security. Cloud offers are reaayenpackages designed to deploy eas-
ily to a wide market. Therefore customizations astter integration to local on-
prermise application is challenging or almost ingiole (Peng & Gala 2014). Especial-
ly when evaluating transaction costs related tegrdtion of legacy ICT system, is
found to be an issue (Ross & Blumenstein 2013). WiaaaS applications offered to
different customers run on the same virtual maclaind as such, whatever changes
made on this platform, will affect all customersngsthe same platform. Hence, firms
must have clear how to approach costumers withdcknlutions that have different
challenges and needs.

Telecommunications industries in Taiwan focusingctwud services are strategical-
ly sponsored by the government (Lin et al. 201R)2BU has a stagey as well trying to
overcome security barriers that often are conselére issue why clouds are not being
deployed. A survey in 2013 (Maresova & Halek 20t&diried out in Czech Republic
among small and medium-sized (SME) companies redaait only 8.7 per cent is the
amount of firms that have already or willing to gpcloud services. With the in-
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volvement of EU commission in cloud computing ®ggt aiming to provide fair and
secure cloud offers, SME firms can easily adopegoment managed clouds.

Cloud Computing Strategic
Issues

| 1.  Where to place ICT? ‘

Stratege? \ Operational?
(ICT linked to core business) (ICT plays important but

supporting role — i.e. not core
business)

‘Blue Collar’ 1CT workers
(generic ICT support work)

* CC services may replace
some basic prior

‘White Collar” 1CT workers technical ICT roles
* innovative ICT work s shift from technical to
e  CC services become an liaison/brokerage role
adjunct to ICT worker s shift towards
role management of ICT

services
e ICT services become
more linked to business

outcomes
2. Security?
What do we (can we) place in the
cloud?
e Data?
e Processes?
e Core business? — What is
the firm’s competitive
advantage?
Retain In-House |/ \ Cloud based model
v

[ Hybrid Model \

| 3. Finance ‘

Infrastructure/Cap Ex \ Recurrent expenditure/Pay as you
depreciation model use model

Figure 2. Strategic approach to implement cloud technologies (Ross & Blu-

menstein 2013)

Government cloud has been introduced in differddtdéuntries. Large companies
provide the infrastructure and the expertise umgeernment regulation to provide in-
novation for the public cloud sectors in Romaniafius & lovan 2014, 91). This strat-
egy has helped many SME firms in Romania to gairefits of clouds by adopting new
technologies fast without capital investments awodbtds about security. Cloud has
made innovations much easier for entrepreneurs l@sause of the cheap and easy
startup. Ross & Blumenstein (2013) model (Figurer2phasized the importance of IT
integration into the business. Authors show two ete@f cloud adoptions. The generic
model is to support IT functions and the strategie where IT plays important role on
business strategies.
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Most of the studies are focused on three cloudicermtelivery models: the infra-
structure as a service (laaS), platform as a s=i#aaS) and the software as a service
(SaaS) models. However lately there are studidsidimg other services beyond these
three. Other terms such as storage as a serviecgngoication as a service, network as
a service and monitoring as a service are menti@metladenow et al study (2012)
study where author fits them under the anything agrvice (XaaS) model. Some re-
searches emphasize that gap between laaS and $aaSvery clear and also for the
fact that cloud services can offer anything, thgtlsing as a service term fits well cloud
offerings (Fernandes et al. 2014, 119).

2.24  Cost reduction and payment methods

Baozhou, Rudy and Andrew (2015) focused their stoalyonline microsourcing. Mi-
crosourcing are small outsourcing deals of busifasstions or applications. Authors
rank cost as the most important determinant that gasitive impact on outsourcing
decision making. Their study was focused on findivttat motivates the adoption of
online microsourcing. Findings were based on 240l vasponses. 71 per cent of these
responses were from clients whose project costlegssthan $1,000. Benedikt & Frank
(2013) focused their study on cost, formulated #&heraatical decision model that can
be used to aid the selection model when considerutgourcing alternatives that have
to do with cloud computing. Their model consistsefval cost and risk oriented factors
and can be used when a firm is looking into miningzthese two. Authors however
emphasize that there are more social, technologim@lorganizational factors that must
be considered but difficult to implement all of the@n their formula.

Different researches criticize the cost factor esision making factor. As far as cost
is concerned, not only resourcing cost should beuteted but also backsourcing costs
because switching cost sometimes can be high ia samething goes wrong. It is
worth remembering that cloud provider swapping o @asy because of difficulty to
move data from one to another (Blumenthal 201 EBretfore right decisions should be
made when selecting the cloud provider. Having @ognind will lead to continues
savings but the disadvantage is that firm will betable to get the innovative technolo-
gies and tools in order to develop and gain cortipetadvantages (Lacity & Willcocks
2014, 84).

When cost is compared with on-premise system, wdgh calculating also cost of
the Internet connection which can be bottleneatafid service requires a lot of band-
width (Nicho & Hendy 2013, 166; Mohlameane & RuxwaP014). Sometimes it is
more cost-effective to combine in-house resourdés thve cloud one (Watson & Mish-
ler 2014, 81).
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Nevertheless, sometimes price plays a huge rotdeaision making especially for
small and medium (SME) firms (Doherty et al. 2018psting only few servers in-
house would mean need to purchase expensive sewenserrupted power supplies,
backup systems, modern firewalls, software licenskiled personnel to maintain and
configure these, etc. Most authors define SME ihbsnber of employees working for a
firm (Mohlameane & Ruxwana 2014, 6). Small entespiis considered a fewer than 50
employees and a medium enterprise between 100@hdlRese SME firms choose to
focus their spending’s, resources and capabilitesomething that is more valuable.
About 53% of the datacenter cost is related tacthwing and the electricity (Venters &
Whitley, 2012, 181) and also has reduced carbossamis (Etro 2011, 16).

Indeed, providing the necessary hardware and smgtwesources for in-house de-
ployments can be risky and costly investment. At ceduction is also considered the
ability to immediately access to the hardware aafiwsre resources in the cloud
whereas traditionally, it would take time and temdnpersonnel to provide these re-
sources on-house (lvanus & lovan 2014). Becaus®siffactor and the pay-as-you-go
model, cloud offers more competitive market (Law&rJoseph & Howell-Barber
2012), low start-up costs (Enslin 2012) and loworcapital investment at all. Doherty
et al. (2015) study on SMEs in Ireland reveals thatmain driver for cloud computing
adoption is related to reducing the capital cosbiding capital costs will lead to opera-
tional costs but reducing operational cost is hawelisted on position six of the
Doherty et al. (2015) study.

Although cloud offerings are considered to be @ffgctive, some studies point out
that cost might bring limitations when in case ga¥vequires customization for certain
business need (de Oliveira et al. 2013). If wrologid based service is ordered, the out-
come can be increased costs and overall damagimg iompetitiveness (Wisniewski
2013). For small firms, cloud brings savings but necessary for the big firms that
might have enough human and budget to build thein mfrastructure and as such,
larger capital investment but lower operating c§bts & Cong 2010). Many firms are
turned to use cloud services not only becausewfpioces but also ability to test new
technologies with reasonable cost and little effbitiria 2012). Hence, price is often a
decision making factor or the helping factor onisien makings.

Cloud computing enabled firms to turn capital ameéd cost into marginal costs (Et-
ro 2011). Software in cloud is considered threeeimheaper than maintaining similar
on premise (Catinean & Candea 2013). One reasalsasthat as in-premise hardware
gets older, their performance droops and maintenaosts increases. Cloud reduces
obsolescence because no infrastructure upgradee@uiges as these are service pro-
viders concerns (Ross & Blumenstein 2013).
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2.25 New business models

Cloud computing has positively reshaped businesdeielements. Cloud computing
has made possible for larger companies like Oraald, SAP to target small and medi-
um (SME) size firms that previously would be ditficusing on-premise solution (Boil-
lat & Legner 2013). Compared with traditional orymise software, SaaS (Software as
a Service) are mostly web-based applications thatire no installation on the client
side. One of main drivers that influence decisimtder cloud based service is the re-
duction in capital investments and avoiding th& o wasting resources or loss of po-
tential revenue (Alali & Yeh 2012). Therefore thalue of hardware is decreasing and
the service and software increasing. By havingteebpayment methods, firms will be
able to better utilize and plan resources. Traditicystem deployments costs are con-
stantly increasing making clouds very attractiveotder (Catinean & Candea 2013).
Firms try to avoid capital investment that can loéeptial risks often chose cloud ser-
vices because of the pay-per-use model somethatg¢present a major benefit com-
pared with in-house deployments (Enslin 2012; Mavéas& Halek 2014)). Cloud com-
puting pay-per use is the best return of investnittause firms can order the right
amount or resources needed with a lower cost (RaRapagiannidis & Li 2013).

The model “try before you buy” also ensures a gafestment allowing customers to
try a product for free for certain amount of timefdre they decide to buy or not (Farah
2015). Firms have to reshape their business maodeffbring software on cloud in or-
der to remain competitive in a fast changing envinent (Maresova & Halek 2014).
Firms continually seek to develop their positiotoia global market and put a lot of
effort to estimate the future trends (Maresova &H&014). The EU Commission also
has been involved in cloud computing strategiesngebenefits that cloud services
would bring across the EU. CloudSME is one exangbl&U projects aiming to help
SME firms to be more active by using simulatiorhtealogies in cloud (Ilvanus & lovan
2014). ltis believed that as many as 3.8 miljmvs would be opened by 2020 because
of cloud offerings (Maughan 2013).

Another significant change on the business modedlaged to the value networks. A
value network is dynamically created network oftpars sharing same interest in order
to gain joint benefits (Ojala & Tyrvainen 2011).the old way (traditional way) a user
firm almost always takes care of hardware, opegasiystems and other components
required running the software. The software comgmmiould simply provide the bina-
ry code (software) and the license. The need fealae network and partnerships has
change (example in Figure 3) as cloud based sddtigadepended on the Internet pro-
vider, and platform on cloud managed also by aetkfit party.
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Figure 3. The value network of firm “Game Cluster” showing different part-
nerships to make their offerings available to the customers (Ojala &
Tyrvdinen 2011)

2.2.6  Technological advantages

A system is considered to be scalable when it eailyegrow to meet firms’ require-
ments in term of data storage, processing powénark, etc (Ray 2016). Theoretically
scalability means being able to scale system toniteld resources as needed. Because
cloud infrastructure is on remote datacenterss i€asy to select the right amount of
hosts and right amount of storage and processimgpand then later increase or de-
crease these variables as needed (Durowoju & Chéfa&g 2011). Cloud offerings are
called elastic and flexible because they can bestefj on demand (Maresova & Halek
2014; Chan & Wang 2011, 243). A service can betedlawith one host only to be
scaled up or down as needed (Etro 2011).

Changing service provider is much easier becausesnescriptions can be made or
terminated easily (Baltatescu 2014; Oleksiy & P2X12). IT resources (software and
hardware) needed for ad-hoc projects can be egailyered within a short time (Alali;
Yeh 2012) whereas traditional deployment take weekkeliver hardware, software and
configuration time.

Cloud solutions can be adopted easier by the grivaers. However, large enterpris-
es have more complex IT systems and solutions rated to each other [for example
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enterprise resource planning (ERP) and customatioakhip management (CRM)] that
are difficult to move to cloud (Boillat & Legner 28). On-premise ERP and CRM sys-
tems are difficult to move to cloud. However thare new cloud based ERP and CRM
versions designed that fit well small and mediuMES firms.

SME firms benefit a lot from the cloud offeringschese of the scalability allowing
them to efficiently allocate resources as they grAnother advantage of cloud to SME
firms is related to possibility to immediately assethe necessary application and re-
guired innovation technologies needed with no ehmitvestment in the IT infrastruc-
ture (Mladenow et al. 2012).

Lawler, Joseph and Howell-Barber study (2012) otemheinants that lead to an ef-
fective cloud computing strategy, list agility ookfirst factor in cloud computing strat-
egy. Agility is important feature because usemnidbles users to work from any loca-
tion using any device. Cloud agility and mobilitffey is one important factor for adopt-
ing cloud services (de Oliveira et al. 2013; QiarP&lvia 2013). On-premise applica-
tions are much more difficult to make agile or mebExpensive Virtual private net-
work (VPN) hardware is required to enable remotseas to the on-premise enterprise
applications. When users travel or work remotéigytcan access cloud services as they
were at the office. Cloud has enabled managers todre mobile when they work out-
side the company (Peng & Gala 2014).

Many IT organizations are having challenges wite 8ring Your Own Device
(BYOD) simply because not all enterprise appliaagiare compatible with different
devices (Catinean & Céandea 2013). Cloud has madeB¥asier because of the web
technologies fitting different devices and opemtystems. Cloud services have solved
many challenges related to client hardware andatipgr systems dependencies but
since cloud services are depended on the Inteoretection, cloud providers deploy
redundant connection so that services are alwayseofMaresova & Halek 2014). This
so call hHigh availability” approach is also beidgployed on the customer networks
too, so that whenever main link goes down, theisesvoffered by the Internet can be
accessible via another backup Internet link. Tret obthe Internet connectivity contin-
ue to decreased wile speed and capacity have sedte@hich makes cloud more attrac-
tive and easy to work remotely (Qian & Palvia 2013)

From the cloud providers point of view, the agilibeans being able to host servers
on locations that are cheaper to host and maint#is. has also positive impacts on the
environment and giving the provider a reputatioma green business (Enslin 2012).

Most of on- premise software and other IT toolsendeen developed for decades.
The Cloud computing solutions works on top of theetnet and as such, most of the
cloud based services (mainly SaaS) are managedsattusing simply a web browser
(Farah 2015). This offers advantages in the way tleasoftware installations are re-
quired on the client machines that often run déferoperation systems (OS) (example



24

Linux, MS Windows, Apple I0S, etc.). It is howevenportant that firms evaluate
which software offering model is more suitable thogir organizations for that particular
function. On-premise ERP systems are still beingaled and clients installation and
maintenance are considered to be time-consuming Witemes to updating every user
PC while cloud based offerings ERP systems carcbesaed easily using a web brows-
er removing the need for manual installation (D€&ng 2010; Peng &; Gala 2014)).

In addition to the fact that web browser applicatwvoid the need to install software
on local machines, they can be faster too as théd@@ware requirements usually are
low for a web based service. Software provideas Have developed tools for decades
have had to rewrite many enterprise tools to adaghe cloud offerings (Boillat &
Legner 2013). The advantage of web offerings cosgbavith desktop based offerings
is also the ability to use these tools on mobileiaks as well, making solutions OS in-
dependent. In addition, social network tools (Faoéh Twitter, LinkedIn) and also
other tools for business analyses can be easédygrated to the web GUIs.

Because cloud based application are light and requinimum hardware resources
on the client PC, they are also considered enviaraily friendly applications as client
PCs can be used for a longer time or less powB@d can be used (Maresova & Hélek
2014).

One unique feature and often used on cloud apitathandling documents,
spreadsheets and other text based document, iartbeative live-linking technology
which automatically saves documents as they artecedWatson & Mishler, Aug
2014). This removes the risk of losing unsavedrimfation if connection is lost or page
is closed. Clouds GUI components in addition togimeplicity of maintaining different
underling hardware and software are consideredetadierminant factors for cloud-
sourcing (Schneider & Sunyaev 2016).

Gigant companies such as Microsoft Corporationpating a lot of effort to offer
cloud based services that can be ordered via gttevithout requiring human interac-
tion. (Mihaela 2014). These services can be ordei@dVeb and used via web using
mobile phone, desktop or laptop computer (Figure 4)
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2.2.7  Cloud as an increasing disruptive technology

Claud is considered often as an arising disruggetnology (Qian & Palvia 2013, 53)
because it has significantly changed the way thivare firms are entering the market.
Cloud has not only been disruptive to the on-prendisployment but also to the entire
business models (Catinean & Candea 2013, 784)nBsses have to reshape their of-
ferings because on-premise hardware and softwdrel@grease and new service mod-
els have emerged. Low software prices and pay-perroodels are huge demands as
customer can purchase software or service onlindlaBand Legner (2013, 49) finds
cloud to be disruptive to entire partnership antivoek value, as software vendors can
utilize online stores.

Access to the application is not limited to the &% desktop computer. Less tech-
nical skills are required for applications as ifiateons are usually not required or made
very simple. Lighter clients have made possibladoess cloud application using lap-
tops, tablet and smartphones that run any operatstem (de Oliveira et al. 2013,
2363).

The cloud adopter pioneers were individuals ordefiee webmail services (offered
as SaaS). This was not seen as beneficial moveasy software vendors did not con-
sider SaaS to threaten their business (Catineadad€a 2013). However, the adoption
trend is still slow (Willcocks &; Venters & Whitle013). A study done in Ireland
(Doherty & Carcary & Conway 2015) reveals that 48 gent of SMEs have not moved
services to clod. However, 45 per cent of themdatdid that they have already services
and/or processes running on cloud. Authors pointtttwat the majority of these "Cloud
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adopters" are hose from knowledge intensive busiesesvices (Figure 5). Manufactur-
ing firms remain low in cloud adoptions.

H Service
W KIBS

Manufacturing

Figure 5. SME profiles showing cloud adopters (Doherty & Carcary & Con-
way, 2015) .

Despite the findings that cloud computing bringsowation and long term benefits,
there are still some “slow trains” because of @malkes with adoptions (Willcocks &;
Venters & Whitley 2013). Hybrid clouds are stillibg deployed to combine public and
private cloud infrastructure (Mazhelis & Tyrvain&ep 2012). Cloud services are con-
sidered still at the stage of infancy and havereathed maturity yet mainly because of
security, legal and privacy issues (Qian & Palvd2 Adjei 2015). In addition On-
premise deployment will exist for some time becanfskegacy systems and other sys-
tems dealing with very confidential information (Béescu 2014). Cloud adopters are
mainly those firms having clear understanding wthase services brings and the barri-
ers associated to them. As example Mohlameane ard/dha (2014) study on cloud
computing awareness in South Africa revealed tBaper cent of IT experts had little
understanding of what cloud computing are.

Many companies are already using cloud serviceshayt simply do not understand
the terminology and the technology behind. For gdamwhen using YouTube to ad-
vertise their products, Facebook, LinkedIn, ettese are all cloud services. Not know-
ing what a cloud service offers is the main reasshg technologies are not adopted
and as such, values and potentials of these inioongadire not understood.

Different theories exist (Baozhou & Rudy & Andre@15) that help firm understand
how decisions on outsourcings are made by listawoirs that have been empirically
examined. However, it is difficult to tell how fisnuse these criteria on decision ma-
kings process (Schwarz & Jayatilakay & Goles 200®)yms adopt cloud computing for
different reasons including technical as well aatsgic reasons. Ray (2016) classified
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four factors that help organization consideringud@doption. These factors are Tech-
nical, Organizational, Environmental and Cost.

While SME private firms are the majority of adogtethe public sectors have started
adoptions with the rising demands of citizens. Teenand for reasonable costs and
innovation are the same for public and private@sdbut the requirements are higher on
the public sectors because of the security req@ireésn So called governmental cloud
in EU that are developed by different IT organiaas are attractive for public sectors
because of certification schemes, inline Europe@mmdsrds and appropriate legal
frameworks (Ilvanus & lovan 2014). Cloud charast&s such as fast startup, ease of
implementation, mobility, scalability and availatyilare considered benefits of gov-
ernmental clouds.

2.2.8 Cloud challenges

Doherty et al. (2015) study on clouds for SMEs reldnd reveals that the top three
cloud adoption barriers are Internet connection sewlrity concerns as well as lack of
trust in cloud provider. Security and confidentiakire considered challenging because
data is stored on a third party datacenter thatbeatheoretically available to anyone
from anywhere. Hence, the risk is always that dateccessible by a third party (Wu et
al. 2013) . There is no control about who has acteshe data from outside as well as
inside (Aleem & Christopher 2013). Users can aahiperhaps better security with laaS
service because of the encryption mechanisms #@mapply themselves on the applica-
tion layer but also bear more risk in case knowdedgd resources on how to apply se-
curity mechanisms is missing (Blumenthal 2011).

Customer firms sometimes have made as big decisierswitching to a different
provider and move their data from one location/¢outo another because of security
policies on different countries (Dhar et al 201Qlpud providers also have moved data
from one location to another but for cost and otleehnical reasons and customer was
not informed about this (Peng & Gala 2014). Oftesicud provider is considered more
trustful if its datacenter is located on a spedication/country. For example some cus-
tomers in EU are unwilling to host their data od@ud server hosed in US datacenters
if they do not comply with EU regulations (KhansaZ&bel 2014). Peng & Gala (2014)
pointed out that according to the U.S. Patriot AtS. government has access to any
data store on US datacenter. However, a US cloodder operating in EU is allowed
to send EU customer data to US for processingragds they comply with the General
Data Protection Regulation (GDPR) (Ciriani 2015).

The EU commission experts are developing regulatiaiming to increase the trust
in clouds. These terms will help customers withld &lopt easily and more securely
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cloud services (lvanus & lovan 2014). The EU consiois's “digital agenda” goal is to

improve the cloud security offerings within EU $@at EU state members benefit from.
The “single market” target would help EU membershwiross-border licensing and
copyright clearance as well as standards and icettdns to improve cybersecurity
(Maughan 2013).

Cloud challenges subjects both customer and proszidéecause cloud systems are
complex models, there are different perspectives\aews on its security. Knowing
security threats, would lead to a safer cloud adogiNicho & Hendy 2013).

There are different protocols that help firms depéig policies for securing cloud
systems. For example NIST provides standards émgtinen data integrity, confidenti-
ality and better authentication (Alali; Yeh 2012).

Although many researches list security as a bighgasier of cloud services order-
ings, some studies claim the opposite. The datalaud can be more secure because
providers have the skills and the technology tolyappoper security mechanisms and
technologies (Corkern & Kimmel & Morehead 2015). SKrms cannot effort to adopt
all security enforcement and do not have resouresonitor and maintain these. Some
researches list some strategies and techniqueartage uncertainties (Farah 2015). For
example buying insurance that could compensateldneage from data loses or other
security attacks.

Bowers (2011) evaluated benefits and drawbackslithratries gain when outsourc-
ing their functions to cloud. Author emphasizedt thany services could be hosted to
cloud including bookings, holiday management etmwElver library digital information
on hands of someone else is a huge risk when amsidconfidentiality, theft or simp-
ly loss of data.

Blumenthal’'s study (2011) on cloud security emphesithat firms must be careful
with what data is put on a public cloud. Author déragizes an important reminder not
to trust the public cloud if data is important. Gdoproviders, for example Google clear-
ly states on their terms of services thatthat Google has no responsibility or liability
for the deletion or failure to store any Contentlasther communications maintained or
transmitted by Google servi¢eQuestion remains: how would one succeed in contro
ling data security if in absence of control of th&astructure that is on a third party
ownership (Blumenthal, 2011)? What will happen itsnfreputation and if customer
information is lost or leaked to the Internet?

Each company has different security needs andansar It is a very risky move for
banking, insurance and other similar firms stogngtomer confidential data to consid-
er a public cloud (Wisniewski 2013). Companies s&gkor making data available to
the internet (example news, multimedia, marketeetg,) are not concerned with the
security matters.
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Table 2. depth of cloud security innovations area showing number of patents
filed (Khansa & Zobel 2014).

Number of
Innovation Areas Patents Filed
Confidentiality
Privacy management 45
Confidentiality & Integrity
Cloud User Provisioning
& De-provisioning 19
Identification & Authentication 56
Access Control & Authorization 51
Digital Rights Management 45
Cryptography 16
Forensics 16
Intrusion Detection/ Prevention 51
Risk Management, Threat &
Vulnerability Assessment, and Governance 41
VPN Tunneling 38
Availability
Dispersed Storage & Redundancy 87
Resilience to DoS Attacks 7
Robustness, Resourcefulness, &
Rapidity of Recovery 30
Confidentiality, Integrity, & Availability
Service Level Agreement &
Information Assurance Guarantee 10

Cloud services are vulnerable to threats suche®#nial of Service (DoS) attacks
but also from natural disasters (hurricanes oregagkes). These threats are not only
common to all cloud services, but also on-premmwises as well (Nicho & Hendy
2013).

Khansa and Zobel (2014) study was focused on etiadupatents as part of security
innovations trying to find what areas have beetdet from security innovations and
showing security strengths and weaknesses. As shothe Table 2, a lot of patents are
related to Confidentiality & Integrity while Avaitality is now that often seen on the
papers. The Table 3 is constructed based on AleehCaristopher (2013) survey find-
ings as a result of 200 responses IT professioAalkhors study was focused on vulner-
abilities of the cloud computing and how it careaffthe businesses.

Table 3. A table created based on Aleem and Christopher’s (2013) survey re-
garding top cloud computing concerns.

Top threat voted Percentage
Security concerns when moving to cloud 93.4 %
Service level agreements (SLAs) 76.20%
Data loss and leakage 73.50%
Data protection 73.30%
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Governance concerns 62.30%
Service and traffic hijacking 60.80%
Technical support 59%

Lack of control over service availability 55.70%
Insider threats 52.90%
Legal constraints 52.80%
Insecure API 39.20%
Shared technology vulnerabilities 37.30%
Higher costs 21.70%
Reputation of the Cloud Service Provider 14.20%

The data protection concern are related to thecigslithat often cloud service pro-
viders have no clear definition on what standaifdany) they are using to protect cus-
tomer’s data. Although a cloud provider might hawedern firewall and technologies
to protect data from network attack, the threat loarinternal. Question remains to be
asked to the cloud provider, have they made swaedi personnel backgrounds have
been checks (Bowers 2011)?

Because security measurements are no longer habgladocal IT team, there are
best practices that can be adopted to ensure thatper authentication and authoriza-
tions mechanisms are used, redundant infrastructudeployed and that the firm has
processes showing how security threats are han@lestomers are guided to evaluate
and check if the cloud service offering firms paeisecurity best practices and if they
comply with the cloud security standards like Stegat on Auditing Standards (SAS)
70 Type |l certification. It is important to evateahe risks first before calculating pric-
es. Below three important steps that can be exaimméelentify threats associated with
the service and help decision makings:

. The first step is identifying service that needé¢ooutsourced (Nicho & Hen-
dy 2013). Different services have different seguitireats. For example firms’
www website that receives every day thousands tsfwould be better to be
hosed on cloud but for example CRM system wouldhbee secure to keep in-
house. If critical IT systems bring revenues tmmpany, it is understandable
that these assets are kept in-house for strateggons (Wu et al., 2013).

. There are different cloud providers offering thensaservice. They host their
datacenters on different locations that have difiesecurity policies (Khansa
& Zobel 2014, Peng & Gala 2014). Therefore it ipartant to ask where data
is hosed and if they comply with security standdrdsase data is sent else-
where.
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. It is important to do a business impact analysis @gk analysis on the service
intended to be outsourced. What will be consequeifc#ata is stolen or lost
(Alabdulkarim et al. 2014)? Will it affect the caosters directly? What about
firms’ image?

From the technical perspective, when a servicaset on cloud, the responsibility
to secure the infrastructure is moved to the serpiovider. Service provider must de-
ploy modern firewalls to protect cloud environmemd reduce threats from cyberat-
tacks (Nicho & Hendy 2013). Modern firewalls areugped with different security
blades like intrusion prevention, antivirus, Dogyantion, etc. Encryption technologies
must be used on both client and server. Infrasiracinust be always up to date with
security patches. Adjei (2015) pointed out thatudigroviders must take necessary
steps to show that they can assure informatiorapyiand security and have taken and
provide evidence that they can overcome techniélpsychological risks associated to
cloud hosting.

Finnish Parliament in 1999 passed a Personal Dettd523/199) law to better man-
age records in private sector (Carl-Magnus2003).1R8cords do not need to be per-
manently stored but there is a time that must hdaded so that these records can be
inspected. Service providers in Finland storing edind of records are guided to com-
ply with the regulation above.

Commercial web applications such as, emails, welpshand other similar web
browser based applications, where the first ondsetonigrated to the cloud. Most of
these application handle text based data and trerdie hardware performance needed
is low. However, there are applications that ar@lehging to migrate to cloud because
of performance issues related to virtual machihashake most of the cloud providers.
These applications are for example High Performademputing (HPC) applications
such as simulating application, weather predicapplication, physics-based applica-
tions, etc (Benedict 2013). The performance withCHipplication is mainly related to
memory management issues.

Although most of the networks now are behind fibennections, there is still laten-
cy issues reported when using cloud services. lysualcal Area Networks are fast
switching network but access to the internet mighimuch slower. The Internet is con-
sidered also serious threat from the business @etisp because if down, the entire
factory stops (Du & Cong 2010; Nicho & Hendy 201B)r enterprise application deal-
ing with large database records, latency is thexnsaues (Venters & Whitley 2012).

As far as enterprise applications are concerndel &udies show that cloud based
enterprise applications can be faster compared witipremise applications because
more CPU, memory and disk space can be allocatedioo compared with old hard-
ware installed in-house.
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Not all applications gain benefits by being on ddWatson & Mishler 2014). For
example, in a location that Internet connectiosl@v or not reliable, migrating cus-
tomer relationship management (CRM) solution taidlor other business critical data
application would not be beneficial. Peng and GaGil4) evaluated cloud based ERP
benefits and drawbacks compared with traditionaPEgstems. Their empirical study
in the other hand revealed that firms gained cekted advantages by using cloud
based ERP in addition to improved performance. Mod#oud based offerings has
GUI re-designed to overcome cloud challenges. Aabars of customers grows, cloud
providers improve their technology resulting infpemances improvements too (Catin-
ean & Céandea 2013). Enhancing performance redirktstly on business efficiency
indeed because users would no longer be frustrithdslow application responses or
possible crashes.

In different geographical location the concernated to cloud are different. For ex-
ample of security and compatibility are least consefor South Africans firms
(Mohlameane & Ruxwana 2014). Other issues like eotvity speed and cost of the
link, performance and availability are the mainrteas hindering cloud adoptions of
SME firms in South Africa.

Scalability and flexibility are considered to bepiontant cloud features because of
the ability to increase and decrease resourcesdingdo the business needs. This fea-
ture is valid only if right cloud provider is seted. Durowoju et al., (2011) claim that
security is the biggest challenge but flexibility be the second biggest one. Authors
point out that in case cloud provider is not abl@érform adjustment on time, then the
benefits of clouds are lost. For example, if a dlserver is expecting bandwidth over-
load or other CPU / memory overload due to incredsesers and if the cloud provider
is not able to allocate more resources, this veilldhnegative effect on the business.

Some cloud providers have higher technologies apalilities to integrate applica-
tion to third-party system in order to achieve Iygtustomized applications if needed
(Boillat & Legner 2013).

Another focus of transaction cost economics is cedurisk associated to contractu-
al governance (Lacity & Willcocks 2014, 69). Wheanket number is small in terms of
vendors, opportunisms is considered thread (Scan&dSunyaev, 2016, 13; Schwarz
et al 2009, 764).

Cloud applications infrastructure is hosted oniadtparty datacenter where custom-
ers have no control on how access to their critezal confidential data is managed.
Hence, one of the main challenges of cloud adopttemains security concerns, confi-
dentiality definitions and privacy policies (Dohedt al. 2015; Wu et al. 2013; Blumen-
thal 2011). In order to address these problemsidcjoroviders are obligated to meet
standards and regulations in order to show thabmer data is secure from different
threats. Equipped with certificates and standaridsid provider is more attractive than
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one without. In fact, often in-house applications move to cloud because of security
enforcements that cloud provider provides compaviti in-house security implemen-
tations that might be missing (Corkern & Kimmel &kéhead 2015). Cloud standards
are still evolving. Few of standards regulatorsently being active in standard devel-
opment are listed below (Elifoglu & Guzey & Tasse’14):

* Cloud Security Alliance (CSA), a non-profit grouh@se mission is to edu-
cate users and secure cloud by using best sepuaityices.

* Information System Audit and Control AssociatioBAICA) is another non-
profit, global association aiming to provide knodde and best practices that
are accepted globally. ISCA works closely with C8A cloud computing
practices.

» European Network and Information Security Agencii&A) is EU founded
agency working closely with member states and pei\sectors to provide
high level of network and information security atbg and solutions to EU
members.

» National Institute of Standards and Technology (NI&mong others, aims to
define uniqgue U.S. Department regulatory requirdsieand solutions for
cloud systems.

One of the most widely used cloud security auditamdards is Statement on Audit-
ing Standards (SAS 70) (Bowers 2011; Aleem & Chpgker 2013) providing funda-
mental requirement for auditing outsourced servit@der Auditing Standards Board
(ASB) and SSAE 16 were developed to deal espeaudtly cloud issues. The Service
Organization Controls (SOC) released two new mo8€&€ 2 or SOC 3 dedicated for
clouds security. Type Il SOC 2 provides the highegtl of mechanisms for data avail-
ability, confidentiality, and integrity (Elifoglu &uzey & Tasseven 2014). ISO 27001
is another popular certification used by laaS pitexs. Hence, if security is a concern,
customer must ensure that a cloud provider haseimghted Type Il SOC 2 or ISO
27001 security certificates (Nicho Hendy 2013; Ahe& Christopher 2013; Venters &
Whitley 2012). Despite effort on standards, customgght still want to evaluate cloud
providers by sending their own auditors if possiiMartens & Teuteberg 2012).

It is important to emphasize that complying witlsexurity standard requires effort
and money. The cost related to implementing thesereements is sometimes consid-
ered to be a trade barrier, but it was proven firers get more benefits by complying
with standards (Ciriani 2015).

The cloud market however is dominated by US opesato a study in 2014 (Ciriani
2015) if was found that as many as 72 per centoafdcproviders operating in EU store
customer data in US datacenters. European commibs® issued General Data Protec-
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tion Regulation (GDPR) to ensure EU citizens datsagy and confidentiality with
cross-border data movement. Whenever a cloud peowdgerates in EU and stores or
processes EU citizens’ information, they must cgmplth (GDPR) regulation pro-
posed by EU laws.

2.3 Monitoring service review

So far, findings on cloud services were listed thee significant impact on decision
makings. Most of the findings have positive inflaerbut there were security related
challenges that were discussed because cloud egedidiffer. This chapter lists find-
ings on monitoring services that were considergubitant on journals reviewed.

Journals found most of the times are not direatlydd to IT asset monitoring. These
articles that are not reviewed in this study aneeikample health monitoring journals
emphasizing new monitoring approaches or technetodgdther studies are focused on
environmental aspects of monitoring like air, wadekveather. A significant number of
monitoring studies have been done on business aodomics in general affecting
banks, investments, people performance etc. Althaigse articles do not directly
support this research which is focused on monigooh IT assets, they can however
help us understanding that monitoring of any typasset is important.

2.3.1 Monitoring service products

Almost all articles searched on monitoring subjgxter to making this study work, are
very technical. Table 4 shows an overview of cloughitoring tools and general char-
acteristics in of each.

In addition to commercial tools, open-source sucNagios Core and Zabbix can be
used to perform monitoring functions (Jeswani & IN& Ghosh 2015, 974; Silver
2010).

Many studies have done comparison between applicatnosted on cloud and those
on-premises (Gangwar & Date & Ramaswamy 2015; Mazt& Tyrvainen 2012;
Bowers 2011). Most of the time these studies filwdia tools to be the leader because
of the benefits that software inherits from cloitdis important to emphasize that not
every software or service inherits the same bemnefibarriers by moving to cloud.
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Table 4. An overview of cloud monitoring tools (Alhamazani et al. 2015, 375).

Platform Network arch. Network arch. Interoperability  Visibility SNMP Extendable
(centralized) (decentralized) multi-cloud multi-layers APls
Monitis |38] Not-stated Not-stated Yes Yes Yes Yes
(Saa$ solution)  (SaaS solution)

RevealCloud Not-stated Not-stated Yes Yes Not-stated Yes
[39.40] (SaaS solution)  (SaaS solution)

LogicMonitor Not-stated Not-stated Yes Yes Yes Yes
[41] (SaaS solution)  (SaaS solution)

Nimsoft Yes Yes Yes Yes Yes Yes
[42]

Nagios Yes Yes Yes Yes Yes Yes
[31.43]

SPAE Not-stated Not-stated Yes No Yes No
[44.,45] (Saa$ solution)  (SaaS solution)

CloudWatch Not-stated Not-stated No Yes Not-stated  Yes
[46] (SaaS solution)  (SaaS solution)

OpenNebula Yes No No No Not-stated No
(471

CloudHarmony Not-stated Not-stated Yes No Not-stated No
[48] (SaaS solution)  (SaaS solution)

Azure FC Yes Not-stated No Yes Yes Yes
[49.50]

The Table 5 lists differences found on the artreléiews so that the reader can de-
cide her/himself the value of each. The topologygveh a holistic picture of each de-
ployment. There is a huge difference indeed inastiucture that affects other compo-
nents like cost of operation and installation. @tgrfrom the topology, there can be
different perceptions on benefits related to ségucomplicity, agility and other factors.

Table 5. Comparison between on premise and cloud monitoring services

(source: self-study).
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High capital investments but lower operLow or no capital investment but higher

ating budget operating budget

More IT specialists needed to maintain No technical skills needed in house. More

the system, less managers to manage|itnanagerial skills required.

Not scalable easily. Downscale has ng Easy to scale up and down as business de-

values, upscale expensive. mands

Poor agility and mobility (isolated solu{ Mobile and agile. Access from anywhere is

tions) possible

Unpredictable costs Visible costs, easy to manage them

Theoretically better SLAs SLAs depend on the Internet and cloud pro-
vider

Desktop applications build for certain | Web Ul that works on different hardware

operating systems (OS) and OS

Manual updates and upgrades Automatic upgradesaates.

2.3.2  Monitoring service characteristics

From Information Technology perspective, monitorgajutions are essential hardware
and software components that are designed to dateléor possible predict system fail-
ures. They contain some kind of history on how ppliaation has performed for a giv-
en time period, show system usages and other usébuimation and logs so that trou-
bleshooting would be easier (Chang & Minkin 2008).

Monitoring solutions often exist with a maintenarglan. Sometimes they are of-
fered along with the hardware or software proddets/ered. Maintenance plans can be
reactive, meaning that a fix is performed when @akdown occurs. Monitoring solu-
tions detects the failure and reports them by sendmail, SMS, or other form of re-
porting or integration to other systems. Regulainteaances are often avoided because
of the cost and other resources needed. It is nathviixing something that is not bro-
ken unless the cost of that repair is effectivénélhg & Myung-gun & Park 2013).

Proactive maintenance aims to minimize maintenarost of unexpected failures.
Proactive approach aims to fix systems problemsrbethey occur. Avoiding system
failures is important because a failure that waekllt in customer satisfaction decrease
something that would be huge prices a company wioaNe@ to pay (Alabdulkarim et al.
2014). A failure means someone will not be abl@édorm his/her job in addition to
the cost related to fixing failures that could hdgeen avoided. Proactive monitoring
tools play an important role in a proactive maiatece plans. Hence, monitoring solu-
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tions are crucial components designed to monitideréint system variables or features
and as result minimizing maintenance costs asamellunexpected downtimes.

Table 6. Different monitoring layers of a system.

Item Description
Security Protocols, ports, access logs, commancs, e
Application Application state, errors, uptimes, siens, configurat

tions, logs, etc

Hardware infrastructure CPU and memory usage, dsdge, buffer and errors,
temperature and other sensors, etc.

Network infrastructure Link status, usage and fodesrrors

A monitoring system can monitor different layergtod system (Table 6). For exam-
ple monitor the link state and warn if network wsasg high, which will result in a slow
or no access to the system at all. Monitoring haréws important too because often
CPU or memory usages are cause of low applicagofopnance that can be source of
attacks (Fernandes et al. 2014). A good monitotirod would send notification to the
administrator if an application has failed and ¢hner generated on failure. It also keeps
configuration backups and change history helpingiad troubleshoot possible miscon-
figuration errors. In addition, modern tools monitser accesses, commands and other
security related issues like port scanning Sil2&10), number of access denied errors,
etc.

Table 7. Monitoring levels and basic features.

Reactive monitoring| Proactive monitoring
Feature / Level 1 2 3 4 5 6
Syslog yes
NetFlow yes yes
HTTP yes yes yes
SNMP traps yes | yes yes yes
SNMP get yes | yes| yes yes yes
ICMP probe yes yes| yes| yes yes yes

Monitoring systems use different protocols to @ofbrmation or listen to the events,
in addition to application programming interfacéd’() exist to enable developers de-
sign their own interface (Alhamazani et al. 2008)e most common protocols used are
Simple Network Management protocol (SNMP), Inter@zntrol Message Protocol
(ICMP) and Hypertext Transfer Protocol (HTTP). TeaB shows common features that
monitoring tools support. In the table there amadhitoring levels. Monitoring 1-3 can
be considered reactive type of monitoring becaasses are found only when a failure
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occurs (Chang & Minkin 2008). These are basic noomg features that are easy to
achieve using scripts and basic tools. Proactiveitmiong tools (in the table levels 4 -
6) are more advanced type of monitoring that aeeetto inform administrator before a
failure on system occur (Alabdulkarim & Ball & Tiwe014).

2.3.3 Monitoring solutions as part of business continuity plan

Business continuity plan (BCP) is a failover pldregents in the case a disaster occurs
(Nicho & Hendy 2013). It consists of different pesses, monitoring tools, tasks and
actions lists to ensure business continuity. BCiRtegrated part of firms structure that
are developed to respond in case disruption onmnbssioccurs. Zawila-Niedzwiecki
(2010) emphasizes the importance to understandhbae plans must include also pre-
ventive activities in order to examine firms’ imnigynstrength and weakness so that
failures are predicted before they occur.

While planning the business continuity, firms siatak or foresees different failures
scenarios and tries to design preventing solutams ways to quickly respond to the
threat so that business activates continue to flbwisk is considered low, not subject
of occurring often and it does not affect busindissctly, temporary inconveniences are
accepted (Figure 6). However if the probabilitytbé risk is high, monitoring is im-
portant part to prevent disruptions.

?

Big influence
(destructive)

BC Plan (BCP) Prevention (Z)
Low probability or High probability or occur-
] occurrence frequency rence frequency —>
Tolerance (T) Monitoring (M)

Small influence

v

Figure 6. Four different risk categories that might occur affecting business

continuity (Zawila-Niedzwiecki 2010).
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It is important to identify factors that have impam the business continuity and
most of the times are related to technology (NdalZloon 2009). From IT perspective,
several elements shown in Figure 7 should be m@dto

In addition to proactive monitoring of IT assetattitompose a risk to the business,
there are precautions that can be made to minitheelowntime using latest technolo-
gies is an advantage. Using clustering featurecoves and network devices will ensure
disaster recovery/tolerance so that a single compdiailure does not affect the system
at all (Nijaz & Moon 2009).

RISKS Consequences

. data availability;

. application availability; . loss of revenue;

. networking reliability; . loss of data;

. operating system's . deterioration of brand;
reliability, availability ﬁ> . defection of customers;
and scalability; and . loss of shareholder value;

. server hardware . higher insurance costs.
reliability, etc.

Figure 7. A picture created based on Nijaz and Moon 2009 study showing fac-
tors that affect PCP and consequences of not having such.

2.3.4  Support and maintenance requirements

Monitoring solutions sometimes monitor simple sgsteby checking if a device or link
is up and running. A monitoring solution could sesample as a script that performs an
action if a device is not responding. However, rammg solutions must provide real-
time information on asset health as well meansew Wistory.

A lot of tools exist on-premise that are free oewource (example Nagios Core
and Zenoss Core) that can be downloaded, instaitddused for free. These tools have
commercial versions as well. Silver (2010) evaldab@en-source version of Nagios
Core and published codes how to use them. Howeisrrequires a lot of technical
skills to get them working and if the code does wotk, there is no support of any
kind. Commercial versions of the same tools exiat are much easier to configure and
use with a small fee. Although commercial versiars easier to configure, all of them
require some manual customization, installation @figuration (Cheng 2010).
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Monitoring solutions are deployed to monitor SLAregments levels, critical and
complex manufacturing and other business operatimrking sure that these opera-
tions perform as expected and unplanned downtinraimémized or removed. These
tools, the same like others must be under supgogement too.

Alhamazani et al. (2015) reviewed different cloudmtoring tools like Nagios, Re-
valCloud, LogicMonitor, Nimisoft, SHALB, etc and iduded that more effort is need-
ed in order to deploy a reliable monitoring systéuthors emphasize the importance
of having a better collaboration between providereave more standardized solutions.
ll-hang, Myung-gun and Park (2013) claimed thatesting in high cost monitoring
technologies would not assure higher performanothiér resources are missing.

Theoretically, monitoring a device would mean monitg several layers of it, start-
ing from network, hardware performance, operatiygtesn up to the applications and
users connected to the service. However, thiswasKkd be very resource consuming.
Drago et al. (2015) designed a simpler metric @l “health index” to indicate service
availability. Their solution is based on NetFlowFIR data, as a lighter option to moni-
tor hosts. Lighter means faster but the disadvantagtheir model is not being able to
tell if the application is really functioning aspected.

235 Technological advantages

Most of the monitoring tools are able to obtainlegstext based messages) or other
type of information from a device that is being ntored. However the format of the
information from different machines is not standandl as such, a monitoring system is
unable to use that data/information. Administratoranually configure a monitoring
system to look for a specific value (example tésihg) to sense if something is unusual
(Carela-espafiol et al. 2015). However, most of aditnators have no knowledge about
what data is expected and what the ranges / thasskbould be. In a distributed, envi-
ronments, systems are very different from eachrothe

Different operation systems, software, hardwareuserl sometimes also for a same
purpose. Having more standardized platforms woelceasier for the monitoring sys-
tem to be effective (Alhamazani et al. 2015, 3Bandardization means easier to add a
host in a monitoring system and easier to suppo@heng (2010) emphasizes the im-
portance of having standardized processes and guoe® to make the entire manage-
ment lifecycle easier and keep the support cost low

Monitoring scenarios require continuously updatesrider for the configuration to
become effective (ll-hang & Myung-gun & Park 2013herefore monitoring tools
must be able to dynamically adapt to the variabhes a monitoring system reports in
order to avoid static and manual configuration @8 & Natu & Ghosh 2015, 954).
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Chang and Minkin (2008) emphasize the importandeeaig able to detect and predict
the failure before they occur so that businesscatirevenue making applications are
not interrupted. In addition, authors suggest fesigning applications that are able to
self-heal, self-configure and self-optimize autaowly or semi-automatically.

Network devices are infrastructure platforms thkhtnaodern applications utilize.
Managing manually network configuration, backupsl afl type of monitoring is no
longer possible to do manually (Yamada & Yada & Noan2013).

Carela-espafiol et al (Jul 2015) claim that theidgtand design has improved traffic
classification accuracy. Regardless how succesiséil method is, the important point
is here that author tries to remove human involvenie continues configuration and
develop systems that are able to automaticallytadagpchanging environment.

2.3.6 Stakeholder benefits

System administrator’s job will be easier when namimg solution is deployed. Instead
of manually checking system health every day/weekim the monitoring tool does
this automatically 24/7Without a monitoring tool, users would report syomps that
are not often related to the root cause (Cheng 260D example “network is not work-
ing” might be related to many reasons related toese that authenticate users, server
assigns addresses, manage security policies, etc.

The business owners benefit the most because bpdaervices up and running
with a minimum downtime, user satisfaction is irmged and higher productivity is
achieved. ll-hang et al. (2013) emphasize also lsesefits from using continues moni-
toring solutions because of possibility to discofalures on early stages or before they
occur. Revenue generating IT systems require gr@agtonitoring to be able to predict
errors before they occur Chang & Minkin (2008) kattprecautions are taken to solve
them before business is interrupted. Proactive taong tools monitor different varia-
bles, for example CPU usage, memory, hard drive, @d warn admins that the
threshold is about to reach.

It is important to emphasize that the success ofynt@mpanies nowadays are as a
joined effort a wider network stakeholders. Thiswak of stakeholders includes part-
ners, suppliers, and coalitions (Lin et al. 208pud strategies are intended to support
this network also.
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3 RESEARCH PORCESS

This chapter explains the research mythology usetithen continues with the case
company interviews and how interview data were yaeal.

3.1  Methodology

Traditional on-premise monitoring services exisd @nobably will continue to exist for
different purposes. Cloud based monitoring servaresstill not widely used. There are
no studies on cloud based monitoring as a sentaaf) of any kind showing what
values or benefit a firm would get by hosting Maavice or deploying such. There-
fore a combined cloud service and monitoring sergitudies are performed in order to
find common cloud elements that have impact on adlomlecision makings of MaasS.
In other words, the goal is to find shared fact tifferent stakeholders emphasize
when considering cloud services and the monitoseryice.

Different stakeholders emphasize the benefits afictiservices in general (Alhama-
zani et al. 2015; Lacity and Willcocks 2014; Badstu, 2014). Hence, as far as cloud
study is concern, there are a lot of studies toelveewed. However, there is no scien-
tific studies done on IT monitoring service thatulbshow benefits or challenges on
implementing a monitoring service. Those few stadlene on monitoring systems are
very technical and most of the time not relatediTtanonitoring. Hence, the literature
review is divided into two parts, the cloud compgti outsourcing review and the mon-
itoring tools / service review.

Journals from online databases [ABI/INFORM Collenti(ProQuest), Business
Source Complete (EBSCO), EconlLit (ProQuest)] anceiahd in Business and Eco-
nomics are uses as source of articles.

The article reviewed on cloud studies and monitpsolution studies will form the
Monitoring as a Service (MaaS) study shown in Feggir

f'/CIoud < Monitoring\\
studies / Solutions )

Figure 8. Findings from cloud studies and monitoring solution studies mak-
ing up MaaS literature review.
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In order to obtain the latest information on theud topic, all articles below 2009
were filtered. The second selection criterion weaes drticle content. The findings were
filtered based on article title and their introdant The final criteria was selecting only
articles that contained scientific statistics/réptstudies of factors that lead to decision
making process of IT outsourcings, cloud computiegefits and monitoring service
benefits.

The Figure 9 shows this thesis research processligtrof articles reviewed is listed
on the paragraph 6 References. The literature weg@ntains cloud services and moni-
toring service reviews. Findings on monitoring $egvand cloud services in addition to
the IS theory selected will guide the empiricabaash.

While reviewing articles, it was revealed that saction cost economics theory is
the most used theory with cloud computing studitence, transaction cost economics
will be used to guide this thesis work as well.

Cloud computing —

Monitoring service —

Literature Review

—

What are common factors / What - IS theory reviews /
influenced the decision makings? "I Transaction Cost Theory

Literature
Findings

=
: v
b
g Qualitative research / .| Thematic
E interview "l Analysis
‘a
E
L
\ 4
@ Factors that affect
3 Empirical findings »| decisions to deploy Maa$s
& solutions

Figure 9. Holistic view of thesis research process.
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3.2  The case company and interviews

The case company is specialized in television, divaad and video security products.
The high-tech hardware and software solutions aogiged to a business-to-business
(B2B) as well as business-to-consumer (B2C) sdatpufe 10). The interview is select-
ed to be the most convenient method to gather rimdition from the case company
stakeholders. This chapter lists top findings fritva in-depth interview conducted. The
targeted stakeholders were those that are involvigd project requiring monitoring
services. The idea of a more closed research domasnto gain more qualitative in-
formation from stakeholders who have provided, medeor been involved on project.
Selected stakeholders interviewed are those whe harked on project involving to
monitoring services and can provide informationlieimges or benefits based on their
experience rather than assumptions.

Case Company

Sales, product managers and other business owners

B2B costumer

Product, project managers
and business owners

B2C costumer B2C costumer

Project manages and

Project manages and
other representatives

other representatives

Figure 10. Overview of customer stakeholder domain

Articles on cloud computing were reviewed and firgdi were considered in design-
ing the pilot project.

The pilot project developing approach is focusedagile methodologies, leaving
space for further development of monitoring appgiaraand preparing for rapid chang-
es according to a market need (Cao et al 2009).Fidngre 10 shows customer stake-
holder domain affected by the monitoring service.

The case company provides hardware and softwantietd to B2B and B2C cus-
tomers. Along with the provided hardware goods thatcase company manufactures
and provides to its customers, a monitoring serwes often included along with the
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hardware delivery. On-premise monitoring solutiovexe either deployed by the cus-
tomer themselves, or by the case company.

In-depth interview carried included representatifresn different offices that have
different customers. All corporate representativisrviewed (see Table 8) are part of
projects demanding cloud based monitoring solutitmst have already been provided
with on-house monitoring solutions or interestectioud based monitoring solutions.
This selection was done on pre-study where it wasd that stakeholders whose work
is not affected by cloud or monitoring service wbptoduce no informative responses.

Table 8. Profiles of the interviewed company representatives.

Repres. | Firm | Title Years in cur-
Nr. rent position
1 A Director, Global Support |5
B Support & Integration 7
Manager
3 B Director, Hospitality and | 2
Audio Visual product
4 A Vice President, Video Ser- | 2
vice Platforms
5 A Sales Manager 3
6 A Sales Director 3
A Senior Director, Channel 11
sales
8 A Specialist, System 20

The interview was very open leaving enough spaceHhe interviewee to express
freely their experience and thoughts about cloudl monitoring services. Indirect and
unstructured questions were often asked accordirige subject being discussed. The
idea was to go deeper to the related subject a@tmuiles they have had with infrastruc-
ture or software provided by the case company berothannels how these troubles
could be solved by a system that monitors them.a#@ntion was put on the comment
they emphasized to be important. The following eaty were however discussed. Each
subject let to multiple questions:

. Questions related to business continuity plan odiEaster recovery plans and
if monitoring tools are being used (advantagesijdxa: future plans, etc).
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. Discussed about challenges they had with prodietspn learned and talked
about how they could avoid these IT asset failures.

. Talked about cloud services and firm policies talweoud migrations.

. Asked if firms have enough IT personnel to manaljdTarelated actions
themselves or prefer get help from outsourced peif@als (the percentage
rates).

. Evaluated payment methods firms prefer, mainlym$ choose to invest more
on capital assets or willing to pay monthly fondgee used.

. Evaluated firm size and the changes they had wiilkien year and/or plan to
grow.

. Asked about if they have calculated cost relateidftrmation searching, shar-
ing and other cost related to the software or sergurchasing.

. Asked about how decisions are done on servicesyaa or hardware orders.

More structured questions are found on APPENDIX 2:

3.3  Empirical research analysis

The cloud based monitoring solution is a new cohdeporder to find characteristics
and stakeholders influences towards this concleetinterview is selected to be the best
approach to gather information. Interviewed stak#drs are managers and directors
that are involved with business critical systenst tlequire monitoring. The interview
notes have been coded using a thematic analysisagpin order to examine and phe-
nomenon that are most relevant to this thesis stbgelow holistic view how data
were analyzed:
. Conducted all interviews.
. Transcripts were red carefully multiple times.
. Indexing (coding) of important findings (words ohrpses) was done using
significant findings. These findings were phasewords there were:
0 Repeated ideas
o Found on article reviews
0 Mentioned on the Transaction cost economics trdiogacost econom-

ics theory
0 Ideas that interviewee mentioned to be important
. Indexes (coded) were grouped into categories (ebafityy before buying”,

“demo version”, “free for certain amount of timetc. were grouped under one
category called “Save investment”.
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. Categories that were less important were droppebithose relevant to the
study topic were listed.

Findings from the qualitative interviews are listeelow. Technical findings and re-
quirements mentioned on the interviews are remdweth here because they do not
support this study.
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4 RESULTS AND DISCUSSION

This chapter presents results based on articlewad empirical study and evaluated
with transaction cost economics theory.

4.1 Save investments are attractive

Researches emphasize that clouds are being adbptedise of the strategic reasons
(Gowda & Shramanya 2015, 46). Cloud studies evatuby Transaction cost econom-
ics also point out that cloud adoptions bring cemtings (Schwarz & Jayatilakay &
Goles, 2009). Interviewed stakeholders that prottidemonitoring solution, find much
easier to approach clients with a cloud based mong tools. Previously provided on-
premise tools required an engineer on site to linsted configure the monitoring tool
because most of the time, the knowledge in-housesteage installations was missing.

With the cloud based tool, there is no need fodWware goods to be shipped and a
new system running on cloud virtual machine carcrieated within few minutes. With
the decrease of hardware prices and difficult tontaan, more revenues would be made
with public cloud and service models. Cloud servieee considered safe investments
because there is no need to invest in hardwar&k€@oet al 2015). On the interview, it
was mentioned that demo versions can be arrangglg &amultiple customers simply
because of virtualized system. “Proof of concepigdjects are no longer expensive
because infrastructure for this purpose is virjuaii cloud.

Transaction cost economics theory tries to mininsizst that is related to uncertainty
(Baozhou & Rudy & Andrew 2015, 758). Sales managesly but other stakeholders
involved with budgets calculations and prices, weguesting that monitoring services
would be offered to customers for free for certperiod of time before they decide
whether they continue with the service or not. Smhéhem were referring to “demo
systems” and others “try before buy” and “free foperiod of time”. They were all
looking for a safe investment to avoid capital stweents that would be difficult to can-
cel. In addition to the risk-free capital investrjencustomers would be able to test the
system effectiveness, performance and usabilitycadled “proof of concept” is attrac-
tive way of approaching customers because theytfiisdess risky approach. The client
can test the system for a period of time beforedileg if the system brings values and
fits their needs. In addition, evaluation versi@re important to test the complexity
level (Yazn & Papagiannidis & Li 2013, 266).

The providers in the other hand will gain custonesasily. It is easy to create evalua-
tion systems on a virtual infrastructure and easgmove them.
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Since we are talking about a new product and offere cloud, it would be im-
portant to offer for free for certain amount of &nso that it can be tested if it
meets the needs. Once users see benefits, trepasier to scale. This means
that we would have some references to offer tor@iitomers too [Representa-
tive 5,Sales Manager].

Traditional on-premise monitoring tools were shipppees a package of software,
hardware, on-site installation and configuratioheTprice of hardware has gone down
and there are open-source tools that can be usdde®for basic monitoring. Expen-
sive hardware and software are used to be ableototon what is flowing on the net-
work (Carela-espafiol et al Jul 2015). The MaaS dhosecloud is seen as an advantage
because of removing the need to provide servemfaelon each site.

Traditional monitoring tools, regardless if theyeacommercial or freeware, still
require hardware and someone to configure and raainthem on site. We are
not winning by shipping hardware and software and engineer onsite to con-
figure traditional monitoring systems. Offering lBwd model is what we want
because we can approach customers much easierawitionthly fee, which
would ensure higher return of investments for Representative 2, Support &
Integration Manager].

4.2  Cost is often factor in decision making

Cloud has significant benefits related to costsabee of initial investment. Howev-
er, there be reported transaction costs incre@desdl to opportunism and bounded ra-
tionality (Ross & Blumenstein 2013, 41). This riskrelated to human factors that are
bounded with information and his ability to makghti decision. When information and
knowledge is missing, sometimes decision is baseldwest price which might not be
the best selection criteria (Wisniewski 2013, 86pwda & Subramanya (2015) studied
benefits of cloud service separately for each ptatf The ratings are shown in the
(Table 9). The software cost savings on their sto@yed on 175 responses scored the
most. Other benefits are also listed.

In the interviews, it was discovered that oftenj@cts where monitoring services are
deployed have multiple tools to perform differeasks. Some tools are dedicated to
network monitoring and use different security metbias to be able to detect abnormal
network behaviors such as DoS attacks. Some otws teployed on interviewed
managers are very advanced on picture or netwoakitgunonitoring. To be able to
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manage all tools in house, often IT is outsourteslis costly agreements that has often
had poor performance (Dhar 2012, 672).

Table 9. Cloud platform benefit ratings (Gowda & Subramanya 2015, 40)

Cloud Benefit laa$ Saa$ Paa$ Culr;; '::::“e
Increased Collaboration (X)) 1.78 2.00 2.8 6.58
Price Flexibility (X)) 2N 2.00 22 6.31
No Upfront Investment (X,) 2.18 227 22 1.25
Convenience for the Development Team (X)) 1.89 2.55 3.2 1.64
IT Efficiency (X;) 2N 2.36 3.2 167
Ability to Grow and Shrink (X,) 2.78 2.36 2.0 1.14
Launch New Products and Services (X)) 1.78 3.18 20 6.96
Operational Cost Savings (X)) 244 246 24 1.30
Software Cost Savings (X,) 2.22 2217 3.2 1.69
Hardware Utilization (X)) 2.56 2.18 2.8 1.54
Hardware Cost Savings (X,,) 2.33 2.46 2.6 1.39

It was mentioned that sometimes expensive toolsredon the projects did not pro-
vide values. Open source tools like Zenoss Core nagorted to be more effective than
expensive tools.

All the transactions on information finding inteliyaor by the help of consultants,
tool tastings, and trainings should be avoidedids emphasized often that the solution
offered should be easy to try, informative and dasgrder. Cost saving is not always
associated with reducing investment but shiftirgnthto operative cost instead of capi-
tal spending (Etro 2011, 11).

Monitoring solution does not generate revenuesrectprofits. Interviewed stakehold-

ers who have used open-source monitoring solufioiiseir projects see no interest of
paying high prices because they consider otherymtsdto be more important to the
customers. The need for a monthly inexpensive karkiwg solution was seen as an
important factor. Often direct question were asktfee cost of the service per device
without thinking of values of it. It was emphasizibat is important to have a clear and
competitive pricing model as often price is a decisactor.

We are using [product name] on a [project name]ttimable to analyze the
video quality. The on-premise product was expensiven ordered but opera-
tion cost is low. Of course there is support feevall. The problem we are hav-
ing is that not all customers can afford high starprices therefore we need to
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provide lower prices if you expect monthly paymé¢Representative 1, Direc-
tor, Global Support].

Cloud based MaaS solution would not be able to eaenvith all on-premise
tools because some of them have been developadderand are dedicated on
certain features like video content quality che@kerefore MaaS solution
should be cheap enough to fit on other project mégy simpler monitoring so-
lution [Representative 2, Support & Integration Nager].

4.3  Better product support is expected

On-premise traditional monitoring tools are managetly in-house by the IT team on
the projects that case company supports. Servelwhaae shipments are expected to
drop because of the virtual infrastructure and@ustr demand to use their own hard-
ware. It was mentioned often that open source tamsserious competitors (example
Nagios Core or Zenoss Core) but the configuratosimply difficult for some custom-
ers to manage themselves open-source softwaredKildy a commercial tool is con-
sidered to provide better support because of tHamé&gration (Benedict 2013, 109).

During empirical study, the demand for the monitgrservice solution was found
realistic but the doubt of a failure to deliveriable monitoring service hosted on cloud
was serious due to the fact that the concept is Mamitoring solutions are often not
standard and this makes the adoption a bit chafignéray (2016, 13) emphasizes that
customized application require better support dmsl will result in transaction cost to
become high.

Most of interviewers expect that provided solutisrwell documented, as well as
enough resources are reserved for product sufpalés managers demand more R&D
resources to be reserved for this project becdugeaaiity of this product is not high
enough, it might affect other product being shippedhe same project. In general,
guality is said to be important but better prodsigpport was requested in case issues
with the system are found.

Cloud computing providers are considered to haxgelalT operation and as such,
can provide better support because they have ttdihg@rofessionals considered with
in-house personnel that would need to manage énegy(Enslin 2012, 10571).
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4.4  In-house versus cloud uncertainty

Cloud applications are mainly web tools. Persoaneloften required to attend trainings
to be able to test and use new tools. Especially based tools require personnel train-
ings (de Oliveira et al. 2013, 2369). Continuesdnektraining is cost. In addition, ex-
ternal consultants are involved in helping decisimakings because firms do not know
what tool would solve their need. In-house toolgha other hand require significant
personnel and help of external consultants (Bowaf¥$1, 50). The uncertainty becomes
high because it is simply difficult to decide whiol to order. Uncertainty is linked to
many unknown characteristics of cloud such as #gcueliability and other unknown
parameters associated to cloud offerings (Ray 202)5, Cloud services are most of the
time ordered online. Clouds cross-border marketim@esed its advantages but the chal-
lenging part is related to the trust of the providgmply because the face-to-face inter-
action between the byer and the seller is misdujef 2015).

Some managers interviewed emphasized that simibaitoring development project
were initialized in the past but never deliveredaese of uncertainties associated with
it. Uncertainty can be environmental and behaviaral is used to describe the level of
unpredictability, complicity and incorrect infornat (Schneider & Sunyaev 2016).

In the interviews, there were thoughts to use ogmurce tools, modify them and
provide that as a solution. Technical managersrdoefavor of using readymade tools
so that and offer them as a service with a smadifivation. Sales that are more con-
cern with the product quality and possibility to aifg according to a project need sup-
port the idea of developing the entire solutioause.

| like the idea and | can see that the preparatians on the right level; however, |
am very skeptic if software is not build in-houBee main problem is the support. What
if we have issue with the software? How we willabée to fix something that is not
ours?[Representative 7, Senior Director, Channé&sa

4.5  Security concerns are real barrier

Most of the stakeholders interviewed understand ¢lwaud based monitoring tool does
not store user information on the cloud. Conceristéf this security will be a factor
that might have negative impact on decision andua$, increase transaction costs re-
lated to security validation. Security concerns rmentioned by many researchers as a
barrier to adopt cloud services (Aleem and Chrises2013; Wu et al. 2013; Doherty
et al. 2015; Khansa & Zobel 2014; Peng & Gala 2043 important to emphasize that
security concerns exist also with on-premise depknyts as well. DoS attacks and oth-
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er technology threats are valid for on-premise @@pkents also (Nicho & Hendy 2013).
T However, different stakeholders interviewed haifferent option on this. Some of
them are more concern of the security issues thatloffering brings to a network that
will be attached to the Internet. Others are mamgcerned on the application hosed on
cloud and the cloud provider security practices edtion. Security concerns are not
always found valid on the journals reviewed. Corkémmel and Morehead (2015, 16)
emphasize that a service in cloud can be more se¢ban on-premise simply because
cloud operators have enough resources to provicérige compared with on-premise
deployments. In addition hurricanes and earthquakeshreats the same way to cloud
as well as on-premise deployments (Zawila-Niedzig610, 110).

Considering transaction cost economics perspece®yrity best practices and certi-
fications will help firms reduce transaction casfated to evaluation of the security reg-
iments. Firms will spend less time to decide adwpbf a cloud service if they see no
security concerns with it (Ross & Blumenstein 201S8&curity concerns shall not be
evaluation time consuming factors as long as adclprovider complies with EU’s
GDPR regulations (Ciriani 2015; Maughan 2013). E2611) emphasizes that cloud
providers gain successes in a cloud business nowéscoming entry barriers, but by
creating new innovations, keeping in mind minimutansglards requirements to ensure
data security and confidentiality.

4.6  Part of competitive strategy

Stakeholders interviewed are looking towards deyalp MaaS solution to en-
force their competitive strategies that are oftelated to the technology. A strategic
approach is considered technology related impromesnthat for example improves
agility, makes system scalable, ability to usesesyswith any device (mobility) etc. (de
Oliveira et al. 2013; Qian & Palvia 2013; Lawlera&t2012).

The case company main revenue is on hardware divease services related to
the video headed solution. Transaction cost ecor®studies are often used to evaluate
not only risks but also benefits such as competiidvances because less time is spent
in decision to outsource low-level security datantellectual properties (Ross & Blu-
menstein 2013). With monitoring solution, the irten is not to win big but to keep
other competitors away.

Cloud and strategy are linked together. Cloudsdareeloped to support strate-
gies and on the other hand, strategies are dewkkmpsupport cloud. Taiwan govern-
ment as part of development strategy sponsors indaktries willing to develop cloud
adoptions (Lin et al. 2015, 233). EU commissionpast of strategic movement has
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come up with regulation aiming make cloud adoptiomse secure for its citizens (lva-
nus & lovan 2014).

The case company sees important to have a simjpigosothat meets the moni-
toring need. If no solution is provided, a custoniserequires to order monitoring solu-
tion from another provider that might then offerdware solutions as well. Monitoring
solution is could be offered as a package withiagfbn module to be installed on the
computer network.

We have tried to promote application module forewidieadend devices but the
need for that was not justified. Monitoring servamgent would run on each site
within application module that could be rented ofdsto the customer. So, this
enables access to other applications as well [Regmeative 2, Support & Inte-

gration Manager].

A monitoring system can be as simple one as testithgvice is alive and connected to
the network using “ping” packet (Silver 2010, 9).the interviews, it was emphasized
the system would be valuable if it could monitoffetient layers of the system. Alt-
hough the pilot project was intended for a limitgge of devices that case company
manufactures, sales managers demanded to have itommgnsystem that is able to
monitor third-party devices as well and competehwather monitoring tools on the
market. The third-party devices in this case angces from different manufactures. In
addition, a monitoring tool to compete with othermremise tools is requested. Some
stakeholders interviewed, have already multiple ibooing solutions on the project they
support. Some of these tools are however develfipedecades and are specific to cer-
tain functionality. Video quality monitoring usingoud based solutions would was
considered difficult achieve because of video badtwequirements.

My customers have several monitoring tools for sdyaurposes. The [custom-
er name] has several tools for different monitoringed. A huge advantage
would be having a simple tool that can be integilatégth other devices also
[Representative 3, Director, Hospitality and Audlisual product].

4.7  Dependencies found to be risk factor

MaaS applications are part of “as a service” maohel as such, a complete solution is
expected. The case company provides mainly hardiwale for video headend devices
that are often placed on a closed network witheaess to the Internet. Because moni-
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toring tool will be hosted on cloud, isolated netivaow will require access to the In-
ternet. This dependency is considered risk faGohyvarz et al 2009, 753; Mladenow et
al. 2012, 218). The important question asked onrttegviews was who is going to pro-
vide the infrastructure enabling save access tdritexnet for those location without
access to the Internet. As a monitoring serviceiges, case company will be asked to
have an option to be able to deliver the complebeti®n, meaning monitoring service,
the Internet router (wire or wireless access) ahdronecessary network devices to ena-
ble the connection to the Internet.

You are saying that there will be no need for |deatdware [monitoring serv-
er] on site. If customer order MaasS that is hostedcloud, how will you be able
to monitor devices that are not connected to theriret? We need the complete
solution then. This means including Internet limdaother devices necessary to
establish connection to the Internet [RepresengafiySenior Director, Channel
sales].

From the technology perspective, monitoring tool8 mot be able to provide the
complete solution to every monitoring need becatse simply difficult to achieve
such (Drago et al. 2015, 59). Fewer dependenciksnake the overall system easier to
support and less expensive. Standardization ishanatay to avoid vendor-lock risks
and is linked to asset specificity on the transactiost economics theory. A standard
solution can be easier adopted by the majority @egh with customized (Ray 2016,
12).

4.8  SLA requirements are doubtful

When analyzing cloud services using transactiont e@®nomics theory, the SLA
agreements become object that generates transa&ctits because firms need to care-
fully monitor and evaluate different vendor contsa@Ross & Blumenstein 2013).

Aleem and Christopher’s (2013) study finds securigicerns to be the most relevant
but then the SLA concerns to be the second fabtar makes adoptions difficult. The
difficulty here is related to the fact that there internet provider and cloud infrastruc-
ture providers SLAs that are difficult to managephcations hosed in the cloud are
depended on the Internet access and the speed bftdinet service provider (ISP) of-
fered (Drago et al. 2015). ISP link is critical base if down or slow enough, the appli-
cation becomes useless.
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Monitoring solutions that case company is deplogezion-premise installation con-
nected on a Local Area Network (LAN), the same mekwvith the devices monitored.
Managers and Sales stakeholders on question ho Maald fit their project; a con-
cern was related to the Service Level Agreemenité ) SSLAs considered be difficult
to meet when there are important infrastructuresi(thardware and Internet) managed
by a third party. If a monitoring tool would be pided as a on-premise solution, a bet-
ter SLA can be promised while cloud based servileg®ends on cloud service provider
and local ISP SLAs.

If you are hosting your monitoring software on &bl cloud, or our private
cloud, you have to consider the SLAs offered byclined provider and the In-
ternet provider on the other site where devices @enected. So your SLA is
limited to these two and you cannot promise let{s & two hour response time if
the third party (ISP) cannot offer better SLA tHanor hour (for example) [Rep-
resentative 6, Sales Director].
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5 CONCLUSIONS

The goal of this study was to find factors thatuahce decision to deploy cloud based
monitoring solutions. The Monitoring as a Servid4afS) acronym was used to de-
scribe this service. Literature was reviewed td fine suitable theory to guide this the-
sis and found transaction cost economics theohetthe most used theory when con-
ducing outsourcing projects including cloud.

The significant factor to deploy cloud based mainiig service according to litera-
ture reviewed was related to cost saving mainhsmll and medium size firms. Cost
factors were mentioned on the interviews as thenmeason why cloud would be con-
sidered. The cost related to hardware shipmentgelisas remote installation and con-
figurations were between those costs that do riatmmevalues. It is important however
to emphasize that there are different transactast that are related to cloud offerings
and difficult to minimize. Those costs were costsefrching for the right provider or
software, negotiating and closing the deal, anérotiost related to Environment uncer-
tainties.

The costs related factors were examined usingrémsaction cost economics theory
which aims to remove cost related to transactidrvad bring no values. The capital
startup cost is indeed low for cloud services #iab makes monitoring service attrac-
tive too because it provides a safe investment mithimal risks. A customer can start
with a small number of service subscriptions withitie need to invest in expensive on-
premise server hardware. Other transaction coktedeto MaaS deployment were con-
sidered low. For example, testing systems can bB#yearranged and installation and
configuration time on site is minimum or removethtly.

The cost factor is however something that must\muated depending on firms’
size and IT department knowledge. For example gltaggterprises might already have
infrastructure and skills to use on-premise momtpisoftware that can be licensed or
open-source. The cloud might be more expensiviéhiotarge enterprises because of the
operating cost that is not avoidable. Small andioredirms indeed benefit from cloud
based MaaS because of low investment and low skijgires to start.

Hosting MaaS on cloud makes possible to arrangeodeand evaluation versions to
attract customers. Cloud based MaaS reduces tiessgeansaction because customer
can be easily approached with evaluation versiors @icing models are clear for
cloud services compare with on-premise applicatibias have hidden and unpredicta-
ble costs.

On the interviews, it was discovered that migratiogloud was initialized also be-
cause of the cloud innovations. The significantdatound relates to agility and scala-
bility. The old on-premise deployments were notagia. Initiatives to scale and make
agile on-premise deployments resulted in compleaityl high costs. In addition to
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hardware, on-site support was considered time coimguand not beneficial for on
premise deployments, and hence, reflecting agaow$b and time to deliver a monitor-
ing project.

When monitoring service is hosted in cloud, it intsea lot of cloud benefits. For ex-
ample MaaS subscription can be easily adjusteceamdd changes because of the vir-
tualization technology provided by clouds. MaaSdmes more agile as administrators
can from home or any location view the health ef $gystem. Many researches empha-
size the need to have some technological innovatmnthe design. Field study also
pointed out that MaaS service should be more catiyeeby including new technolo-
gies and possibilities to do more than competiames doing. The biggest innovation
provided by MaasS that is missing on the on-prerdesgloyments is the mobility, agility
and the ease of deployment.

The outputs generated by MaaS are expected toftweniative and reliable. Hence,
the technology part is considered as a factorahgures a standard solutions, support a
wide range of devices, is easy to use and providesnnovations.

It is important to emphasize MaaS challenges indefrom cloud technology. Maas
on cloud would be depended on the Internet andtbirdiparty SLAs. The most signif-
icant barrier is however security risks that werentroned on the cloud literature re-
view as well as empirical study. However, secucityicerns differ among applications
hosted on cloud. For example, customer confidemif@rmation hosing on cloud is
considered risky approach but other collaboratioth @mmunication tools for example
are considered safer. MaaS does not store confidlelatta and can be hosted on any
cloud deployment model (example public or privatié)customer is concerned with
security, MaaS providers should concern earningeTypf SAS 70 certification. Ama-
zon or Microsoft cloud services were consideree sédud providers on the interviews.
Private clouds were mentioned to be also imporaniMaaS deployments that would
overcome security challenges. All challenges andidra are considered risk factor
under the transaction cost economics theory.

To summarize the findings and answer the thesistoue the joined benefits of
cloud service and monitoring service that bringmiicant values and can be used to
help decision makings are the following:

. MaasS on cloud can be offered on different deploynmeodels such as private
and public fitting different firms or community iafstructure requirements
such as security or low prices.

. Cloud base monitoring service becomes part ofegfratinnovations for firms
looking to test new technologies because of faglogenent possibilities.
Cloud based solutions are easy to evaluate wittewenue losses.
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. Virtualization technology allows MaaS to scale Basind fast as customer
demand changes enabling them to be more flexildesHfitient.

. Expensive startup investments on hardware are ngeloneeded. MaaS on
cloud can be ordered easily guaranteeing returmwestment. Hardware and
software is always up to date as it is managedhéykoud service provider.

. New business models (pay-per-use) are more atteaetspecially for SME
firms that could not adopt new technologies becafseost factors and in-
house infrastructure complexities.

. Cost related to MaaS usage are predictable andrbetinaged compared with
on-premise installation that often have hidden amgredictable costs.

. New GUI interfaces are lighter and requires noaltestions and maintenance
on client side, something that saves time and mdremause different hard-
ware (old, new mobile devices) etc. can be usedttess MaaS GUI.

. Many SME firms gain better security by moving MaaScloud in case they
cannot effort expensive security investments inseou

. Standardizations (security and applications) makea® offering trustful and
overall solutions more reliable, compatible anddyatontrolled.

. Maas$S on cloud is expected to reduce many transactst related to items that
bring no values, times spent on negotiating priegajuation and testing a so-
lution. However there will be transaction cost tethto SLA management, the
Internet dependence and sometimes complicity.

51 Research limitations

The findings of this thesis work are based on kegiceviewed, guided by the transac-
tion cost economics theory and tested using a 8aldy. Different stakeholders were

interviewed and a pilot project was conducted ughos research. A field study is per-

formed on a company providing on-premise monitorsodutions for video headend

platforms. Video headend platforms are networkcattd devices that provide infra-

structure for the modern television platforms. Ehegvices are critical because any
failure will be visible immediately to hinders drausands of TV/IPTV viewers.

Most of the findings here hopefully will be validrfother IT systems requiring mon-
itoring services. However, the case study findirsgdone using firms requiring moni-
toring of video headend platforms. Therefore, itufe empirical studies, a wider range
of companies could be included that require diffiei@ systems to be monitored.



60
5.2  Suggestions for future research

The purpose of this research was to study factwas affect decision to order cloud
based monitoring service and the benefits they @xpeachieve by deploying such ser-
vice. On the findings, two main factors were fouade relevant. The cost related and
the technology related factors that sometimes #fieudt to achieve simultaneously.
For the future studies, it would be important tawnwhich one is more relevant in
sense of providing more values. For sure, cosbfdetds to cost savings but not neces-
sary provide competitive advantages.

Another possible research idea for future studglistes to IS theory. This study was
focused on transaction cost economics theory wisidbund to be the most discussed
theory because of the focus on outsourcing. Howdwerause of the technology and
innovations found to be cloud computing strategiovements, the Technology-
organizational-environmental framework can be exaaion future studies to examine
how innovation and environmental elements impacisi@ns to order MaasS.
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7 APPENDIXES

7.1 APPENDIX 1: INTERVIEW COVER LETTER

Dear valuable customer,

We need your input in designing a service model #iims to overcome previous
challenges related to monitoring tool deploymews. would like to interview you as a
valuable customer in order to include all staketplthought on the new design. Our
best candidate for an open interview would be soreesho has deployed monitoring
tools or considered at some point deploying such.

In short, [firm name] is working on a monitoringrgiee model initially for video
headend platforms that will be easier to deplot &fective, provide flexibility and
agility and overall ensure reliability. So far, weere deploying or helping customer
deploy on-premise hardware and software tools @n@tconsidered expensive invest-
ments, not scalable, in addition to other challsngdated to in-house installation, con-
figuration and maintenance. Our new cloud basedogieent aims to overcome on-
premise barriers and by inheriting cloud techna@sgicustomer will gain a lot of bene-
fits related to cost savings and strategic innavesti We have considered security chal-
lenges from day one on our design and now lookmgclistomers experience with
cloud and/or monitoring services to include thes®or mew design.

All interview material will be treated confidentialand the result published will be
in such format that no company names or persotbeadentified.

| would appreciate if you would find some time #or open discussion type of inter-
view. Please let me know what possible times wbelduitable for you.

Regards Driton Gashi
Phone
email
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APPENDIX 2: INTERVIEW QUESTIONS

Below questions that are often modified on-fly degiag to the role of the person in-
terviewed or answer to the previous question. Aol questions were asked also but
not listed here.

General question about the person interviewed:

1.

Can you first tell about your job tile, your respdbilities and how long have
you been working under current position.

Can you describe the process of deploying new toblksystem on the project
you work for (where from the information, suppliedgcision process)?

What is your role in the decision making in thejecb above?

Question related to cloud computing:

1.

Are you familiar with cloud services? What expedes do you have with cloud
services?

. Does your company have any policy towards cloudugde not favor of, will-

ing to move, in-house versus cloud)?

How many of your services are already cloud based?

What is your experience with cloud services? Whatthe benefits and draw-
backs from your experience?

What were the reasons for deploying (or willingdeploy) cloud based ser-
vices?

Have you or someone within your organization maalewation of price host-
ing a service on-premise versus on cloud?

When calculating prices of a project, in additionthe hardware and software
costs, have you calculated other costs like the tou spend testing a tool, the
time spent installing, deploying, maintaining, gt personnel training, back-
ups, etc.?

How is a cloud suppliers selected? Is there somgthpecific on this selection
(Example origin, brand, etc.)?

If cloud provider is hosed within EU, will securigfill be a concern for the pro-
ject you manage?

10.Do you think that your team can provide better ¢ydsurity than cloud provid-

er?

Question related to monitoring services:

1.
2.

When deploying IT systems, have they been included recovery plan?
Have your IT projects face system failures? Whatevike lessons learned?
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3. How do you know when a device or software is down?

4. Have you thought about consequences of systenrd@ildow will these affect
your business?

5. How often do you ask for end-user feedback? Arg tiampy with system avail-
ability?

6. How you thought about pro-active monitoring thagdgicts and report system
failures?

7. If above question is “yes” what were the produets/€es you have deployed or
thought about deploying?

8. What is positive or negative on the monitoring eys$ you deployed or thought
about deploying?

7.3  APPENDIX 3: PILOTED MAAS

The Figure 11 shows a screenshot from Maa$S apiplicédken during the Factory Ac-
ceptance Test (FAT).

Windows Services  Network Map ~ Manufacturers

Events
4 Components =
©interfaces (4) %] [«
Graphs (1] [L...  *Module 2: Cannot descramble: please correct CA..,  2017-01-03 23:26:43  2017-02-06 01:30:04 el
Modeier Piugins (] IL... *Module 2: Service missing (SID 21, output 3) 20170108 14:34:27  2017-02-05 12:03:50 36
Configuration Properties (] [k...  *Module 2: Link missing (input 1) 20170146 14:14:19  2017-01-23 12:42:10 2
Sefware (v} [L... *Module 6: Signal missing (input 4) 2017-01.2308:05:48  2017-01-23 08:05:48 1
Custom Properties o Jt...  "Module 6: Link missing (input 4) 20170120 11:30:55  2017-01-23 08:05:38 ]
Administration [1] /L... *Module 6: PID missing (PID 18, output 3) 2017-01-23 08:05:28  2017-01-23 08:05:28 1
# Monitoring Templates (] L. *Chassis: Fan failure (fan 4) 2017-01-16 03:06:43  2017-01-21 01:19:54 2
Device (/Devices) [1] /L... "Module 2: CA module missing (CAM A) 2017-01-20 15:48:47  2017-01-20 15:48:47 1
o IL... *Module 6: Link missing (input 1) 20170120 11:54:17  2017-01:20 14:55:57 4
] JL... *Module 2: Link missing (input 2} 20170112 08:58:43  2017-01.20 11:55:37 6
o [ *Module 1: Booting up 2017-01-18 14:10:48  2017-01-18 14:10:48 .
(] /L. *Module 1: Inserted into the chassis 2017-01-18 14:09:58  2017-01-18 14:09:58 1

Figure 11. Screenshot from MaaS$ application tested.

Table 10 shows firewall configuration table usedF&ir project. This shows that a
Maas$S host is permitted to send email over the porand the rest of the ports and des-
tinations are denied. Then other rules show thaa$4admins and customer network are
permitted to access MaasS server over the secues@deinally, devices hosted on Cus-
tomer network can access MaasS server over thelfpn to establish VPN connection.
Maas server will use this established tunnel toitnoglients. All other ports /networks
are denied.
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Table 10. Firewall configuration table showing rules used on FAT project.

Source Destination|  Service Actign  Comment

Maas_Host | Any tcp 25 Allow | Allow MaaS to send emails

Maas_Host | Any Any Drop | Prevent MaaS from accessing

other services

Admin, Maas_Host | Tcp_443 | Allow | Administrators and Customer

Customer can access MaaS GUI

Customer | Maas_Host | Tcp_1194, | Allow | Device access to MaaS over VPN
Udp_1194 tunnel

Any Maas_Host | Any Drop | Deny the rest of access to MaaS

7.4  APPENDIX 4. PERSONAL DATA ACT (523/1999).

The personal data act required document for Maafggtirwas written according to the
form described below.
http://www.tietosuoja.fi/material/attachments/tstiojavaltuutettu/tietosuojavaltuutetun
toimis-

to/tietosuojaperiaatteemme/w22yqZ5SD/Sidosryhmatekin_tietosuojaseloste 25.4.2
014.pdf

Rekisteriseloste

1. Rekisterinpitaja

[Yrityksen nimi, Y-tunnus, osoite, puhelinnumero]

2. Yhteyshenkil6 rekisteria koskevissa asioissa

[Henkilo A, B, C ] vastaa palomuurin rekisteria kesiin kysymyksiin.

3. Rekisterin nimi

[yritys / palvelun ] lokirekisteri

4. HenkilGtietojen kasittelyn tarkoitus

Voidakseen selvittdé yhteysongelmat, todistaadimtsaa hyokkayksen lahde, sallia tai
estaa liikenteen henkildtietojen perusteella [jne].

5. Rekisterin tietosisaltd
Rekisteri voi sisdltaa seuraavia tietoja:
. Lilkenteen paivamaara ja aikaa

. Liikenteen lahde ja kohde (IP)
. Liikenteen tyyppi
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. Windowsin AD kayttajatunnus mikali saatavilla
. Kayttotoimenpide: sallittu / estetty
6. Saanndénmukaiset tietolahteet

Jarjestelema kerda rekisteritietoja sen lapi kudkesy likenteesta [kerro lisd& mité jar-
jestelma tallentaa).

7. Tietojen saannbénmukaiset luovutukset

Ei saanndnmukaisia tietojen luovutuksia tai tiatomirtoja. Rikosepailytapauksissa
tietoja voidaan luovuttaa poliisille tai muille smomaisille, joilla on oikeus rekisterista
saada tietoja. Rekisterista ei ole yhteytta muibkistereihin.



