
ISBN 978-82-326-1606-0 (printed ver.)
ISBN 978-82-326-1607-7 (electronic ver.)

ISSN 1503-8181

Doctoral theses at NTNU, 2016:134

Hans Moen

Distributional Semantic Models 
for Clinical Text Applied to 
Health Record Summarization D

oc
to

ra
l t

he
si

s

D
octoral theses at N

TN
U

, 2016:134
H

ans M
oen

N
TN

U
N

or
w

eg
ia

n 
U

ni
ve

rs
ity

 o
f S

ci
en

ce
 a

nd
 T

ec
hn

ol
og

y 
 

Th
es

is
 fo

r 
th

e 
D

eg
re

e 
of

 P
hi

lo
so

ph
ia

e 
D

oc
to

r 
Fa

cu
lt

y 
of

 In
fo

rm
at

io
n 

Te
ch

no
lo

gy
,  

M
at

he
m

at
ic

s 
an

d 
El

ec
tr

ic
al

 E
ng

in
ee

ri
ng

 
D

ep
ar

tm
en

t o
f C

om
pu

te
r 

an
d 

In
fo

rm
at

io
n 

Sc
ie

nc
e 

 
U

ni
ve

rs
ity

 o
f T

ur
ku

 
Fa

cu
lt

y 
of

 M
at

he
m

at
ic

s 
an

d 
N

at
ur

al
 S

ci
en

ce
s 

 
D

ep
ar

tm
en

t o
f I

nf
or

m
at

io
n 

Te
ch

no
lo

gy
 



Thesis for the Degree of Philosophiae Doctor

Trondheim, May 2016

Norwegian University of Science and Technology 
Faculty of Information Technology,
Mathematics and Electrical Engineering 
Department of Computer and Information Science

University of Turku 
Faculty of Mathematics and Natural Sciences  
Department of Information Technology

Hans Moen

Distributional Semantic Models
for Clinical Text Applied to
Health Record Summarization 



Supervisors

Norwegian University of Science and Technology, Norway

Associate Professor Øystein Nytrø, PhD
Department of Computer and Information Science

Professor Björn Gambäck, PhD
Department of Computer and Information Science

Associate Professor Pinar Öztürk, PhD
Department of Computer and Information Science

University of Turku, Finland

Professor Sanna Salanterä, PhD, RN
Department of Nursing Science

Professor Tapio Salakoski, PhD
Department of Information Technology

Others
Doctor Laura Slaughter, Senior Researcher, PhD
The Intervention Centre, Oslo University Hospital, Norway

The originality of this thesis has been checked in accordance
with the University of Turku quality assurance system using
the Turnitin OriginalityCheck service.

Jo nt de ree et een:

NTNU
Norwegian University of Science and Technology
Faculty of Information Technology, Mathematics and Electrical
Engineering Department of Computer and Information Science

Un ers t of T rk
F lt o M t  em t s  n N t r l S en  es
Dep rtment o  In orm t on Te nolo

T  es s or t e De ree o  P losop eDo tor

© Hans Moen

ISBN 978-82-326-1606-0 (printed ver.)
ISBN 978-82-326-1607-7 (electronic ver.)
ISSN 1503-8181

Doctoral theses at NTNU, 2016:134

Printed by NTNU Grafisk senter



v

Abstract
As information systems in the health sector are becoming increasingly comput-

erized, large amounts of care-related information are being stored electronically.

In hospitals clinicians continuously document treatment and care given to patients

in electronic health record (EHR) systems. Much of the information being doc-

umented is in the form of clinical notes, or narratives, containing primarily un-

structured free-text information. For each care episode, clinical notes are written

on a regular basis, ending with a discharge summary that basically summarizes

the care episode. Although EHR systems are helpful for storing and managing

such information, there is an unrealized potential in utilizing this information for

smarter care assistance, as well as for secondary purposes such as research and

education. Advances in clinical language processing are enabling computers to

assist clinicians in their interaction with the free-text information documented in

EHR systems. This includes assisting in tasks like query-based search, terminol-

ogy development, knowledge extraction, translation, and summarization.

This thesis explores various computerized approaches and methods aimed at en-

abling automated semantic textual similarity assessment and information extrac-

tion based on the free-text information in EHR systems. The focus is placed on

the task of (semi-)automated summarization of the clinical notes written during

individual care episodes. The overall theme of the presented work is to utilize

resource-light approaches and methods, circumventing the need to manually de-

velop knowledge resources or training data. Thus, to enable computational se-

mantic textual similarity assessment, word distribution statistics are derived from

large training corpora of clinical free text and stored as vector-based representa-

tions referred to as distributional semantic models. Also resource-light methods

are explored in the task of performing automatic summarization of clinical free-

text information, relying on semantic textual similarity assessment. Novel and

experimental methods are presented and evaluated that focus on: a) distributional

semantic models trained in an unsupervised manner from statistical information

derived from large unannotated clinical free-text corpora; b) representing and com-

puting semantic similarities between linguistic items of different granularity, pri-

marily words, sentences and clinical notes; and c) summarizing clinical free-text

information from individual care episodes.

Results are evaluated against gold standards that reflect human judgements. The

results indicate that the use of distributional semantics is promising as a resource-

light approach to automated capturing of semantic textual similarity relations from

unannotated clinical text corpora. Here it is important that the semantics corre-

late with the clinical terminology, and with various semantic similarity assessment
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tasks. Improvements over classical approaches are achieved when the underly-

ing vector-based representations allow for a broader range of semantic features to

be captured and represented. These are either distributed over multiple semantic

models trained with different features and training corpora, or use models that store

multiple sense-vectors per word. Further, the use of structured meta-level informa-

tion accompanying care episodes is explored as training features for distributional

semantic models, with the aim of capturing semantic relations suitable for care

episode-level information retrieval. Results indicate that such models performs

well in clinical information retrieval. It is shown that a method called Random

Indexing can be modified to construct distributional semantic models that capture

multiple sense-vectors for each word in the training corpus. This is done in a

way that retains the original training properties of the Random Indexing method,

by being incremental, scalable and distributional. Distributional semantic mod-

els trained with a framework called Word2vec, which relies on the use of neural

networks, outperform those trained using the classic Random Indexing method in

several semantic similarity assessment tasks, when training is done using compa-

rable parameters and the same training corpora. Finally, several statistical features

in clinical text are explored in terms of their ability to indicate sentence signifi-

cance in a text summary generated from the clinical notes. This includes the use of

distributional semantics to enable case-based similarity assessment, where cases

are other care episodes and their “solutions”, i.e., discharge summaries. A type

of manual evaluation is performed, where human experts rates the different as-

pects of the summaries using a evaluation scheme/tool. In addition, the original

clinician-written discharge summaries are explored as gold standard for the pur-

pose of automated evaluation. Evaluation shows a high correlation between man-

ual and automated evaluation, suggesting that such a gold standard can function as

a proxy for human evaluations.
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Research Overview





Chapter 1

Introduction

The work conducted in this thesis approaches the task of automated summariza-

tion of clinical free text in care episodes. Focus is placed on methods that mainly

exploit distributional statistics in clinical notes and care episodes, thus avoiding

manual labor in constructing semantic knowledge resources to support this task.

A set of different distributional semantic methods, i.e the models they construct,

are first evaluated in the following separate tasks: synonym extraction (word sim-

ilarity assessment), sentence similarity classification (sentence similarity assess-

ment), and care episode retrieval (care episode similarity assessment). Each of

these represents tasks related to supporting clinical work, while also directly or

indirectly representing sub-tasks in a intended text summarization system. Finally

these models are used in a set of methods for performing automatic summarization
of care episodes. The work touches upon a number of fields related to natural lan-
guage processing, primarily computational semantics, information retrieval and

automatic text summarization.

1.1 Motivation
The development, adoption and implementation of health information technology,

such as electronic health record (EHR) systems, are strategic focuses of health

policies globally European Commission (2012), Blumenthal and Tavenner (2010),

Jha (2010), Bartlett et al. (2008). The amount of electronically documented health

information is increasing as health records are becoming computerized. In ad-

dition, the ongoing advances in diagnostic and health sciences contribute to an

increase in the amount of information accumulated for each patient. The large

amounts of computerized health information complicate its management and in-

crease the risk of information overload for clinicians (Hall and Walton 2004, Farri

3
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et al. 2012). This causes other problems in the clinical work, such as errors, frus-

tration, inefficiency, and communication failures (Lissauer et al. 1991, Suominen

and Salakoski 2010). At the same time, this creates opportunities for technological

solutions to support clinical care and research.

In hospitals, much of the information that clinicians document are notes in the form

of free text that they write in relation to patient care. During a patient’s hospital

stay, i.e., a care episode, clinicians with various specializations write clinical notes
on a regular basis to document the ongoing care process (status, reasoning, plans,

findings, operations, etc.). In the end, normally when the patient is leaving the

hospital, a discharge summary is written that summarizes the hospital stay. The

free text in clinical notes may contain valuable information that is not found or

documented elsewhere, such as in the structured, numerical and image data stored

in EHRs.

Natural language processing (NLP) (Hirschberg and Manning 2015) tools and

resources have the potential to assist clinicians in their interaction with this free-

text information. This includes assisting in tasks like automatic event detection

in health records (Mendonça et al. 2005), automatic concept indexing (Berman

2004), medication support (Xu et al. 2010), decision support (Demner-Fushman

et al. 2009, Velupillai and Kvist 2012), query-based search (Grabar et al. 2009))

and automated summarization (Pivovarov and Elhadad 2015).

These tasks require a certain amount of understanding of the “meaning” of the

linguistic items, such as words, sentences and documents. Here, methods in com-
putational semantics can be used that focus on how to automate the process of

constructing and reasoning with meaning representations of linguistic items. An

active area in computational semantics focuses on methods for doing automated

semantic similarity assessment, which utilizes a similarity metric to calculate a

numeric value reflecting the likeness of the meaning, or semantic content, between

pairs of linguistic items.

Clinical language has a highly domain-specific terminology, thus specialized NLP

tools and resources are commonly used to enable computerized analysis, interpre-

tation and management of written clinical text (Kvist et al. 2011, Meystre et al.

2008, Pradhan et al. 2014). This includes tasks involving computerized semantic

similarity assessment. As an example, we have the following two sentences, both

referring to the same event and patient, written by two different clinicians:

• “The patient has broken his right foot during a football match.”

• “Pt fractured his right ankle when playing soccer.”
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This example illustrates how two sentences that barely contain any of the same

words can describe one and the same event. A straightforward string matching

approach is not adequate to determine that they have a similar meaning, thus a

more advanced approach is needed.

There are several lexical resources that enable various degrees of computational se-

mantic textual similarity assessment to be made between words and concepts found

in the clinical terminology. Examples of such resources are: the Systematized

Nomenclature of Medicine, Clinical Terms (SNOMED-CT) ontology (NLM b);

the Medical Subject Headings (MeSH) thesaurus (NLM a); the International Clas-

sification of Diseases1 (ICD) medical classification lists (World Health Organiza-

tion 1983); the Unified Medical Language System (UMLS) compendium (NLM

c) where all these resources are part of or originated from; the generic WordNet

ontology (Miller 1995).

Unfortunately, the above lexical resources exist primarily for the English language

and/or have limited generalizability in terms of language and coverage, which lim-

its their area of use. Developing new resources, or adapting existing resources

to other languages, is costly and time consuming as it requires labor by experts

with both linguistic and domain knowledge — medical and clinical knowledge.

Such efforts are often done through extensive national or international collabora-

tion projects, one example being the translation of MeSH into Norwegian (Aasen

2012). Further, even though thesauri and ontologies (and such a manual modeling

approach in general) are well suited for modeling (semantic) relations on a con-

ceptual level, modeling all possible semantic relations between, e.g., words and

concepts used in clinical text would be very difficult and costly to achieve. To

enable fine-grained computerized semantic similarity assessment between all pos-

sible linguistic items found in clinical text, one would need to develop or adapt

semantic resources to the point where they (in sum) capture the totality of the lo-

calized terminology used by clinicians in the language(s), region(s), hospital(s)

and ward(s) of interest. On top of this come the potential problems related to le-

gal restrictions in terms of distributing clinical information due to its potentially

sensitive content. This limits the number of researchers and developers accessing

relevant data in the first place. In addition, this is a limiting factor with respect to

the amount and coverage of openly available clinical language resources relevant

to enable semantic similarity assessment.

An alternative approach focuses on enabling automated, data-driven, learning of

semantic similarity in the vocabulary in a text corpus. Such methods are commonly

referred to as distributional semantic methods (see Turney and Pantel (2010) for

1International Statistical Classification of Diseases and Related Health Problems
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an overview). Central here is the process of capturing semantic relations based

on statistics about word usage in the corpus, and storing this as a computerized

vector-based representation, typically referred to as a model — a distributional se-
mantic (similarity) model. In applying such methods one can potentially circum-

vent the need to manually develop lexical resources, in particular those focusing

on semantic similarity, or reduce the need for manual labour through hybrid ap-

proaches. Pedersen et al. (2007) showed that distributional semantic methods —

that exploit statistical distribution patterns in unannotated, unstructured, free text

in a training corpus of clinical text — are suited for the modeling of semantic

similarities between medical concepts on the same level as using SNOMED-CT,

WordNet and other available resources. These methods rely on the distributional
hypothesis (Harris 1954) (see Section 2.1), and their underlying representations are

vector-based — vector space models (VSMs) (see Section 2.1.3). They produce

distributional semantic models, which are also referred to as distributional seman-
tic spaces, in the form of a vector-based representation that enables the computer

to calculate similarity between linguistic items (e.g., words, sentences, documents)

as a distance measure. Training of such models is commonly done using an unan-

notated, unstructured, free-text corpora, thus this type of methods can be said to

be language independent and “resource light”. As the training is data-driven, the

resulting models tend to reflect the semantic relations in the language and termi-

nology used in the utilized training corpus. However, there are numerous ways

of constructing distributional semantic models with respect to what features to use

for training, how to weight the features, how to represent the semantic information,

how to calculate similarities between the constituent vectors (i.e., what similarity

metric to use), and so on. This necessitates exploration of various ways of captur-

ing and calculating the desired semantics from a training corpus that best match

the similarity assessment task at hand (see, e.g., Kolb (2009), Baroni and Lenci

(2010), Lenci and Benotto (2012)).

A possible application is related to the discharge summaries that clinicians write

when summarizing patients’ hospitalization periods (i.e., care episodes). Due to

factors such as limited time and information overload, discharge summaries are

often produced late, and the information they contain tends to be insufficient (Kri-

palani et al. 2007). Thus, clinicians would potentially benefit from having a system

that supports information summarization through (semi-)automatic text summa-

rization, not only during the discharge process, but also at any point during an

ongoing care episode, and for summarizing information from earlier care episodes

(Pivovarov and Elhadad 2015). Ultimately such a system could help in saving

time and improving the quality of documentation in hospitals. Figure 1.1 illus-

trates a care episode consisting of several clinical notes, and ends with a discharge

summary.
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Time 

Figure 1.1: A care episode, consisting of a set of clinical notes and ending with a discharge

summary.

Automatic text summarization is the computerized process of taking some text

from one or more documents and constructing a shortened version that retains the

most important information (Luhn 1958). The task of summarizing multiple clin-

ical notes from one care episode is a matter of summarizing multiple documents

— i.e., multi-document summarization — involving the following goals: include

the most important or relevant information; avoid redundant information; produce

coherent text. There are many ways to approach this task. (Jones 1999) presents

factors that one has to be taken into account in order to make a summarization

system achieve its task. These mainly concerns input, purpose and output. Oth-

ers have later discussed and elaborated upon these factors Hahn and Mani (2000),

Afantenos et al. (2005). Through a study conducted early on in the PhD process,

we identified the following properties and requirements for a text summarization

system intended for clinical free-text notes (see Section 1.2): It concerns multi-
ple documents; few tailored lexical and knowledge resources exist; the content

selection is to be done in an extraction-based fashion; the produced summaries

should contain indicative information; the system should be able to produce both

generic and user-oriented summaries. The output should be a single piece of text,

with similar structure as the notes written by clinicians, which would arguably

make evaluation more convenient compared to other alternatives, such as graph-

or time-line-based visualization. See Section 2.3 for more details.

Selecting what information to include when summarizing the textual content in

a care episode is a complex and challenging task. A recent review by Mishra

et al. (2014) found that most text summarization techniques used in the biomedical

domain can be classified as “knowledge rich” as they depend on (and the quality of)

manually developed lexical resources, such as ontologies and annotated training
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corpora and gold standards2 available for training and testing. The same seems

to apply to techniques and methods in existing summarization systems designed

for EHRs (Pivovarov and Elhadad 2015). Typically such knowledge resources are

used to first explicitly classify the information in the text that is to be summarized,

such as words and concepts, and then used to assess similarities and ultimately

significance. This however implies that the systems have restricted generalizability

in terms of languages and (sub-)domains.

Textual similarity assessment, particularly on a sentence level, is an important as-

pect of automatic text summarization (Ferreira et al. 2016). Pivovarov and Elhadad

(2015) observed that, in clinical summarization, there has been relatively little

work on similarity identification between textual concepts in (sequences of) clin-

ical notes, including the exploration of such information for the purpose of auto-

mated summarization. Further, this is identified as an important direction for future

EHR summarization methodology. In the approach presented in this thesis (Paper

E), a set of techniques and methods are explored and evaluated that uses various

types of statistically derived information and features found within the care episode

that are to be summarized, and/or in large collections of care episodes. Although

this makes the methods/techniques arguably “knowledge poor”, they are easily

adaptable to different languages and sub-domains within the health sector. One

example is to explore various textual features found internally in a care episode,

such as word usage and repeated information; another example is to look at other

care episodes with similar content, selected using information retrieval (Manning

et al. (2008), Chapter 6) (Paper C), and then look at the statistical probability for

some information to be found in a discharge summary given that it occurs in one or

more of its accompanying clinical notes. These examples depend upon the ability

to measure semantic similarity between linguistic items, such as words sentences

and documents, which motivates the use of distributional semantics (Paper A, B

and C).

1.2 Research Objectives
The present research was driven by a set of goals (RG1–RG4), each leading to the

next. The initial goal (RG1) was provided by the EviCare project:

RG1: Explore approaches for conducting summarization of the free text in care
episodes, emphasizing approaches and underlying methods that are resource
light in terms of adaptation to the domain and different languages.

2A gold standard, or reference standard, is here defined as being the optimal/ideal solution for

the task at hand.
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This led to:

RG2: Explore various (vector-based) distributional semantic methods with respect
to their ability to capture semantic similarity between linguistic items in
clinical (free) text.

This again led to:

RG3: Explore ways to enable distributional semantic methods/models to capture
domain- and task-specific semantic information from clinical free text, fo-
cusing on the following two tasks:

– Sentence similarity classification.

– Care episode similarity assessment.

When pursuing the above goals, conducting a proper evaluation became yet an-

other goal:

RG4: Find how to automatically and reliably evaluate the various text summariza-
tion approaches and the underlying semantic methods in the sub-tasks they
are intended for.

With these goals in mind, RG1 in particular, I had the following research questions

that I intended to answer through a set of experiments:

RQ1: How can the distributional hypothesis be utilized in constructing semantic
similarity models suited for clinical text?

RQ2: What sentence-level features of clinical text in care episodes are indicative
of relevancy for inclusion in a clinical free-text summary?

RQ3: How can the evaluation of distributional semantic models and text sum-
maries generated from clinical text be done in a way that is fast, reliable
and inexpensive?

In the work on addressing these research questions, four sets of experiments were

conducted. The first set focuses on synonym extraction, the second concerns sen-

tence similarity classification, then care episode retrieval, and finally automatic

summarization of care episodes. The clinical text used is mainly from a Swedish
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and a Finnish hospital, as detailed in Section 1.4.4. The utilized methods are con-

sidered language independent (when not taking into consideration the text lemma-

tization), but are arguably somewhat biased towards the clinical documentation

procedures and structure that is common in this region (Allvin et al. 2010). These

sets of experiments are presented in five separate papers, as shown in Table 1.1.

They build on each other and Figure1.2 visualizes these relations, starting from

word-level similarity assessment. The relations between Research Goals, Re-
search Questions and Papers is shown in Table 1.2.

Experiments Papers

Synonym extraction A: Synonym extraction and abbreviation expansion
with ensembles of semantic spaces

Sentence similarity classification B: Towards dynamic word sense discrimination with
Random Indexing

Care episode retrieval C: Care episode retrieval: distributional semantic models
for information retrieval in the clinical domain

Automatic summarization of care episodes (1) D: On evaluation of automatically generated
clinical discharge summaries

Automatic summarization of care episodes (2) E: Comparison of automatic summarization methods
for clinical free-text notes

Table 1.1: Experiments and accompanying papers.

Figure 1.2: An overview of the conducted research.

1.3 Research Methodology
This thesis work touches upon a number of fields related to NLP. Primarily these

are computational semantics, information retrieval and automatic text summariza-

tion. As most of the tasks and experiments directly or indirectly focuses on sup-
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Research Goals Research Questions Papers

1 1, 2 A, B, C, D, E

2 1 A

3 1, 3 B, C

4 3 A, C, D, E

Table 1.2: The relation between Research Goals, Research Questions and Papers.

porting health care, this work is also related to the field of health informatics. The

work also involved various degrees of collaboration with clinical professionals,

which provided invaluable insight and understanding of their work practice and

needs. Innovation was a keyword for the EviCare project and the IKITIK consor-

tium, which is also reflected in this work.

The overall research approach can be viewed as design science (Hevner et al.

2004). In the design science paradigm the aim is to design and apply new and/or

innovative artifacts aimed at human and organizational use. Knowledge and under-

standing about the underlying domain and possible solutions are gained through

the design, application and evaluation process of the artifact(s), often performed in

iterations. As emphasized by Cohen and Howe (1988; 1989), artificial intelligence

research should be driven by evaluation. When developing a system or program in

this field, evaluation should not only cover performance measures, but also reveal

the behavior of the system, limitations, generalizability and prospects for future

development.

Starting from RG1, the general direction of the research was set relatively early on

in the process. The research questions were then defined in the process of deciding

on a general level what techniques and methods that I wanted to explore when

approaching RG1. From there the various research goals following RG1 emerged.

The various techniques and methods utilized in the different experiments reflects

the underlying hypotheses.

Primarily an iterative process was used when conducting the experiments, where

each iteration typically included design (software design and implementation), ap-

plication and evaluation. Mainly a quantitative approach (see, e.g., VanderStoep

and Johnson (2008), page 7) was used for evaluation. Performance scores were

calculated based on gold standards and further compared to scores achieved by

various related approaches (baselines and state-of-the-art). In that sense the pro-

cess was guided by the gold standards used in the various experiments. Through

analysing the evaluation scores and identifying problems that arose during the im-

plementation and application, increased understanding was gained regarding the
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utilized methods in terms of their potential applications, strengths and weaknesses.

When developing the manual evaluation scheme related to the automatic text sum-

marization work, the use of open-ended questions was also explored. The latter

provided some qualitative feedback (see, e.g., VanderStoep and Johnson (2008),

page 7) from clinical experts about the direction of that work.

The presented results and methods could potentially contribute to approaches and

software methods for others to use and expand upon when pursuing similar goals.

Results of this work have been published in conference/workshop proceedings and

journals. The experiments and utilized resources are explained in ways that should

enable others to replicate the experiments. However, the clinical corpora used are

not openly available due to the sensitive nature of clinical text.

1.4 Research Papers and Contributions

1.4.1 List of Papers Included in the Thesis

Paper A: Henriksson, Aron; Moen, Hans; Skeppstedt, Maria;

Daudaravičius, Vidas, and Duneld, Martin. Synonym extraction and abbre-

viation expansion with ensembles of semantic spaces. Journal of Biomed-
ical Semantics, 5(1):25, 2014.

Paper B: Moen, Hans; Marsi, Erwin, and Gambäck, Björn. Towards dy-

namic word sense discrimination with Random Indexing. In Proceedings
of the Workshop on Continuous Vector Space Models and their Composi-
tionality, pages 83–90, Sofia, Bulgaria, 2013. Association for Computa-

tional Linguistics.

Paper C: Moen, Hans; Ginter, Filip; Marsi, Erwin; Peltonen, Laura-Maria;

Salakoski, Tapio, and Salanterä, Sanna. Care episode retrieval: distribu-

tional semantic models for information retrieval in the clinical domain.

BMC Medical Informatics and Decision Making, 15(Suppl 2):S2, 2015.

Paper D: Moen, Hans; Heimonen, Juho; Murtola, Laura-Maria; Airola, Antti;

Pahikkala, Tapio; Terävä, Virpi; Danielsson-Ojala, Riitta; Salakoski, Tapio,

and Salanterä, Sanna. On evaluation of automatically generated clinical

discharge summaries. In Proceedings of the 2nd European Workshop on
Practical Aspects of Health Informatics (PAHI 2014), pages 101–114, Trond-

heim, Norway, 2014. CEUR Workshop Proceedings.

Paper E: Moen, Hans; Peltonen, Laura-Maria; Heimonen, Juho; Airola, Antti;

Pahikkala, Tapio; Salakoski, Tapio, and Salanterä, Sanna. Comparison of

automatic summarisation methods for clinical free text notes. Artificial In-
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telligence in Medicine, 67:25–37, 2016.

1.4.2 List of Related Papers Not Directly Included in the Thesis

Öztürk, Pinar; Prasath, R. Rajendra, and Moen, Hans. Distributed repre-

sentations to detect higher order term correlations in textual content. In

Rough Sets and Current Trends in Computing - 7th International Confer-
ence, RSCTC 2010, volume 6086 of Lecture Notes in Computer Science,

pages 740–750, Warsaw, Poland. Springer, 2010.

Moen, Hans and Marsi, Erwin. Towards retrieving and ranking clinical

recommendations with Cross-lingual Random Indexing. In Proceedings of
CLEFeHealth 2012, CLEF 2012 Evaluation Labs and Workshop, Online
Working Notes, volume 1178 of CEUR Workshop Proceedings, numpages

4, Rome, Italy, 2012.

Henriksson, Aron; Moen, Hans; Skeppstedt, Maria; Eklund, Ann-Marie;

Daudaravičius, Vidas, and Hassel, Martin. Synonym extraction of med-

ical terms from clinical text using combinations of word space models.

In Proceedings of the 5th International Symposium on Semantic Mining
in Biomedicine (SMBM 2012), pages 10–17, Zurich, Switzerland, 2012.

Zurich Open Repository and Archive.

Moen, Hans and Marsi, Erwin. Towards cross-lingual information retrieval

using Random Indexing. In NIK: Norsk Informatikkonferanse, volume
2012, pages 259–262, Bodø, Norway, 2012. Akademika forlag.

Marsi, Erwin; Moen, Hans; Bungum, Lars; Sizov, Gleb; Gambäck, Björn,

and Lynum, André. NTNU-CORE: Combining strong features for seman-

tic similarity. In Proceedings of the Second Joint Conference on Lexi-
cal and Computational Semantics (*SEM), pages 66–73, Atlanta, Georgia,

USA, 2013. Association for Computational Linguistics.

Moen, Hans and Marsi, Erwin. Cross-lingual Random Indexing for infor-

mation retrieval. In Statistical Language and Speech Processing, volume

7978 of Lecture Notes in Computer Science, pages 164–175. 2013.

Murtola, Laura-Maria; Moen, Hans; Kauhanen, Lotta;

Lundgrén-Laine, Heljä; Salakoski, Tapio, and Salanterä, Sanna. Using text

mining to explore concepts associated with acute confusion in cardiac pa-

tients documentation. In Proceedings of CLEFeHealth 2013: Student Men-
toring Track, numpages 2, Valencia, Spain, 2013. CLEF online working

notes.
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Pyysalo, Sampo; Ginter, Filip; Moen, Hans; Salakoski, Tapio, and

Ananiadou, Sophia. Distributional semantics resources for biomedical text

processing. In Proceedings of the 5th International Symposium on Lan-
guages in Biology and Medicine (LMB 2013), pages – 5, Tokyo, Japan,

2013. Database Center for Life Science.

Moen, Hans; Marsi, Erwin; Ginter, Filip; Murtola, Laura-Maria;

Salakoski, Tapio, and Salanterä, Sanna. Care episode retrieval. In Pro-
ceedings of the 5th International Workshop on Health Text Mining and In-
formation Analysis (Louhi 2014) @ EACL, pages 116–124, Gothenburg,

Sweden, 2014. Association for Computational Linguistics.

1.4.3 Contributions

The main contributions of the work presented in the thesis are:

• Paper A: Evaluation of several vector-based distributional semantic models

for automated synonym extraction from clinical text, including exploration

of combined model pairs trained on clinical text or medical journal articles.

• Paper B: Introduction of a novel method for constructing multi-sense seman-

tic models, evaluated in a task concerning sentence similarity assessment.

• Paper C: Evaluation of a set of information retrieval methods that utilize

the distributional hypothesis. The resulting models are evaluated in the task

of care episode retrieval. These experiments include novel methods utiliz-

ing the ICD-10 codes attached to care episodes to better induce domain-

specificity in the resulting models.

• Papers A & C: Proposals for how to evaluate semantic models used for clin-

ical synonym extraction and care episode similarity.

• Paper E: Exploration of a set of resource-light automatic text summarization

methods tailored for sequences of clinical (free-text) notes in care episodes.

• Papers D & E: Proposals for how to evaluate clinical text summaries; in an

automatic and manual way.

1.4.4 Clinical Corpora

It is typically very difficult for researchers to enquire access to collections of per-

sonal health documents of significant size. An asset in the present work is that

relatively large corpora of clinical text are used in the experiments.
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The corpus used in Paper A is a subset of the Stockholm EPR Corpus (Dalianis

et al. 2009), extracted from a Swedish hospital and contains clinical notes written

primarily in Swedish by physicians, nurses and other health care professionals over

a period of six months. It consists of 268 727 notes and approximately 42.5 million

words. The use of this corpus for research has been approved by the Regional Ethi-

cal Review Board in Stockholm (Etikprövningsnämnden i Stockholm), permission

number 2012/834-31/5. In Papers C, D and E the corpus used is extracted from a

Finnish hospital, over a period of four years, consisting of clinical notes written in

primarily Finnish by physicians for patients with any type of heart-related prob-

lems. It consists of 398 040 notes and approximately 64 million words. Ethical

approval for the research was obtained from the Ethics Committee of the Hospi-

tal District (17.2.2009 §67), and permission to conduct the research was obtained

from the Medical Director of the Hospital District, permission number 2/2009.

These corpora are stored in compliance to local regulations concerning sensitive

data management.

1.5 Thesis Structure
The remainder of the thesis is structured as follows.

• Chapter 2 introduces the main concepts and methods that are needed in

order to understand the work in the included papers.

• Chapter 3 contains the main results in the form of paper summaries and

retrospective discussions.

• Chapter 4 discusses the main contributions in relation to the research ques-

tions and discusses some directions for future work.

• Part II contains the papers of the thesis.





Chapter 2

Background

This chapter provides an overview of the related background for the work pre-

sented in the thesis.

2.1 Computational Semantics and Distributional Semantics
Human language is very complex as it reflects high-level cognitive processes of the

human brain. To fully understand the true or intended “meaning” and/or content

of a word, sentence or document, one needs understanding and knowledge about:

The language and underlying grammar and syntax; The meaning of each word

and what information they are meant to convey, alone and in context with other

words and word phrases, posterior and anterior ones; How each word and word

phrase relates to concepts or objects in the real world; The domain, topic and

ongoing event(s) or case(s). Even the concept “meaning” itself is rather defuse, as

elaborated by Sahlgren (2006).

Tasks or problems requiring artificial intelligence (AI) for solving on the same

level as human intelligence are commonly referred to as being “AI-complete”

(Yampolskiy 2013)1. On the one hand, there is a large gap between the cognitive

processes underlying language understanding native to human intelligence and that

which is achieved by today’s computers. On the other hand, many tasks involving

processing of natural language do not necessary require a deep understanding of

the information it is meant to convey. Today we see that rather shallow approaches

can be of great assistance in multiple natural language processing (NLP) tasks

— approaches that exploit the computational power of computers and the exis-

1An AI-complete problem means that its optimal solution implies solving the problem of devel-

oping AI in computers that are as intelligent as humans.

17
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tence of large amounts of accumulated digital (textual) information (Hirschberg

and Manning 2015). This is reflected in state-of-the-art machine translation sys-

tems, search engines and question answering systems, e.g., IBM’s Watson system

(Ferrucci et al. 2010).

NLP is a field that concerns the interaction between computers and human natural

languages (Hirschberg and Manning 2015). An example of a computer system that

includes NLP is one that takes human language as input, written or spoken, then

tries to interpret and “understand” it in a way by, e.g., converting it into a repre-

sentation that the computer can further process. This can be to convert free-text

queries into a form or representation in an Internet search engine that is used to

find web pages that most closely match the information content of the query. This

is often referred to as natural language understanding. Also going in the other

direction is considered NLP, i.e., generating or constructing human-language in-

formation from some computerized representation. The latter is often referred to as

natural language generation. A unifying example is a machine translation system

that includes both some type of language understanding and language generation

components, together with a translation component, for translating a text phrase

from one language into another.

2.1.1 Semantics

Semantics concerns the study of the meaning of natural language expressions and

the relationships between them. In computational semantics the focus is on au-

tomatically constructing and reasoning with the meaning of natural language ex-

pressions. A common task in computational semantics is to calculate how sim-

ilar, or related, linguistic items are based on their semantic meaning or content.

We will refer to this as semantic similarity assessment. For instance, “pain” and

“ache” have a rather high degree of semantic similarity since both refer to a type

of painful sensation. This differs from, e.g., string similarity, where “pain” is a lot

more similar to, lets say, “paint” than to “ache”.

A semantic similarity method/algorithm usually relies on, and potentially pro-

duces, a representation that contains semantic similarity information in a way that

enables the computer to reason with it, i.e., compute semantic similarities: “A
measure of semantic similarity takes as input two concepts, and returns a numeric
score that quantifies how much they are alike.” (Pedersen et al. 2007). The uti-

lized representation may be based on sets of (fixed) features that describes the

concepts (see e.g., Smith and Medin (1981) Chapter 3), logical forms, graphs,

or some type of combination. Nowadays feature sets are commonly treated as

vectors of numeric elements, where each dimension represents a discrete feature,

or where features are potentially distributed over multiple dimensions in a more
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“sub-symbolic” representational manner (c.f. neural networks). Numeric vectors

are convenient from a computer perspective in that it allow for the use of geometric

algebra operations to, e.g., compute the likeness of vector pairs (see Section 2.1.3

about vector similarity). A vector-based representation is commonly referred to as

a vector space model (VSM).

2.1.2 Language Processing Resources

Several approaches exist for manually developing lexical resources that model se-

mantic similarity relations. These can be based on constructing rules (e.g., Appelt

and Onyshkevych (1998)), thesauri (e.g., McCray et al. (1994)), ontologies (e.g.,

Bateman et al. (1995), Miller (1995)), and annotated data designed for machine

learning (ML) algorithms (e.g., Pyysalo et al. (2007), Velupillai and Kvist (2012)).

The more complex the task at hand is, the more manual labor is usually required

in the development process. Thus, manually developed lexical resources tend to

have very specific and restricted coverage in terms of what they represent, e.g.,

gene–protein relationships (Ashburner et al. 2000, Lord et al. 2003, Pyysalo et al.

2007).

By far the most comprehensive approach to modeling the terminology used in the

medical domain is the development of the UMLS (NLM c) compendium. It con-

sists of various lexical resources comprising primarily the vocabulary in medical

research literature and clinical documentation, it also contains a mapping between

the different vocabularies therein. SNOMED-CT (NLM b) represents medical

terms in an ontological representation. SNOMED-CT originated as a resource

for the English language, but has later been, or is currently being, translated into

several other languages, primarily Spanish, Danish, Swedish, Dutch and French.

MeSH (NLM a) is a thesaurus developed to index health research literature. It

was originally made for English, but has later been translated or mapped to several

other languages. ICD (the latest version being the 10th — ICD-10) (World Health

Organization 1983) is a hierarchical medical classification, containing codes for

diseases, signs and symptoms, etc., used primarily to classify diagnoses and treat-

ments given to patients. Today the ICD classification has been translated into

multiple languages.

The approach of manually developing lexical resources is well suited for modeling

(semantic) relations on a conceptual level. However, with the vast information va-

riety and complexity that natural language (free) text enables, it is very costly and

challenging to conduct such modeling manually in a way that covers the language

in its entirety. The same goes for enabling mappings between modeled concepts

and the vocabulary — including the correct meaning of words and phrases as they

are used in the text. An example illustrating some of the underlying challenges is
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found in Suominen (2009), page 30, where it is reported that a single medicine has

over 350 different spellings in clinical notes. This is one reason why normalization

of the vocabulary in clinical notes has been the focus of several shared tasks, such

as in the ShARe/CLEF eHealth Evaluation Lab 2013 (Suominen et al. 2013).

An alternative approach to manual lexical resource development is to model tex-

tual semantics in an automated and corpus-driven way. Methods in distributional
semantics focus on learning/inducing semantic similarity from statistical informa-

tion about word usage in a large corpus of unannotated text. In this thesis such

a corpus is referred to as training corpus — typically being a collection of thou-

sands or millions of unannotated documents. These methods are based on the

distributional hypothesis (Harris 1954), which states that linguistic items with sim-
ilar distributions in language — in the sense that they co-occur with overlapping
context — have similar meanings. Two linguistic items, e.g., two words, having

a similar “meaning” according to this hypothesis implies that they, statistically

speaking, have been commonly used with the same or similar contextual features

in the training corpus. For instance, they have co-occurred with the same neighbor-

ing words, or they have been often used within the same documents. The study of

utilizing statistical approaches in computational semantics is sometimes referred

to as statistical semantics (Weaver 1955, Furnas et al. 1983). The goal is to utilize

statistical features in text to calculate a semantic similarity score between linguis-

tic items that agrees with human judgement regarding the similarity of the items

in a given context (c.f. “pain” and “ache”).

Intuitively, relations between certain textual concept are difficult to obtain through

purely statistical approaches, in particular those requiring complex implicit knowl-

edge. For example, the relationships between known genes and proteins (Pyysalo

et al. 2007). However, several hybrid approaches have been introduced that com-

bine distributional information with lexical resources (Turney and Pantel 2010).

For instance, Chute (1991) used Latent Semantic Analysis (LSA) to construct a

distributional semantic model from the UMLS metathesaurus that enables match-

ing of free-text inquiries with UMLS concepts; Henriksson et al. (2013b) con-

structed semantic models using Random Indexing, constructed from a corpus of

clinical text, to extract synonyms for SNOMED-CT concepts/classes. Faruqui

et al. (2015) performed retrofitting of word context vectors in various semantic

models using lexical information from resources such as WordNet.

Distributional semantic methods have become popular due to their purely statis-

tical approach to computational semantics and semantic similarity computation

(Turney and Pantel 2010). Underlying factors are the increasing availability of

large corpora and computational power. These methods enable rapid construction

of new semantic models reflecting the semantic similarities in the languages and
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domains in the utilized training corpus. Thus no costly manual labor is required for

constructing annotated training data or lexical resources. As the training phase is

“data-/corpus-driven”, it is usually executed in a fully unsupervised manner. Also

since the underlying training mechanisms are not dependent on the language of the

training corpora, such methods can be classified as being language independent.

A training corpus used with distributional semantic methods consist commonly

of only unannotated text that has been pre-processed to a certain degree. Pre-

processing aims to improve the desired semantic representations in the resulting

semantic model in various ways. Tokenization is, in its simplest form, about first

splitting documents into sentences and finally into tokens or words/terms. We

will be using ’terms’ and ’words’ rather indistinguishably, the main difference is

that terms may contain multiple words (e.g., “car wheel” and “Yellowstone Na-

tional Park”). Such multi-word terms and expressions can be recognized through

a dictionary, rules, statistical co-occurrence information (collocation segmenta-
tion), annotated training corpora, or hybrid solutions (see e.g., Smadja (1993)).

Lemmatization or stemming is a way to normalize a corpus by reducing the num-

ber of unique words. This is done by changing each word into their root form by

removing and/or replacing words or suffixes (e.g., when using lemmatization “vo-

cabularies” becomes “vocabulary”, while with stemming “vocabularies” becomes

“vocabulari”). Further, this tends to result in an increased distributional statisti-

cal basis for the remaining words since the vocabulary is reduced. The same also

becomes a consequence of lowercasing words (e.g., “She” becomes “she”). Such

normalization can be seen as a trade-off between precision and recall. E.g., low-

ercasing means you can no longer distinguish between proper nouns like “Apple”

and common nouns like “apple”. However, this will often improve recall since cap-

italized sentence-initials will not be confused with proper nouns. As distributional

semantic models tend to emphasize high-frequent words and word co-occurrences,

it is common to exclude “stop words” by filtering the corpus through a stop word

list consisting of words that have little discriminative power in general or in a spe-

cific domain (e.g., “a” and “the”). Part-of-speech tagging and dependency parsing
is something one can do to enrich the text with additional linguistic knowledge.

2.1.3 The Vector Space Representation

Vector spaces, or vector space models (VSMs), are by far the most common un-

derlying representations in distributional semantics. VSMs were first introduced

in text processing for the purpose of information retrieval by Salton et al. (1975).

The underlying principle is to let each textual unit in a training corpus, such as

words, sentences and documents, be represented as a multidimensional vector, or

tensor. These vectors are referred to as context vectors (e.g., word context vec-

tor), representing the “contextual meaning” of the corresponding textual unit in
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the utilized training corpus. A collection of these vectors constitutes the content

of a vector space — a vector space model. Multidimensional vectors have the

capacity to encode a lot of language information (e.g., semantics), where each ele-

ment/dimension encodes a certain feature of the textual unit it represents. In many

VSMs, particularly those whose dimensions have been compressed or reduced in

some way (e.g., through some explicit dimension reduction operation or indirect

feature prediction), these vectors’ dimensions do not necessarily correspond to any

known features of the language. Thus such vectors can be a composition of “sub-

symbolic” features.

In addition to being an efficient way of representing textual information, VSMs

allow for efficient ways of calculating similarities between vectors. To measure

the similarity/dissimilarity between two vectors, it is common to use some type of

algebraic distance function or metric. Different metrics tend to emphasize various

types of semantic similarity (Lenci and Benotto 2012). In the work presented in

this thesis the cosine similarity metric has been used. It calculates the cosine of the

angle between two vectors. They can be called −→x and −→y , thus turning the angle

into a value between 0 and 12.

CosSim(−→x ,−→y ) =
x · y

||x|| ||y|| =
∑n

i=1 xi × yi√∑n
i=1(xi)

2 ×√∑n
i=1(yi)

2

The cosine similarity metric is often used because it is insensitive to the magnitude

of vectors. When comparing two word context vectors using the cosine similarity

metric, if their cosine similarity is 1 or close to 1, they have a high similarity. The

opposite is the case if the cosine similarity is low. However, cosine similarity val-

ues in between 0 and 1 should only be interpreted relative to each other within a

single VSM because it is often difficult to map these to any absolute truth outside

a VSM. What these similarity values reflect according to a linguistic definition, if

any, depends on how context vectors are constructed — what features they con-

tain — and what similarity metric is used. A model may for example reflect that

two words with a high cosine similarity value are similar because they are (near)

synonyms, antonyms, metonyms, or morphological variants of the same word. It

could also reflect that one or both words are abbreviations pointing to a concept

that has the same or similar meanings, or that one or both are misspellings of the

same or similar words. On the phrase/sentence level, it is common to use notions

like paraphrasing and entailment, while topic and structural similarities may be

used for document level similarities. Then again, such classifications may not be

2The cosine similarity metric can potentially return values between -1 and 1 if the vectors contain

negative values.
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of much importance in various tasks in computational semantics, where instead

the main concern is the intra-model (semantic) similarities in relation to a specific

task.

A common use-case for a VSM is to find how similar its constituent linguistic

items, e.g., words or documents, are in relation to a given query. This is done

by first retrieving, or possibly constructing, a vector representing the query, then

compute cosine similarity between it and all other context vectors in the model. In

this way we can rank the constituent context vectors according to their (semantic)

similarity to the query. For example, if we have a VSM of word context vectors,

and we query the model with the word “foot”, we calculate the cosine similarity

value between the context vector belonging to “foot” and all other context vectors

in the model. This will give us a list of similarity values of each word relative

to the query. By sorting this list (based on cosine similarity values) we can rank

the words based on how similar they are to “foot”, as illustrated together with

the query word “pain” in Table 2.1. VSMs containing word context vectors are

sometimes referred to as word spaces or word space models (WSMs).

foot (jalka) CosSim pain (kipu) CosSim

lower limb (alaraaja) 0.5905 pain sensation (kiputuntemus) 0.5097

ankle (nilkka) 0.3731 ache (särky) 0.4835

limb (raaja) 0.3454 pain symptom (kipuoire) 0.4173

shin (sääri) 0.3405 chest pain (rintakipu) 0.4042

peripheral (periferisia) 0.3112 dull pain (jomotus) 0.4000

callus (känsä) 0.3059 backpain (selkäkipu) 0.3953

top of the foot (jalkapöytä) 0.2909 pain seizure/attack (kipukohtaus) 0.3904

upper limb (yläraaja) 0.2879 pain status (kiputila) 0.3685

peripheral (perifer) 0.2875 abdominal pain (vatsakipu) 0.3653

in lower limb (alaraajassa) 0.2707 discomfort (vaiva) 0.3614

Table 2.1: Top 10 most similar words to the query words “foot” and “pain”, together with

the corresponding cosine similarity scores. The results are derived from a distributional

semantic model trained using W2V on a corpus of clinical text. The words have been

translated from Finnish to English.

There are endless ways of generating context vectors in terms of what features

define the semantic relations they capture and how these are weighted. A method

introduced by Salton et al. (1975) works by deriving term-by-document statistics

from a document corpus, generating a term-by-document matrix/model. The rows

of the term-by-document matrix represent word context vectors, and the columns

represent document context vectors. Here each dimension of a word context vector

reflects how many times that word has occurred in each document, each dimension

corresponding to one document. As an intuitive example, let us assume that we
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have the following three short documents:

D1: The patient is suffering from an aching neck.

D2: The patient is experiencing pain in the neck.

D3: Take a taxi to the station.

By preprocessing these, through stemming, lowercasing and removal of stop words,

they become:

D1: patient suffer ache neck

D2: patient experience pain neck

D3: take taxi station

Further, one can now create a term-by-document matrix based on the frequency of

each word in each document, as illustrated in Table 2.2.

D1 D2 D3

patient 1 1 0

suffer 1 0 0

ache 1 0 0

neck 1 1 0

experiencing 0 1 0

pain 0 1 0

take 0 0 1

taxi 0 0 1

station 0 0 1

Table 2.2: VSM example, term-by-document matrix, generated from three documents.

Statistically, words that occur in many of the same documents, i.e, occur in the

same contexts, will have context vectors (rows) of high similarity to each other

according to the cosine similarity metric. Likewise, documents containing many

of the same words will have corresponding document context vectors (columns) of

high similarity. Figure 2.1 illustrates on an intuitive level how similarities between

the above documents (their context vectors) can be viewed according to vector

angles (left); or as relative distances in a 2D semantic space (right). Such term-by-

document models are particularly common in information retrieval (IR) (Manning

et al. (2008), Chapter 6).
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Figure 2.1: Intuitive illustration of how similarities between the three documents in Ta-

ble 2.2 (their context vectors) can be viewed according to vector angles (left); or as relative

distances in a 2D semantic space (right).

One approach to generating word context vectors is through constructing word-by-

context models. Lund and Burgess (1996) use the neighboring words as context

in their hyperspace analogue to language (HAL) method, which defines the se-

mantic meaning of a word based on its neighboring words throughout a corpus. In

this way, two words that co-occur with many of the same word neighbors, statis-

tically throughout the training corpus, will have a high semantic similarity. HAL

also applies a dimension reduction method to post-compress the matrix based on

discarding the columns with lowest variance. Constructing a model from word

co-occurrence information is typically done using the sliding window technique,

where a window of a fixed size is slid across each sentence in the training corpus,

iteratively updating each word based on the neighboring words. The size of the

sliding window will naturally have an effect on the resulting semantic space, but

the exact influence of this parameter seems to be task specific. For example, a

window of size ten (5+5, left and right sides of the target word) has been shown to

work well for modeling synonymy from clinical corpora (Henriksson et al. 2013a).

The sliding-window approach is illustrated in Figure 2.2 where the size of the win-

dow is four (2+2). Table 2.3 shows how the resulting VSM becomes from the three

example documents/sentences above.

Word context vectors, being the rows of a term-by-context matrix, or model, has

what can be referred to as second-order co-occurrence relations between them

since vector similarity is based on having similar neighbors. By measuring the

cosine similarity between each word pairs, we can create a similarity matrix as in

Table 2.4.
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Figure 2.2: Illustrating training of a word-level co-occurrence distributional semantic sim-

ilarity model using a “sliding window” with a size of four (2+2).

patient suffer ache neck experience pain take taxi station

patient 0 1 1 0 1 1 0 0 0

suffer 1 0 1 1 0 0 0 0 0

ache 1 1 0 1 0 0 0 0 0

neck 0 1 1 0 1 1 0 0 0

experience 1 0 0 1 0 1 0 0 0

pain 1 0 0 1 1 0 0 0 0

take 0 0 0 0 0 0 0 1 1

taxi 0 0 0 0 0 0 1 0 1

station 0 0 0 0 0 0 1 1 0

Table 2.3: Word-by-context matrix, constructed using a sliding window with a size of

four (2+2). Each row represents a word context vector.

patient suffer ache neck experience pain take taxi station

patient – 0.2887 0.2887 1.0 0.2887 0.2887 0.0 0.0 0.0

suffer 0.2887 – 0.6667 0.2887 0.6667 0.6667 0.0 0.0 0.0

ache 0.2887 0.6667 – 0.2887 0.6667 0.6667 0.0 0.0 0.0

neck 1.0 0.2887 0.2887 – 0.2887 0.2887 0.0 0.0 0.0

experience 0.2887 0.6667 0.6667 0.2887 – 0.6667 0.0 0.0 0.0

pain 0.2887 0.6667 0.6667 0.2887 0.6667 – 0.0 0.0 0.0

take 0.0 0.0 0.0 0.0 0.0 0.0 – 0.5 0.5

taxi 0.0 0.0 0.0 0.0 0.0 0.0 0.5 – 0.5

station 0.0 0.0 0.0 0.0 0.0 0.0 0.5 0.5 –

Table 2.4: Similarity matrix derived from the word context vectors in Table 2.3.

The similarity matrix in Table 2.4 can potentially be visualized as vectors or points

in a semantic space, where their similarities are represented by their relative an-

gles or distances, similarly to the illustration in Figure 2.1, with words instead of

documents.
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The semantic relations, represented in distributional semantic models, tend to be

greatly influenced by common and frequent words occurring in many documents,

words that often add little or nothing to the semantic meaning of a document. To

counter this, one can re-weight the vector/matrix elements of a term-by-document

matrix, using some weighting function. A common weighting method is to multi-

ply the term/word frequencies by their corresponding inverse document frequency

(TF*IDF) (Sparck Jones 1972).

tfidf (t, d,D) = freq(t, d)× idf (t,D)

idf (t,D) = log

(
N

|{d ∈ D : t ∈ d}|
)

Where:

• t is the term/word in question.

• d is a document.

• D are all documents in the corpus.

• N is the total document count, |D|.
• |{d ∈ D : t ∈ d}| is the number of documents in which t occurs.

The purpose of TF*IDF weighting is to reduce the influence (weight) of words that

occur in almost all documents and therefore have little value in discriminating one

document from another. At the same time it increases the importance of words that

are more rare and limited to a few documents, as these are potentially important

to the topic of a document. TF*IDF weighted term-by-document matrices/models

are used in various popular search engines, such as Apache Lucene (Cutting 1999).

As mentioned earlier, Latent Semantic Analysis (LSA) is a popular method for

constructing (distributional) semantic models. LSA reduces the dimensionality

of the VSM, while also having it emphasize latent correlations between words

(and documents) through discovering higher order co-occurrence relations within

a corpus (second order and above). Landauer and Dumais (1997) achieved human-

level performance scores using LSA on the Test of English as a Foreign Lan-

guage (TOEFL), a test where one has to choose the correct (closest) synonym

among four alternatives for each query word. These scores have later been im-

proved upon by others, through using LSA or other methods (see, e.g., Bullinaria
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and Levy (2012)). Examples of more recent VSM-based distributional semantic

methods are: Holographic Reduced Representations (HRR) (Plate 1991); Prob-

abilistic Latent Semantic Analysis (PLSA) (Hofmann 1999); Non-negative ma-

trix vectorization (NMF) (Lee and Seung 1999); Random Indexing (RI) (Kanerva

et al. 2000); Latent Dirichlet allocation (LDA) (Blei et al. 2003); various neural

network-based language models, most popular being the Word2vec (W2V) imple-

mentation (Mikolov et al. 2013b). RI and W2V are used in various ways in the

experiments in this thesis, and will be described in more detail in Sections 2.1.4

and 2.1.5.

2.1.4 Random Indexing

RI (Kanerva et al. 2000) is a method for building a compressed VSM with a fixed

(reduced) dimensionality, and is done in an incremental fashion. This technique

was originally intended as a way of overcoming the performance issues associated

with LSA implementations at that time (computational complexity, scalability and

memory requirements). Due to its computational efficiency, RI remains popular

today for training on large corpora, such as MEDLINE/PubMed abstracts or arti-

cles (Cohen 2008, Jonnalagadda et al. 2012, Pyysalo et al. 2013), and social media

(Sahlgren and Karlgren 2009). It has been shown to perform well, and is compa-

rable to other methods, such as LSA, in a range of semantic similarity assessment

tasks, including the TOEFL synonym test (Sahlgren and Swanberg 2000, Karlgren

and Sahlgren 2001).

RI involves the following two steps:

Step 1 - Initialization: first, each word/term in the training corpus is assigned an

index vector as its unique signature in the VSM. Index vectors have a predeter-

mined dimensionality and consist mostly of zeros together with a small number

of randomly distributed 1’s and -1’s — uniquely distributed for each unique word.

This is based on the Johnson Lindenstrauss Lemma (Johnson and Lindenstrauss

1984), as discussed by Cohen et al. (2010), stating that distances between points in

a high-dimensional space will be approximately preserved when projected into a

lower-dimensional subspace. In other words, vectors being orthogonal in the high-

dimensional space are assumed to be “near orthogonal” in the lower-dimensional

subspace. Thus index vectors will have pairwise similarities, according to the co-

sine similarity metric, close to 0.

Step 2 - Training: the second step is the training step where context vectors are gen-

erated/induced for each unique word in the corpus. This is most commonly done

using a sliding window of a fixed size (e.g., 2+2) to traverse the training corpus,

inducing context vectors by superimposing the index vectors of the neighboring

words in the window, as illustrated in Figure 2.3.
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Figure 2.3: Illustrating how the training in RI works. The word context vector
−−→
Cwi is

updated by adding the index vectors of its neighbors, i.e., through superimposing it with

the neighbouring word index vectors
−−−→
Iwi−2,

−−−→
Iwi−1,

−−−→
Iwi+1 and

−−−→
Iwi+2.

This is a slightly modified version of Figure 3 in Moen et al. (2015), Paper C in this thesis.

As the dimensionality of the index vectors is fixed, the dimensionality of the vector

space will not grow beyond the size W ×Dim, where W is the number of unique

words in the vocabulary, and Dim being the pre-selected dimensionality to use for

the index vectors, and ultimately the context vectors. As a result, RI models are

significantly smaller than a full term-by-context model, which again make them a

lot less computationally expensive in terms of storage and similarity computation.

Additionally, the method is fully incremental in that additional training data can be

added at any given time without having to retrain the model. It is also parallelizable

and scalable, meaning that it allows for rapid training on very large corpora in a

distributed on-line fashion. Using the JavaSDM implementation 3, with default

parameters except a dimensionality of 800, the training on a Finnish clinical corpus

(see Section 1.4.4) consisting of about 64 million words has an execution time of

about 25 minutes. This is on a computer with the following hardware: Intel Core

i7-3770 CPU @ 3.40GHz, 4 cores, 16GB RAM.

Some variants of the RI-based approach have been introduced, such as Random

Permutations (RP) (Sahlgren et al. 2008) and Reflective Random Indexing (RRI)

(Cohen et al. 2010), as well as cross-lingual variants (Sahlgren and Karlgren 2005).

2.1.5 Word2vec — Semantic Neural Network Models

The Word2vec (W2V) (Mikolov et al. 2013a) method/framework relies on using

an artificial neural network to construct neural network language models. The

models it constructs are vector-based and have been found to perform well in a

range of semantic similarity assessment tasks (Baroni et al. 2014). Through train-

ing the network on a corpus, distributionally similar words are given similar vector

3http://www.nada.kth.se/~xmartin/java/ (accessed 1st March 2016)
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representations (i.e., context vectors).

W2V stems from the field Deep Learning (LeCun et al. 2015, Collobert et al.

2011). It uses a somewhat simplified neural network model, consisting of an input
layer with as many input nodes as there are unique words (vocabulary items), a hid-
den linear projection layer with node count equal to the predefined dimensionality

of the vector space, and finally a hierarchical soft-max output layer predicting the

same words as the input layer (Morin and Bengio 2005, Mnih and Hinton 2009).

The context used for training is typically a sliding window. W2V has two training

procedures/architectures: “continuous bag-of-words” (CBOW), and “continuous

skip-gram model” (Skip-gram). The CBOW training approach aims to predict

each word in the training corpus based on its context (co-occurring words). For

each target word, the words corresponding to its context are activated in the input

layer sequentially, i.e., the values of their corresponding input notes are set to 1

while the rest are 0. The expected/correct output for each training case is the cor-

rect target word in the output layer. Each target word and its connected weights are

subsequently adjusted to decrease the error between the network outputs (normal-

ized with soft-max) and the training cases using the back-propagation procedure

(McClelland et al. 1986). This procedure is repeated for all training pairs, often

in several passes over the entire training corpus, until the network converges and

the error does not decrease any further. Now each word of the input layer has a

context vector given by the set of weights connecting its corresponding input node

to the hidden layer, as illustrated in Figure 2.4. The Skip-gram training approach

predicts each individual context word (output layer) given the corresponding target

word (input layer).

To understand on an intuitive level why the network learns efficient representa-

tions, i.e., distributional semantic models, we can consider the two-step process

of the prediction: first, the input layer is used to activate the hidden, representa-

tion layer; and second, the hidden layer is used to activate the output layer and

predict the context word. To maximize the performance on this task, the network

is thus forced to assign similar hidden layer representations to words that tend to

have similar contexts. Since these representations form the resulting model, dis-

tributionally similar words are given similar vector representations (c.f. context

vectors).

One of the main practical advantages of the W2V method (CBOW/Skip-gram)

lies in its relatively low complexity, giving it great scalability and allows for train-

ing on billions of words of input text in the matter of several hours. Using the

optimized version in the Gensim implementation of Word2vec4, with default pa-

4https://radimrehurek.com/gensim/models/word2vec.html (ac-
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Figure 2.4: Illustration of how training happens in the W2V implementation of CBOW.

A sliding window with the size of four (2+2) is moved over the text, word by word. The

input layer nodes of the network corresponding to the words in the context window of the

word w3 are activated. The error in the output layer prediction and the expected prediction

for the focus word w3 is back-propagated through the network. When the training is

completed, the context vector
−−→
Cw3 constitutes the set of weights connecting the input

layer node for w3 and the hidden layer.

This is a slightly modified version of Figure 6 in Moen et al. (2015), Paper C in this thesis.

rameters except a dimensionality of 800, the training on a Finnish clinical corpus

(see Section 1.4.4) consisting of about 64 million words has an execution time

of about 20 minutes. This is on a computer with the following hardware: Intel

Core i7-3770 CPU @ 3.40GHz, 4 cores, 16GB RAM. Shorter execution times are

achieved when using a fully C-based implementation/package5.

Neural network-based methods are based on predicting the target word or its con-

text features. This differs from count-based methods such as RI and LSA that

more directly count co-occurrences. Baroni et al. (2014) showed that prediction-

based models, represented by W2V CBOW, achieved better results than a set of

count-based ones in a range of tasks focusing on word-level semantic similarity

cessed 1st March 2016)
5https://code.google.com/p/word2vec/ (accessed 1st March 2016)
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assessment, including synonym detection/extraction in the TOEFL test and seman-

tic similarity/relatedness classification. However, Levy et al. (2015) later showed

that this performance advantage is likely due to smart parameter use and post-

processing. An attractive property of W2V-based models is that they seem to

preserve syntactic and semantic regularities (Mikolov et al. 2013c), e.g.,
−−→
king −−−→man + −−−−−→woman result in a vector similar to −−−→queen. Levy and Goldberg (2014)

revealed that these same regularities are also preserved, to the same extent, in

count-based models when using some alternative similarity metric (i.e., not the

cosine similarity metric).

2.1.6 Compositionality in Vector Space Models

So far this chapter has mainly discussed ways to construct distributed semantic

models of words, representing word meaning by context vectors. However, in the

experiments presented in this thesis, context vectors representing sentences, clin-

ical notes, and care episodes have also been used. This is accomplished through

performing some type of compositionality (Frege 1892, Montague and Thomason

1976) to ensemble such vectors from the constituent word context vectors. The

idea is that a composition of word context vectors will result in a vector that cap-

tures the combined meaning of these words. Partee et al. (1990) explains “The
Principle of Compositionality” as follows: “... The meaning of a complex expres-
sion is a function of the meaning of its parts and of the syntactic rules by which
they are combined.”.

Landauer et al. (1997) conclude that much information regarding the semantic sim-

ilarity of texts, essays in this case, is carried by the semantic similarity between

constituent words independently of their order. Thus one straightforward approach

to representing multi-word items in VSMs is to treat a collection of words, e.g.,

a sentence, as simply a “Bag of Words” (BoW), where their order is irrelevant.

In this approach, a composed vector, e.g., a sentence context vector, is gener-

ated through simply pointwise summing its constituent word context vectors (also

referred to as superimposing). In addition to vector addition, other alternatives

includes vector multiplication and the use of circular convolution in holographic
reduced representations (Plate 1991). To reduce the influence of the magnitude of

each individual vector, it is common to first normalize vectors to unit length. Fur-

ther re-weighting can be done by applying TF*IDF weighting (see Section 2.1.3).

There are also ways to compose vectors that incorporate some information about

the constituent word order. Such approaches typically focus on constructing con-

text vectors for n-grams, short phrases or larger linguistic items that in some way

emphasize the order of the constituent words (see, e.g., Guevara (2011), Mikolov

et al. (2013b), Le and Mikolov (2014)). Such a VSM may, as an example, contain
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vectors representing the phrases “dog eats rabbit”, “rabbit eats dog”, and “dog eats

dinner”. Here the phrase “dog eats rabbit” should intuitively be closer to “dog

eats dinner” than “rabbit eats dog” in the semantic space. Another way to retain

word order information when performing similarity assessment is to simply view

each sentence, document, etc., as a list of their constituent word context vectors.

In this approach the order information is not actually modeled into the seman-

tic model, but is calculated at retrieval time. When computing the similarity of

two sentences one may apply some sequence aligning algorithm, e.g., Needleman-
Wunsch (Needleman and Wunsch 1970), to compute a total similarity score based

on word alignment and word pairwise cosine similarity scores (see, e.g., Feng et al.

(2008)).

2.2 Distributional Semantic Models and Clinical Language
Processing

Clinical language in this thesis is defined as the language clinicians use when doc-

umenting patient care, mainly in the form of written text notes stored in the pa-

tients’ health records. As the focus is on clinical text written in hospitals, we refer

to physicians/doctors and nurses involved in clinical care in hospitals as clinicians.

There are often physicians with different medical specializations, located at differ-

ent wards within the hospital, involved in the treatment during a care episode, such

as internal medicine, cardiology and surgery. Thus the clinical notes, or narratives,

that they write tend to reflect the different tasks being performed at the respective

wards. In this thesis the term ‘clinical note’ refers to any of the different notes

that the various specialists write to document patient care. During a care episode,

a sequence of clinical notes are written (as illustrated in Figure 1.1). These are

stored in the patient’s health record, which again is stored digitally in an electronic

health record (EHR) system.

Clinical notes contain highly domain-specific terminology (Rector 1999, Fried-

man et al. 2002, Allvin et al. 2010), and clinical language can be regarded as a

scientific sub-language (Meystre et al. 2008). Some features of the written clinical

language/notes are:

• The different professions and individual clinicians tend to have their own

way of documenting — documenting observations, symptoms, diagnoses,

and their reasoning and speculations.

• Each note may have a different author, including those belonging to the same

care episode.

• The texts usually contain ungrammatical language, incomplete sentences,
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abbreviations, and medical jargon.

• Authors do not necessarily utilize any common note structure.

• The written information tend to be highly domain- and case-specific, includ-

ing a fair share of implicit information.

• All notes in one care episode are related to the care and treatment given

to the same patient, meaning that they all are linked to a series of related

events and often contain repeated and overlapping information. This is also

the case when looking at the full health record belonging to a patient, since

some information from one care episode could be relevant to a later one.

Figure 2.5 shows an example of a clinical note.

English translation:

61-years old female with Crohn’s disease. Attended cycling event in Salo, flu prirorlry. Arfter

cycling, experienced breathing difficulties and went to the emergency department and elevated herart

enzymes and incompensation were found. Was admitted to the ICU for care of incompensation and

pneumonia. In UKG 2.6. ef 30%. In coronary angiography, significrant stenoses in RCA, LCX and

mrarin. Trordray, elective quadrurple bypass LITA-LAD, Ao-LOM-LPL and Ao-RBD, in which

goord flow. Pre.op. left ventricle, the posteriror myocardium and septum contract lamely, ef about

35%, mitral valve 1-2/4 leak. Aortic cross-clamp time 1 h 32 min. Post.op. ef over 40%. On basis

of the UKG-finding pre.op. Simdax-infusion was initiated. On arrival to ICU, haemodynamics was

stable, norepinephrine administered. Cardiac index 3,2. Warming-up and weaning in ventilator.

Finnish original:
61-vuotias nainen jolla Crohnin tauti. Salossa ollessaan osallistunut pyöräilytapahtumaan, edel-

trävrästi flunssaa. Pyöräilyn jrälkeen hengitysvaikeuksien takia TYKSin ensiapuun ja todettu

sydränentsyymit kohonneiksi ja inkompensaatiota. Otettu teho-osastolle inkompensaation ja

pneumonian hoitoon. UKG:ssa 2.6. ef 30%. Koronaariangiossa merkitträvrät stenoosit RCA:ssa,

LCX:ssa ja prärärungossa. Tränrärän elektiivinen neljrän suonen ohitus LITA-LAD, Ao-LOM-LPL

ja Ao-RBD, joihin hyvrät virtaukset. Pre.op. vasemman kammion takaseinrä ja septum supistuvat

vaisusti, ef noin 35%, mitraaliläpässä 1-2/4 vuoto. Aortan sulkuaika 1 t 32 min. Post.op. ef yli

40%. UKG-löydöksen perusteella potilaalle aloitettu jo pre.op. Simdax-infuusio. Teho-osastolle

saapuessa hemodynamiikka stabiilia, noradrenaliini menossa. Cardiac index 3,2. Lämmitys ja

vieroitus respiraattorissa.

Figure 2.5: Example of a clinical note. This is a fake case originally created in Finnish

by domain experts, then translated into English. Common misspellings are included inten-

tionally.

This is the same example as in Figure 2 in Moen et al. (2016), Paper E in this thesis.

Developing methods and systems for clinical NLP is hard for a number of reasons.

Some of the main challenges are: lack of data available to software developers
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and researchers, primarily due to the sensitivity of clinical information/text; lack

of existing and robust text processing resources that support the broad range of

(sub-) languages and applications, such as text parsers, computerized thesauri and

ontologies; the cost of developing new or customized methods and resources for

processing the text; the issues related to integrating NLP software into the clinical

practice through existing and new information systems (Chapman 2010, Rector

1999, Kate 2012, Friedman et al. 2013, Meystre et al. 2008, Grabar et al. 2009,

Kvist et al. 2011).

NLP has been applied to clinical text for a variety of tasks. Some examples are

automatic event detection in health records (Mendonça et al. 2005), automatic con-

cept indexing (Berman 2004), medication support (Xu et al. 2010), decision sup-

port (Demner-Fushman et al. 2009, Velupillai and Kvist 2012), query-based search

(Grabar et al. 2009)) and automated summarization (Pivovarov and Elhadad 2015).

Openly available tools designed for clinical NLP typically dependent on special-

ized and extensive knowledge resources to classify and reason with concepts in

the text. Such resources that are commonly built in a manual fashion (see Sec-

tion 2.1.2 for more information). Further, due to the domain specificity of clinical

text, generic resources for computational semantics tend to be of limited use. How-

ever, the use of distributional semantic methods in this domain is promising due to

their focus on learning semantic relations directly from unannotated corpora. This

enables acquisition of semantic resources in an resource-lean manner.

Distributional semantic methods utilize statistics that are derived from the corpus

used for training, thus the resulting models and its constituent context vectors will

reflect the semantic similarity relations that are found in the utilized training cor-

pus, which again reflects the domain of the corpus. Koopman et al. (2012) show

that the domain-specificity of the corpora used for training such distributional se-

mantic models is important for the content and quality of the resulting model with

respect to the intended task. Pedersen et al. (2007) explore a set of measures for

automatically judging semantic similarity and relatedness among medical concept

pairs whose semantic similarity have been pre-assessed by human experts. These

range from various measures based on lexical resources (WordNet, SNOMED-CT,

UMLS, Mayo Clinic Thesaurus) to one based on a distributional semantic model

trained on a corpus of unannotated clinical text. The latter measure uses the LSA

method, and the semantic similarity between concept pairs is calculated using the

cosine similarity measure applied to concept context vectors — assembled from

the corresponding words. Pedersen et al. (2007) find that this measure performed

at least as well as any of the other measures. Related work has also shown that

distributional semantic models, induced automatically from large corpora of clin-

ical text, or other types of medical text, are well suited as a fast and cost-efficient
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approach to capturing and representing domain-specific terminology (Koopman

et al. 2012, Cohen and Widdows 2009, Cohen et al. 2014, De Vine et al. 2014).

As an example, a semantic model trained with W2V CBOW on a fairly large

corpus of clinical free-text notes is able to detect that the words “pain” and “dis-

comfort” have a similar meaning or contextual use because they have a relatively

high cosine similarity value — relative to the other words in the model. However,

if some other type of corpus was used for training, e.g., a collection of newspaper

articles, the resulting model would not necessarily contain the same semantic re-

lations. The same goes for other domain-specific terms that clinicians use when

documenting care. A number of these would not even be present in a newspaper

corpus, let alone abbreviations and spelling mistakes that are common in clinical

text. Paper A explores various combinations of distributional semantic models,

trained on one of two different corpora — one containing clinical text and the

other medical research literature — and evaluates these on the tasks of automatic

extraction of synonyms and abbreviation-expansion pairs.

Karlgren and Sahlgren (2001) argue that text models and methods for construct-

ing/training them still have a way to go in terms of capturing the actual language

use, rather than the language in abstract. Most distributional semantic methods

construct word space models that contain one context vector per unique word.

This means that each word will have one semantic meaning, representing its “pro-

totypicality”, relative to the others in the semantic model, accumulated from all

its occurrences with the utilized training features, e.g., neighboring words, in the

training corpus. However, in reality the meaning of a word may vary greatly based

on the context of its use, thus each word could potentially have multiple meanings

or senses. Such words are referred to as polysemes or homonyms (Panman 1982).

As an example, the word “discomfort” may refer to some type of physical pain, or

it may refer to psychological/social inconvenience. Another example is the word

“rock”, which may refer to a type of music or a material. One direction in distri-

butional semantics concerns training vector spaces that allow words to potentially

have more than one representation, i.e., multiple context vectors (Reisinger and

Mooney 2010, Schütze 1998, Neelakantan et al. 2014). This would intuitively be

beneficial in a range of semantic similarity assessment tasks, including tasks in

the clinical domain. Arguably these type of methods may enhance the informa-

tion complexity represented in the resulting models, as well as their discriminative

capabilities — discrimination between different local meanings of words found in

the training corpus. This may further enhance the task and domain specificity of

semantic models.

Having potentially multiple context vectors for each word from the training corpus

means that a large(r) number of vectors have to be stored in the computer mem-
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ory, in particular during training. In the approaches by Reisinger and Mooney

(2010) and Schütze (1998) every contextual occurrence of each word throughout

the training corpus is stored in memory before applying some type of clustering.

Paper B explores a novel “multi-sense”, or “multi-prototype”, distributional se-

mantic method that performs incremental clustering as part of the training phase.

It builds on the RI method and retains the properties of RI concerning reduced di-

mensionality and on-line training. We evaluate this method at a semantic textual

similarity task (Agirre et al. 2013), where the goal is to automatically assess and

classify similarities between sentence pairs.

In Friedman et al. (2013) it is suggested that future work in clinical NLP should

aim to exploit existing knowledge bases about medications, treatments, diseases,

symptoms, and care plans, despite these not having been explicitly built for the

purpose of clinical NLP. One way to potentially improve the task- and domain-

specificity of distributional semantic models is to exploit more domain specific

features of the training corpus for constriction. This may assist in forming a se-

mantic space that better reflects the semantic relations of interest. Paper C explores

the use of ICD-10-code labels (see Section 2.1) as training features in an attempt to

induce the underlying relations into a distributional semantic model. This is used

in a set of experiments that explores various ways of constructing distributional

semantic models for the task of care episode retrieval, using only the free-text

information in clinical notes for the retrieval process.

2.3 Automatic Text Summarization of Clinical Text
(Jones 1999) presents factors that one has to take into account in order to make

a summarization system achieve its task. The three main categories of factors

described are input, purpose and output. These factors have also been discussed

and elaborated upon by (Hahn and Mani 2000, Afantenos et al. 2005). Following

are the factors and their underlying properties and recommendations that we have

identified as being most suited relative to the research goal (c.f. RG1)6. For further

details about these factors, please see the mentioned papers.

Input Factors

• Single document or multiple documents: As the task is to summarize clinical

free text notes written during care episodes, the system input would primar-

ily be multiple documents — sequences of multiple clinical notes constitut-

ing care episodes — one care episode per summary that is to be produced.

6These properties and recommendations are the result of a literature study conducted relatively

early on in the PhD period, but is currently unpublished material.
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• Structure: Information about the structure of the document or documents

can help in classifying the content. As each clinical note are parts of a

continuous patient story, the approach should have a scope that covers the

full care episode when assessing what the most relevant information is. If

a predictable document/note structure is used by clinicians, this should be

exploited.

• Language: The language specificity of the system is commonly determined

by the underlying resources and tools that it relies on. Further, a knowledge-

poor approach would potentially enable easy adaptation to a broad range of

languages and sub-languages at a low cost.

Purpose Factors

• Indicative, informative, and/or critical: We strive towards a system that is

able to provide an indicative overview of the free text documented for care

episodes. Together with structured data (such as laboratory test results, im-

ages, diagnostic codes and personal information) it could help clinicians to

quickly familiarize themselves with the content of individual care episodes

and the patients problems, which is particularly useful if such information is

needed urgently.

• Generic or user-oriented: The system should be both generic and user-

oriented in order to meet the specialized information needs of clinicians.

However, for (automated) evaluation purposes, we believe that producing

generic summaries is the first thing to aim for.

Output Factors

• Extracts or abstracts: We aim for a extraction-based summarization ap-

proach, in which the summary is generated by selecting a subset of sentences

from the relevant text. This approach is viable because a sizeable portion of

clinical text summaries, such as discharge summaries, are created by copy-

ing or deriving information from clinical notes (Van Vleck et al. 2007, Sørby

and Nytrø 2005, Meng et al. 2005, Wrenn et al. 2010).

• Available domain knowledge: It is common to distinguish between “knowledge-

rich” and “knowledge-poor” systems based on the availability of data and

domain knowledge resources for the system to exploit. As already men-

tioned, in particular for small (clinical) languages, few such specialized re-

sources exists.
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• Output format: The output should, at least as an initial approach, have a

format that is similar to the notes that clinicians produce themselves the care

process to enable automated evaluation against existing summaries (c.f. gold

standard).

• Quality (evaluation): The quality of a summarization system is commonly

measured by its content-selection capability, presented as its output. Using

manually created summaries — a so called gold standard — for compar-

ison is a common way to evaluate the quality of a summarization system.

However, creating manual summaries is a expensive and time-consuming

process. We suggest exploring summaries constructed/written by clinicians

during the care process for this purpose (see Paper D and E).

The most central issue in text summarization is to determine what information

to include in a summary. In extraction-based summarization this concerns se-

lecting a subset of sentences from the text that is to be summarized. Common

techniques here are: Topic-based extraction (see, e.g., Carbonell and Goldstein

(1998), Goldstein et al. (2000), Steinberger and Křišt’an (2007)), where relevance

scores for sentences are computed with respect to one or more topics of interest;

Centrality-based extraction (Patil and Brazdil 2007, Chatterjee and Mohan 2007,

Erkan and Radev 2004, Mihalcea and Tarau 2004), where typically some underly-

ing graph-based representation is used to calculate sentence significance based on

the document coverage of the sentences relative to the other sentences. An impor-

tant sub-task when applying these techniques is to avoid redundant information in

the produced summaries. For this purpose it is common to apply some ways of

checking for textual similarity overlap based on the Maximal Marginal Relevance

(MMR) criterion (Carbonell and Goldstein 1998) or similar techniques. Distribu-

tional semantic models, in various forms, have been quite extensively used in the

field of text summarization, see e.g., Luhn (1958), Chatterjee and Mohan (2007),

Hassel and Sjöbergh (2007), Nenkova and McKeown (2011).

Several pieces of work have been identified focusing on the task of automatically

generating summaries from the text in clinical notes. Liu (2009) uses the MEAD

summarization toolkit. Van Vleck et al. (2007) perform structured interviews to

identify and classify phrases that clinicians considered relevant to explaining the

patient’s history. Meng et al. (2005) use an annotated training corpus together with

tailored semantic patterns to determine what information that should be repeated in

a new clinical note or summary. Velupillai and Kvist (2012) focus on recognizing

diagnostic statements in clinical text, learned from an annotated training corpus,

and further to classify these based on the level of certainty. Extracted diagnos-

tic statements are then used to produce a text summary. Bashyam et al. (2009),
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Hirsch et al. (2015) reports the work on extensive clinical summarization systems.

These apply various information extraction tools and resources to identify, clas-

sify and reason with entities and information in free text. Visualization is also an

important part of these systems, including timeline-based visualization in Hirsch

et al. (2015). Others have worked on more conceptual models for understand-

ing and supporting generation of information summaries in the clinical domain

(Sarkar et al. 2011, Abulkhair et al. 2013). However, to the best of my knowledge,

summarization of clinical free-text information has been pursued by relatively few

researchers. This is not surprising given the challenges related to clinical NLP

and the task. This is also a prominent issue considering recent reviews and related

work (Mishra et al. 2014, Pivovarov and Elhadad 2015, Kvist et al. 2011).

In extractive multi-document summarization there is a need to have the computer

“understand” the terminology of, or semantic similarities between, the candidate

sentences to determine if some information is repeated, redundant, or similar to

some topic or query (Ferreira et al. 2016). For this task, distributional semantic

models are commonly used. In Paper E we explore various distributional seman-

tic models at the task of summarizing clinical notes for individual care episodes.

We focus on exploring a resource-light approach that circumvents the need for

manually developed knowledge and training resources tailored for the task.

Computer generated summaries are typically evaluated by comparing the sum-

mary with a gold standard, being one or more reference summaries that has been

constructed manually, often in relation to a shared task7. To perform this com-

parison in an automated fashion, a computerized similarity metric is used. The

ROUGE evaluation package (Recall Oriented Understudy for Gisting Evaluation)

(Lin 2004) evaluates text similarity based on N -gram overlap. ROUGE metrics are

commonly used in text summarization evaluation because its scores have shown to

correlate well with human judgements (Lin 2004). Liu (2009) performs automatic

evaluation of computer generated summaries of clinical notes by using the orig-

inal discharge reports as gold summaries. An alternative type of evaluation is to

do the content assessment manually. Lissauer et al. (1991) evaluate computer gen-

erated discharge summaries from neonate’s reports by analysing if they contain

the required information according to a guideline. In Papers D and E we apply

the ROUGE evaluation package for evaluation of automatically generated clinical

free-text summaries where the original discharge summaries are used as gold stan-

dard. Evaluation scores are then compared to manual evaluation, conducted in a

7A ‘shared task’ is here defined as a specific task proposed and organized by a dedicated com-

mittee that provide the necessary data and evaluation setup to the participants. A shared task is

typically held in relation to a conference where there are multiple participating research groups who

are competing to achieve the best results.
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similar fashion as in the work by Lissauer et al. (1991).





Chapter 3

Paper Summaries

The first experiments focused on automated assessment of word-level similarities,

which resulted in Paper A. More precisely this study concerned automatic detec-

tion of synonymic relations between words, including between full form words and

their abbreviations. One motivation behind these experiments was to get an insight

into what methods and parameters that produces models that best captures syn-

onymic relations on a word level. Further, it is likely that a similar setup would also

apply to sentence-level semantics — a central part of (sentence-level) extraction-

based text summarization (c.f. Paper E). The next set of experiments, presented in

Paper B, focused on sentence-level semantic textual similarity assessment. Here

a method that performs automatic word-sense discrimination was evaluated. In

relation to the work on automatic text summarization of clinical free-text notes,

I wanted a way to retrieve care episodes that are similar to a target care episode,

belonging to other (patients’) hospital stays. This resulted in the work on care

episode retrieval, presented in Paper C. The last set of experiments is related to

automatic generation of summaries from clinical free text, from one care episode

at a time, and evaluation of the generated summaries. This work is presented in

Papers D and E. The work in Paper E is to a large extend based on the lessons

learned from previous papers/experiments and includes many of the approaches,

methods and models therein.

Below is an overview of the five papers in this thesis. For each paper there is:

a summary of the main content; followed by a retrospective view discussing the

work from a possibly more enlightened perspective.

43
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3.1 Paper A: Synonym extraction and abbreviation
expansion with ensembles of semantic spaces

Authors: Aron Henriksson, Hans Moen, Maria Skeppstedt, Vidas Daudaravičius
and Martin Duneld

3.1.1 Summary

Terminologies that account for variation in language use by linking synonyms

and abbreviations to their corresponding concepts are important for enabling au-

tomated semantic similarity assessment and high-quality information extraction

from clinical texts. Due to the use of specialized sub-languages in the clinical do-

main, manual construction of semantic resources that accurately reflect language

use is both costly and challenging.

In this paper we explore the use of distributional semantic models for automated

extraction of synonymic relations from clinical/medical text, including abbrevia-

tions (abbreviations to long forms and long forms to abbreviations). Models are

trained on one or both of two corpora, one corpus consisting of Swedish clinical

text and another consisting of Swedish medical journal articles. Two approaches

to constructing the models are used, classic Random Indexing (RI) and the Ran-

dom Permutations (RP) variant. Various model training parameters and ways of

combining the retrieved candidate words/synonyms are explored.

Evaluation is done using two gold standards. For the synonym extraction task,

MeSH terms and associated synonyms are used. And for the other two tasks

(abbreviations to long forms and long forms to abbreviations), we used a list of

medical abbreviation-expansion pairs. Only single-word terms were used for eval-

uation. For each query a list of ten candidate words are retrieved by the model(s)

being evaluated. The results are measured primarily as recall among these ten

(R, top 10), calculated from the proportion of expected candidate words that are

among these. When combining the results from two or more models, their retrieved

lists of scored candidate words are combined through summing or averaging over

matching words.

We also explore the use of some post-processing filtering. For abbreviation-expansion

extraction, the filtering is based on word-length threshold filtering and on checking

for overlapping letters and their matching order. For synonym extraction, the fil-

tering rule checks if the retrieved candidates has a cosine similarity above a given

thresholds, together with checking if their rank (in the retrieved list) are above a

given threshold. Also different word frequency thresholds are explored, i.e. words

below a given threshold are removed from the gold standards.
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We found that a combination of the two models (RI + RP), trained on a single

corpus outperforms the use of one model in isolation. Furthermore, combining

semantic models induced from the two different types of corpora further improved

the results (RIclinical + RImedical + RPclinical + RPmedical), also outperforming

the use of a conjoint corpus (RIclinical+medical + RPclinical+medical). A combi-

nation strategy that simply sums the cosine similarity scores of candidate words

— retrieved from each model — is generally the best performing one. Finally,

applying the post-processing filtering rules yielded substantial performance gains

on the tasks of extracting abbreviation-expansion pairs, but this is not the case for

synonym extraction. A word frequency threshold in the range of 30-50 seems to be

optimal. Best results achieved R = 0.39 for abbreviations to long forms (Rbaseline

= 0.23), R = 0.33 for long forms to abbreviations (Rbaseline = 0.24), and R = 0.47

for synonyms (Rbaseline = 0.39).

This study demonstrates that ensembles of semantic models can yield improved

performance on the tasks of automatically extracting synonyms and abbreviation-

expansion pairs — improvements compared to using a single model. Further, this

encourages further exploration in utilizing and combining different semantic mod-

els, trained with different parameters and context features, and/or trained on differ-

ent types of corpora. This also includes exploring different ways of combining the

model outputs during the retrieval phase. The methods, models and model com-

binations in this study could potentially be used in (semi-) automated terminology

development in the clinical/medical domain, as well as in a range of other NLP

tasks.

3.1.2 Retrospective View and Results/Contributions

This study gave valuable directions and insight into how to generate semantic mod-

els from clinical/medical free text that capture word-level similarities, reflecting

similarity in terms of having the same or closely related synonymic meaning. Ex-

perienced gained here were important for further work on distributional semantic

similarity models.

From a retrospective view, it would have been interesting to see how these meth-

ods, RI and RP, fare at the given tasks in comparison to, or in combination with,

other distributed semantic methods/models such as LSA and more recent neural

network-based methods, such as W2V CBOW and Skip-gram. Fundamentally

different methods that does not rely on distributional semantics, such as more rule-

based methods (e.g., Ao and Takagi (2005)), are likely to perform well when it

comes to detecting relations between terms and their abbreviations.



46 Paper Summaries

3.2 Paper B: Towards Dynamic Word Sense Discrimination
with Random Indexing

Authors: Hans Moen, Erwin Marsi and Björn Gambäck

3.2.1 Summary

Most distributional models of word similarity represent a word type by a single

vector of contextual features, even though words often have more than one lexical

sense (Reisinger and Mooney 2010, Huang et al. 2012). In this paper we present

a novel method for learning and constructing a distributional semantic model that

may contain more than one context vector, or “sense vector”, for each unique word

in the utilized training corpus. A common way of capturing multiple senses per

word with the distributional semantic approach is to first construct and store one

vector for each occurrence of a word in the training corpus — storing the features

of each single word use. Then these vectors may be clustered in some way to cre-

ate sense vectors. However, storing and clustering these vectors can be expensive

as it generates a set of vectors equal to the word count of the training corpus. As an

alternative, we introduce Multi-Sense Random Indexing, that performs on-the-fly

incremental clustering of word senses, allowing multiple senses per unique word

in the training corpus. A range of different measures for sentence similarity are

explored that focus primarily on deriving these from the maximum bipartite simi-

larities between the underlying words and their different senses. Various measures

for word-sense alignment are illustrated in Figure 3.1.

For training the semantic models we use the CLEF 2004–2008 English corpus

(CLE 2004). We use the STS 2012 and STS 2013 shared tasks’ evaluation data

(Agirre et al. 2012; 2013) for sentence similarity assessment, where the task is to

score the similarity between sentence pairs with a number between 0 and 5. A sup-
port vector regressor1 is trained/optimized using the training data accompanying

the STS task for the purpose of mapping the cosine similarity scores to a final score

between 0 and 5. The various multi-sense based performance scores are compared

to those from using a classic (single sense) RI model. Performance scores are cal-

culated using the mean Pearson product-moment correlation coefficient (PPMCC)

(Lehman 2005), same as in the mentioned STS tasks.

Our experimental results did not show a clear systematic difference between single-

prototype and multi-prototype models. The highest scores were achieved on the

STS 2013 evaluation data, with a mean PPMCC = 0.46 with the multi-sense Hun-

garian Algorithm-based similarity measure, compared to a mean PPMCC = 0.45

1http://scikit-learn.org/stable/modules/generated/
sklearn.svm.SVR.html (accessed 1st March 2016)



3.2. Paper B: Towards Dynamic Word Sense Discrimination with Random Indexing 47

Figure 3.1: Various similarity measures tested with the multi-sense vector space model.

In this 2D illustration the relative distances between words and senses reflect how similar

they are. Large stars represent the centroid location of words, and the small stars represent

their underlying senses.

achieved with single-sense Hungarian Algorithm-based similarity measure (see

Kuhn (1955) for more information on the Hungarian Algorithm).

3.2.2 Retrospective View and Results/Contributions

The motivation for the multi-sense method introduced in this paper was to see if

we could better capture the meaning of words by creating semantic models that

learn potentially more than one context vector per word, i.e., “sense”. At the same

time we wanted to retain the incremental and compressed dimensionality features

of the RI method. When calculating the similarity between two sentences, the

aim was to select the most appropriate sense vector for each word based on a)

the context defined by the other words in the same sentence, or b) the words (and

their senses) in the other sentence. Then we calculated sentence similarity from

word-pairs using the Hungarian Algorithm for word alignment, or composed two

sentence context vectors before calculating their similarity. The results from the

latter approach was not included in this paper since the Hungarian Algorithm-

based approach generally performed better at the task. However, results using
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such sentence context vectors with TF*IDF weighting have been reported in Marsi

et al. (2013).

Table 3 in Marsi et al. (2013) shows that the top three strongest single similarity

features, individually trained using a support vector regressor (Vapnik et al. 1997),

are those based on character n-gram overlap. Although the approach rely on man-

ually classified training data for the regressor, it is worth noting that this rather

simple approach performs well when compared to the more complex ones.

This study, together with that presented in Marsi et al. (2013), provided us with

valuable insight into sentence similarity assessment. This was also an opportunity

to compare a variety of different approaches, including some not relying on distri-

butional semantic models. In the experiments conducted in Marsi et al. (2013), a

support vector regressor was used to learn a function that, for each sentence pair,

take a range of different sentence similarity features as input, and the output is a

single similarity score that is optimized to reflect some given training instances

(manually scored with values in the range 0 to 5). Here it became clear that indi-

vidual similarity features, also those achieving relatively weak scores individually,

would contribute to increasing the final score when used in combination with oth-

ers. Further, the lessons learned here were important to the sentence similarity

calculations and clustering used in the summarization task presented in Paper E.

Despite that the results presented in this paper did not show systematic improve-

ments over the evaluation scores gained by not using the multi-sense method,

this approach calls for further research. The more recent publication by Nee-

lakantan et al. (2014), who applied a similar training algorithm as ours in their

multiple-sense (W2V) Skip-gram-based method, indicates that this direction in

distributional semantics has a certain actuality. Also, after publishing our paper,

we did more exploration with various parameters, and were able to improve the

mean PPMCC of the multi-sense Hungarian Algorithm-based similarity measure

to 0.49, up from 0.46, on the STS 2013 evaluation data. In the future, it would also

be interesting to evaluate this method on other tasks than sentence-level similarity

assessment.

There are still many unresolved and open questions regarding parameters and

training features to use during training and how to do the word and sense ex-

traction/retrieval and similarity calculations. Finally, if such an approach is able to

improve upon the existing state-of-the-art in automated sentence similarity assess-

ment, there is little doubt that it should also have a positive influence on tasks such

as automatic terminology development and (clinical) text summarization.
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3.3 Paper C: Care Episode Retrieval: Distributional Semantic
Models for Information Retrieval in the Clinical Domain

Authors: Hans Moen, Filip Ginter, Erwin Marsi, Laura-Maria Peltonen, Tapio
Salakoski and Sanna Salanterä

3.3.1 Summary

Electronic health records (EHRs) are used throughout the health care sector by

professionals, administrators and patients, primarily for clinical purposes, but they

are also used for secondary purposes such as decision support and research. The

vast amounts of information in EHR systems complicate information management

and increase the risk of information overload. Therefore, clinicians and researchers

need new tools to manage the information stored in the EHRs. A common use case

is, given a — possibly unfinished — care episode, to retrieve the most similar care

episodes among the records.

This paper presents several methods for information retrieval, focusing on the task

of care episode retrieval. The experimental setup is illustrated in Figure 3.2. Care

episode similarity is calculated based on their textual content. This is achieved

through constructing different distributional semantics models from a corpus of

clinical text, and then applying the cosine similarity measure. Methods used to

construct these models include variants of RI and W2V. A novel model construc-

tion approach is introduced that utilize the ICD-10 codes attached to care episodes

as training features to better induce domain-specificity in the resulting distribu-

tional semantic model. When calculating the similarity between care episode pairs,

we explore a set of different approaches for aligning and comparing them in terms

of their underlying clinical notes.

We report on experimental evaluation of care episode retrieval that circumvents

the lack of human judgements regarding episode relevance. Results are reported

as: precision among the top-10 retrieved care episodes (P@10); precision at the

R-th position in the results (Rprec), where R is the number of correct entries in

the gold standard; mean of the average precision over all queries (MAP). The

results suggest that several of the proposed methods outperform a state-of-the-art

search engine (Lucene) on the retrieval task. The best results were achieved when

using the ICD-10-based semantic model, constructed using a modification of the

W2V Skip-gram algorithm (W2V-ICD), and when treating care episodes as single

conjoint text documents (i.e., not as a series individual clinical notes). On this

setup, the best performing method, W2V-ICD, achieved: MAP = 0.2666, P@10

= 0.3975, Rprec = 0.2874. In comparison, on the same setup, Lucene achieved:

MAP = 0.1210, P@10 = 0.2800, Rprec = 0.1527. And for the random baseline the
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Figure 3.2: Illustration of the care episode retrieval experiments in Paper C.

This is Figure 2 in Moen et al. (2015), Paper C in this thesis.

scores were: MAP = 0.0178, P@10 = 0.0175, Rprec = 0.0172.

3.3.2 Retrospective View and Results/Contributions

This paper was a continuation of the work presented in Moen et al. (2014b). This

study focuses on exploring a set of distributional semantic models for use in re-

trieval of care episodes, only relying on the free-text information therein. One

motivation for conducting this research was that we wanted to use this type of care

episode retrieval in the summarization task presented in Paper E.

Such multi-document (multi-note) information retrieval — where also the query is

a care episode, i.e., a collection of documents/notes — is a rather unique task as

far as I know. Naturally, finding a reliable way of conducting automated evaluation

was a central issue here. The number of result tables became fairly large due to the

fact that we were evaluating eight different models/systems on two different eval-

uation setups. The results indicate that using ICD-10 codes as context for training

the semantic models seems to be a promising direction for information retrieval on

the level of care episodes. It is likely that using other training features from clinical

practice, commonly documented in EHRs, could potentially produce even better

semantic spaces for this task, and in general — models more suited for information

access and NLP in the clinical domain. The use of such domain-specific context

features in constructing semantic models would also be interesting to evaluate on

the level of word synonyms, e.g., similar to the experiment in Paper A.
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3.4 Paper D: On Evaluation of Automatically Generated Clin-
ical Discharge Summaries

Authors: Hans Moen, Juho Heimonen, Laura-Maria Murtola, Antti Airola,
Tapio Pahikkala, Virpi Terävä, Riitta Danielsson-Ojala, Tapio Salakoski
and Sanna Salanterä

3.4.1 Summary

Proper evaluation is crucial for developing high-quality computerized text summa-

rization systems. In the clinical domain, the specialized information needs of the

clinicians complicate the task of evaluating automatically constructed text sum-

maries — constructed from the free-text information that clinicians document in

relation to patients’ care episodes. The focus of this paper is on evaluation. We

propose an automated and manual evaluation approach. We are not interested in

the actual performance of some summarization method, instead the focus is on

determining if, and to what degree, there is a correlation between how the auto-

mated and manual evaluation approaches rank various summarization methods.

We assume that the manual evaluation scores are good indicators for relative per-

formance, however this is not clear for the automated evaluation measures in ques-

tion. Further, if such a correlation is observed, we may rely on the much faster

automated evaluation when further developing the summarization methods. The

experiment setup is illustrated in Figure 3.3.

Figure 3.3: Illustration of the evaluation experiment conducted in Paper D.

This is a slightly modified version of Figure 1 in Moen et al. (2014a), Paper D in this

thesis.
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Four different evaluation measures in the ROUGE evaluation toolkit are explored

in the automated evaluation approach, where the utilized gold standard for each

summarized care episode is the accompanying discharge summary. The manual

evaluation is performed by domain experts who use an evaluation scheme/tool that

we developed as part of this study. The scores from the manual evaluation is calcu-

lated from the average summarization method scores from five care episodes. The

scores from the automatic evaluation is based on the average scores from 156 care

episodes. To identify which of the automatic evaluation metrics that best follows

the manual evaluation, Pearson product-moment correlation coefficient (PPMCC)

and Spearman’s rank correlation coefficient (Spearman’s rho) were calculated be-

tween the normalized manual evaluation scores and each of the automatic evalua-

tion scores.

We find that all ROUGE measures correlate well with that of the manual evalua-

tion, where the ROUGE-SU4 measure correlates the most. It achieves: PPMCC

= 0.9510 (p-value = 0.00028), and Spearman’s rho score = 0.8571 (p-value =

0.00653). The agreement among the manual evaluators is “good” according to

guidelines on interrater agreement. These preliminary results indicate that the uti-

lized automatic evaluation setup can be used as an automated and reliable way

to rank clinical summarization methods internally in terms of their performance.

This allows us to rely on the presented automatic evaluation approach when further

developing automatic text summarization for clinical text.

3.4.2 Retrospective View and Results/Contributions

A central issue in the works related to this thesis has been to enquire evaluation

data suited for evaluating the different methods that have been introduced along

the way. Automatic text summarization is in itself a very complex and challenging

task, and to assess what is a good or poor summary is heavily influenced by the per-

spective of the judging subject and the underlying task. This is also the case when

it comes to the task of generating and evaluating clinical free-text summaries. To

automate such evaluation complicates things further. These are the reasons why in

this paper we chose to try to generate a summary that is comparable to discharge

summaries from care episodes — which clinicians construct/write manually as a

part of the patient discharge process. This enables the use of hospital guidelines for

manual judgement of the content and quality of a summary (c.f. the utilized man-

ual evaluation scheme/tool). Further, this enables us to use the original discharge

summaries as gold standard when performing automated evaluation. However, the

evaluation approach does not provide any absolute truth when it comes to how the

summarization methods performs, but primarily how they perform in relation to

each other.
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The main results of this experiment was that a correlation was found between:

a) how human evaluators rank a set of different summarization methods, and b)

how some automated evaluation metrics rank these same summarization meth-

ods. With this knowledge we could rely on the automated evaluation approach for

rapid evaluation during further experimentation and development of summariza-

tion methods. This was a important step in the process of developing some of the

summarization methods presented in Paper E.

3.5 Paper E: Comparison of automatic summarisation
methods for clinical free text notes

Authors: Hans Moen, Laura-Maria Peltonen, Juho Heimonen, Antti Airola,
Tapio Pahikkala, Tapio Salakoski and Sanna Salanterä

3.5.1 Summary

Managing the information in EHR systems tends to be time consuming for clini-

cians (Farri et al. 2012, Hirsch et al. 2015). Automatic text summarization could

assist in providing an overview of the free-text information in ongoing or finished

care episodes, as well as in writing the final discharge summaries. This work fo-

cuses on summarization of the clinical free text written by clinicians (physician)

in care episodes. We evaluated eight different automatic text summarization meth-

ods. Among these are four novel extraction-based text summarization methods,

tailored for summarizing the free-text content of care episodes. A key feature

of these methods is that they try to take into account the sequential and repeti-

tive nature of the documented text/information. Most of them rely on the use of

distributional semantic models, exploiting various textual features found in care

episodes.

Care episodes used in this study are from EHRs belonging to heart patients ad-

mitted to a university hospital in Finland. The performance of the summarization

methods are evaluated both automatically and manually. We utilized the ROUGE
evaluation toolkit for automatic evaluation with discharge summaries used as gold

standard, while a rating-based evaluation scheme/tool is used for the manual eval-

uation. By comparing how the automatic and manual evaluations correlates in

terms of how they rank the different summarization method, we are able to per-

form a meta-evaluation of these ROUGE evaluation measures. Figure 3.4 shows

an overview of the experimental setup.

The results show that there is a good agreement between the manual evaluators.
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Figure 3.4: Illustration of the text summarization experiments conducted in Paper E.

This is a slightly modified version of Figure 1 in Moen et al. (2016), Paper E in this thesis.

There is also a high correlation between how the manual evaluators and the auto-

mated evaluation rank the various summarization methods. Here the ROUGE-N2

and ROUGE-l metrics have the highest correlation with the manual evaluators.

The high correlation between manual and automated evaluations suggests that the

less labor-intensive automated evaluations can be used as a proxy for human eval-

uations when developing summarization methods. This is of significant practical

value for summarization method development aimed at this task. Both the auto-

mated and manual evaluations agree in that a proposed composition based summa-

rization method outperforms all the other considered methods.

3.5.2 Retrospective View and Results/Contributions

Here the focus was on exploring a set of different methods, exploring various

features of clinical free-text information, for performing the automated summa-

rization. They all rely solely on exploiting statistical features that are found in

EHRs/care episodes, without the use of any manual annotation or similar manual

work tailored for this task. This again reflects the underlying motivation for our

approach; to explore ways of conducting such summarization while surpassing the

need for developing NLP resources tailored for the task.
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The utilized automatic evaluation approach was the same as that used in Paper D.

However, for the manual evaluation, a somewhat simplified evaluation scheme

(compared to that used in Paper D) was used by the human evaluators. The evalua-

tors found the original evaluation scheme from Paper D to be very time-consuming

to use due to its complex , thus a simplification was done in order to allow for

evaluation of more summaries within certain time and resource limits. Yet, the re-

sults showed that a correlation between the manual and automatic evaluation was

present also in this experiment.

With today’s hospital practice, the optimal text summary generated from care

episodes through sentence-level extraction-based text summarization will hardly

ever become identical to a corresponding discharge summary written by a clini-

cian. One reason for this is that much of the information that clinicians write in

a discharge summary is never written in the clinical (daily) notes that constitute a

care episode. However, we demonstrate here that there are certain sentence-level

textual features that can be indicative of sentences inclusion potential in a (dis-

charge) summary.

Future work on this task includes further developing these methods so that they

can be used for assisting clinicians through semi-automatic, user-guided, discharge

summary writing. There are of course also other summarization approaches and

methods that should be explored, including exploiting other (statistical) features of

care episodes and clinical text.

The summarization methods explored in this paper are potentially suited for pre-

senting an indicative overview of the free-text content written in a — possible

ongoing — care episode, that clinicians could read in situations where they do

not have time to read through all previously written clinical notes. This would be

supplementary to a comprehensive overview/visualization of the more structured

and coded data in EHRs, such as images, laboratory test results, medications, di-

agnosis codes (see Roque et al. (2010), Pivovarov and Elhadad (2015)). Further,

situations where they could find use would be where the need for such an overview

outweighs the possible patient safety issues that may be caused by lack of relevant

information in the generated summary.

Future work should focus more towards conducting extrinsic evaluation — eval-

uating how the use of automatic free-text summarization systems in a (simulated)

clinical setting will impact documentation speed and quality, as well as health care

quality and patient outcomes.





Chapter 4

Conclusions and
Recommendations for
Future Work

This thesis has focused on distributional semantic methods used to construct do-

main and task specific semantic models from primarily clinical text. Five sets

of experiments have been presented, published as separate papers, that focused

on different applications of distributional semantic models. Three of these focus

on textual similarity assessment on different granularity levels: words (Paper A),

sentences (Paper B), and clinical notes (Paper C), where some novel ways of train-

ing the utilized distributional semantic models were presented and evaluated. The

other two papers, Papers D and E, focus on applications of semantic models in

free-text summarization methods tailored for clinical text, as well as evaluations

of these. Both existing and novel approaches and methods have been applied and

evaluated in these experiments.

4.1 Conclusions
Three research questions were presented in Section 1.2. Here these are linked to

the experiments in the various papers, discussed and concluded.

Research Question 1

How can the distributional hypothesis be utilized in constructing semantic simi-
larity models suited for clinical text?

In Paper A we found that combining distributional semantic models trained dif-

57
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ferently can yield improved performance in terms of modeling word synonym re-

lations. First, combining the retrieved candidate words from two models (Random

Indexing (RI) and Random Permutation (RP)), both trained on the same corpus

seemingly enhances the synonymic relations between the query and the resulting

top extracted candidate words, outperforming the use of one model alone. Second,

combining four models, trained using RI and RP on one of two different training

corpora — one consisting of clinical text and the other medical research literature

— improves the results further (RIclinical + RImedical + RPclinical + RPmedical).

This also outperforms the approach of using a conjoint corpus for training. This

suggests that such a multi-model approach allows for a broader range of semantic

similarity features to be captured from free-text corpora, and that combining the

models in various ways (their cosine similarity scores) may elevate certain desir-

able semantic similarity features.

In Paper B the use of multiple sense-vectors per word is explored as a possible

approach to enhancing the spectrum of semantic relations captured in the result-

ing semantic model. Although the presented method demonstrated only minor

improvements over the classical RI training approach, the work on multi-sense

semantic similarity methods and models calls for further research. One possible

use is in sentence similarity assessment and sentence topic clustering for use in

extraction-based text summarization, similar to how it is done in Paper E. This

could for example assist in providing more fine-grained discrimination between

which sentence-topic cluster each sentence should belong to. Also, relatively little

work is published on the use of such word-level multi-sense semantic similarity

models in compositionality for applications including composing sentence context

vectors and document context vectors.

Training of the distributional semantic models used in Papers A and B is done us-

ing a sliding window approach, where the context is defined by the neighboring

words in the training corpora. However, in Paper C we explore also the use of

other contextual features for training. Most notable are the methods relying on

labeled ICD-10 codes and their internal hierarchy as context for inducing word-

level semantics. This achieves the best results compared to the other evaluated

methods and systems. As the experiment focused on care episode similarity (care

episode retrieval), it is arguably natural that the use of such domain-specific meta-

information as training features results in semantic spaces that better reflect seman-

tic similarity relations suited for this task. However, the use of domain-specific

(meta) features for constructing semantic models is something that deserves to be

explored further, possibly evaluated on other granularity levels, such as word and

sentence similarity assessment. For instance, this may include medications, aller-

gies, age, lab tests, relevant clinical practice guidelines, SNOMED-CT concepts
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and so on, alone or in combination with neighboring words (c.f. sliding window).

Paper C also includes the use of word2vec (W2V) as an alternative to RI for con-

structing distributional semantic models. The results show that W2V-based mod-

els outperform RI-based ones when constructed/trained using comparable context

features and identical corpora.

Research Question 2

What sentence-level features of clinical text in care episodes are indicative of rel-
evancy for inclusion in a clinical free-text summary?

Based on the experiments in Paper E we can conclude the following:

• Clustering sentences into topics that span across clinical notes is a seemingly

desirable way of reducing redundancy with respect to what is of interest to

the reader (clinician).

• The importance of a sentence in a clinical note is related to how many times

the same/similar information has been mentioned throughout a care episode.

• By looking at discharge summaries from other similar care episodes, one

can assess the importance of a sentence based on whether or not the same or

similar information has been written there.

• If, using a VSM-based translation system, a sentence (its vector representa-

tion) can be “translated” into a vector representation that is similar to how

this same sentence would look like in the translated vector space, it should

be considered for inclusion in the final summary.

The experiments in the thesis represents some initial steps towards the goal of

enabling summarization of care episodes in an fully unsupervised and resource

light manner. It is not evident just how far one can go with the selected approach.

A more user-centered evaluation is needed in order to shed additional light on the

strengths, weaknesses and limitations of the explored summarization methods.

Research Question 3

How can the evaluation of distributional semantic models and text summaries gen-
erated from clinical text be done in a way that is fast, reliable and inexpensive?

Evaluation setups that allow for rapid automated evaluation are crucial when de-

veloping new computerized methods and algorithms. The most common way to

do this is to manually construct gold standards, such as those made in relation to
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various shared tasks. In the synonym extraction task in Paper A, we used a set of

MeSH terms and their synonyms as a gold standard. However, when conducting a

manual analysis of extracted samples, we found that the semantic models not only

extract synonyms that are present in the gold standard, but also other equally valid

synonyms not present there. This indicates that constructing a complete list of

synonyms for a word/term is challenging, especially when its usage is not clearly

defined in terms of context and (sub-)domain. Further, this indicates that distribu-

tional semantic models can be used to improve coverage of lexical resources.

In Paper C we conclude that experiments conducted in most of the related work,

including ours, are based on evaluation through pure retrieval performance ac-

cording to a predefined gold standard. This is normally referred to as intrinsic
evaluation (Hirschberg and Manning 2015). Future research on information re-

trieval in the clinical domain should arguably focus more on extrinsic evaluation
— evaluating information retrieval systems in terms of support for health care and

patient outcomes, as also argued in Mishra et al. (2014), Hirschberg and Manning

(2015).

The evaluations conducted in Papers D and E are also defined as intrinsic in that

pre-defined gold standards are used as evaluation criteria. Here we suggest that

future work on such a task should (also) incorporate extrinsic evaluation — eval-

uating how the use of automatic text summarization systems in a clinical setting

will impact documentation speed and quality, as well as health care quality and

patient outcomes.

4.2 Future Work
Through the various experiments presented in this thesis, a number of possibilities

for future work have been unveiled. The following are suggestions for future work

in the context of the three research questions and related experiments

A major focus has been the training and use of distributed semantic models, where

several novel methods for constructing such models with various properties have

been proposed and evaluated. The main use of these models has been to compute

semantic textual similarity between linguistic items of various granularity (words,

sentences, clinical notes/care episodes).

For training there are multiple interdependent parameters and training features in-

volved, these are mainly: the dimensionality of the VSM (fixed or post-training

reduced); what training approach to use for inducing the vector space (RI vs RP

vs W2V CBOW vs W2V Skip-gram); what contextual features to use and how

to weight these (e.g., using sliding window with a certain window size); non-zero

elements for the index vectors used in the RI approach; thresholds concerning
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clustering, such as the thresholds used in the sentence-topic clustering for text

summarization and in the sense clustering in the multi-sense RI method; lower and

upper frequency filters, e.g., filtering out words that occur less or more than some

given thresholds. An additional factor is the utilized training corpus: the type of

text and domain, or domains; the(ir) size; how pre-processing should be done (tok-

enization, lemmatization/stemming, stop-word removal, etc.). There is little doubt

that improvements can be gained through optimizing these parameters and training

features.

However, it is not evident how such optimization should be done since there is vir-

tually an infinite number of different parameter values, possibly training features

and combinations that can be tested and explored. Nor is it completely evident

how different parameter settings and training features are related or how they may

affect the resulting models and task performance. This is linked to the unsuper-

vised nature of the underlying data-driven training approach together with the vast

complexity of the training data (natural language text) and its size (millions of

documents). Further, it is likely that there are no universally optimal settings, but

optimal settings are instead task-specific. Thus there is a relatively long “distance”

between setting the initial parameter values to having a fully trained distributional

semantic model that has been properly evaluated on a given task. This is particu-

larly the case when the task has a certain complexity level to it (e.g. text summa-

rization). Henriksson and Hassel (2013) explore various vector dimensionalities

using a fixed set of value alternatives. A somewhat similar type of exploration was

conducted in Moen and Marsi (2013). Future work in this direction could focus

more on evaluating the different parameter values as a multi-variable optimization

task, possibly using some type of gradient-based or hill-climbing search algorithm

(Russell and Norvig (2005), page 139 and 149). A possible outcome may include

suggestions for how such parameter optimization should be approached.

For languages where comprehensive lexical knowledge resources are available,

such as the SNOMED-CT and WordNet ontologies for English, hybrid approaches

that combine statistical semantics with lexical resources, e.g., using the approach

by Faruqui et al. (2015), could potentially contribute to producing semantic spaces

that more correctly reflects the clinical terminology. Also for tasks where proper

evaluation data is available, some type of task-specific retrospective fitting of pre-

constructed distributional semantic models could be performed. For example, one

may explore a similar approach as that used by Chen and Manning (2014), where

they explore the use of a pre-trained neural network language model as the start-

ing point for training a neural network classifier for use in a dependency parser.

This general direction implies “moving” some of the context vectors in a semantic

model so that they better reflect the (semantic) similarity relations expected by the
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ontologies or training examples. Ideally this would also result in movement of the

context vectors belonging to neighboring words and concepts that are not found in

the ontologies or training examples.

Semantic vectors representing sentences, notes or care episodes have here primar-

ily been composed from word context vectors. This was done essentially through

pointwise summation of the constituent (normalized) word context vectors. One

obvious drawback with this approach is that word order is not taken into considera-

tion. For instance, given a sentence, it is obvious that word order is of significance

to the meaning it is meant to convey (e.g., “dog eats rabbit”). However, Lan-

dauer et al. (1997) concludes that when grading similarity between texts (essays),

word order is seemingly not of great importance when relying on a distributional

semantic model (LSA) to compute similarities. However, given the task of com-

puterized semantic textual similarity assessment, where our strategy is to compose

sentence context vectors for judging semantic similarity between sentence pairs.

Here we would expect to see that improvements over classic distributional seman-

tic models will be achieved by models and composition techniques that to some

degree are able to produce sentence vectors whose point in the semantic space is

adjusted based on the order of its constituent words (e.g.,
−→
dog+

−−→
eats+

−−−→
rabbit VS−−−→

rabbit +
−−→
eats +

−→
dog). This would differ from approaches where training is done

based on, e.g., co-occurrence information of pre-defined phrases, or where some

type of convolution or shifting is used to construct completely new vectors. Per-

haps a plausible approach would share certain similarities with multi-sense mod-

eling techniques.

In looking at the work by Tversky (1977), one may argue that the use of distri-

butional semantics for semantic textual similarity assessment is somewhat com-

parable to how humans judge similarity between concepts or objects. That is,

similarity between two concepts is calculated based on measuring the likeness of,

and the lack of, common features. However, Tversky also shows that the context

in which the objects are evaluated has an impact on human similarity assessment.

Further, the order in which two objects are compared may have an impact on how

similarity is judged, i.e., sim(x, y) �= sim(y, x). The latter two properties of sim-

ilarity are today not well explored in work on distributional semantics. I am not

aware of any published work on bi-directional VSMs or distance metrics. Enabling

this, as well as general improvements to automatically induced semantics, it may

require that new ways of training and representing semantic models have to be in-

troduced. This includes representations that can model (domain-/corpus-specific)

bi-directionality and training algorithms that captures these properties from distri-

butional statistics in text. Such a representation may, for example, be in the form

of a multi-dimensional (hyper-)cube, or some type of graph. Regarding capturing
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these properties, it may be so that we have to identify and explore alternatives to

the distributional hypothesis, alternatives that are based on some other fundamen-

tal properties of language and text, yet applicable to fully unsupervised methods

for learning semantics.

In the present work on automatic text summarization, a set of features were ex-

plored in terms of their (statistical) indication of sentences relevance in clinical

free-text summaries. The explored features are primarily based on statistics about

(sequential) information redundancy and what other clinicians have deemed im-

portant in comparable cases. An exploratory approach was used when investi-

gating potential features, motivated primarily by: more and less obvious patterns

observable in clinical notes; observations reported in related work; feedback and

suggestions from domain experts. Better understanding of such features could po-

tentially be gained through conducting a thorough observation of domain experts

during their work, in particular the actual process of writing or constructing sum-

marized information and discharge summaries.

It is still unclear how far one can go with such an unsupervised approach, com-

pared to some type of knowledge modeling. The latter could, e.g., include manual

identification and classification of the significance of pre-defined concepts and fea-

tures in clinical text, and the extraction of these to construct a summary, similarly

to how it is done by Velupillai and Kvist (2012). However, this introduces the

need for extensive manual labor. Hybrid approaches — that combines significance

scoring of concepts derived from both supervised and unsupervised methods — is

something to explore in future work.

Another important part of information summarization is how the summarized in-

formation is presented to the user. This has not been a focus in the work in this

thesis, but will be a natural part of future work.

The evaluation criteria used in the automatic text summarization work was mainly

based on discharge summaries. For automated evaluation, the gold standard con-

sisted of the original discharge summaries, while for manual evaluation we used

hospital guidelines concerning discharge summary content. This evaluation gave

some indications of how well we are able to “reproduce” the content of a discharge

summary. However, both Mishra et al. (2014) and Hirschberg and Manning (2015)

conclude that future research should focus more on evaluating the impact of intro-

ducing text summarization systems in (simulated) hospital settings. I believe that

this is the natural next step with respect to evaluation of this text summarization

work. Such an evaluation, with clinicians as users of the system, is likely to pro-

vide more qualitative feedback regarding performance and user needs. This could

also provide indications for features to use in terms of assessing information sig-
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nificance relative to the summarization process.

Also, I believe that a more user-guided summarization system is required, in par-

ticular when it comes to supporting the process of writing discharge summaries.

One approach could include having the summarization system iteratively suggest

sentences for inclusion based on first analyzing what content the user has, at any

point, written in, or extracted into, the summary under creation.

When looking at the evaluation conducted in the other presented experiments (Pa-

pers A, B and C), the used gold standards consist of classifications done by hu-

mans. However, in Paper A it was revealed that the gold standard used for syn-

onyms was lacking in terms of coverage since it lacked true positives. It is likely

that this is also the case for the evaluation setup used in Paper C. This shows that a

complete and clear cut gold standard is challenging to produce when dealing with

natural language text. However, there are few alternative evaluation approaches

available that also support rapid evaluation during method development. Chapman

(2010) argue that it is important to involve end-users early (earlier) in the develop-

ment process of NLP applications designed for assisting in patient care. Likewise,

I believe that future work on development and evaluation of (distributional) seman-

tic models for use in clinical NLP applications, would benefit from incorporating

the end-users at various stages in the process. This could assist the developers

greatly when it comes to understanding the domain and what (con)textual fea-

tures that could potentially be utilized to achieve the desired semantic relations

and properties in the resulting model.

4.3 Final Remarks
The work presented in this thesis could be of inspiration to others when it comes

to constructing distributional semantic similarity models for use in the clinical

domain. Several methods have been presented and evaluated at various textual

semantic similarity assessment tasks, primarily using clinical text. We have also

seen an approach to automated summarization of clinical free-text information that

primarily relies on the (re-)use of statistical information derived from clinical cor-

pora. This direction, focusing on the reuse of the large amounts of digitally stored

clinical data being accumulated in hospitals nowadays, could facilitate the devel-

opment of resource-lean software tools able to support and ease the information

access and management work for clinicians and others in the health sector.



References

Multilingual Information Access for Text, Speech and Images, 5th Workshop of the
Cross-Language Evaluation Forum, CLEF 2004, volume 3491 of Lecture Notes
in Computer Science. Springer-Verlag, Bath, England, 2004.

Aasen, Sigrun Espelien. News from the MeSH special interest group; MeSH

speaks Norwegian in 2013! Journal of the European Association for Health
Information and Libraries, 9(1):38–40, 2012.

Abulkhair, Maysoon; ALHarbi, Nora; Fahad, Amani; Omair, Seham; ALHosaini,

Hadeel, and AlAffari, Fatimah. Intelligent integration of discharge summary: A

formative model. In Intelligent Systems Modelling & Simulation (ISMS 2013),
4th International Conference on Intelligent Systems, Modelling and Simulation,

pages 99–104, Bangkok, Thailand, 2013. Institute of Electrical and Electronics

Engineers.

Afantenos, Stergos; Karkaletsis, Vangelis, and Stamatopoulos, Panagiotis. Sum-

marization from medical documents: A survey. Artificial Intelligence in
Medicine, 33(2):157–177, 2005.

Agirre, Eneko; Cer, Daniel; Diab, Mona, and Gonzalez-Agirre, Aitor. SemEval-

2012 Task 6: A pilot on semantic textual similarity. In First Joint Conference
on Lexical and Computational Semantics (*SEM), volume 2: Proceedings of the

Sixth International Workshop on Semantic Evaluation, pages 385–393, Mon-

treal, Canada, June 2012. Association for Computational Linguistics.

Agirre, Eneko; Cer, Daniel; Diab, Mona; Gonzalez-Agirre, Aitor, and Guo, Wei-

wei. *SEM 2013 shared task: Semantic textual similarity. In Second Joint

65



66 REFERENCES

Conference on Lexical and Computational Semantics (*SEM), volume 1: Pro-

ceedings of the Main Conference and the Shared Task: Semantic Textual Simi-

larity, pages 32–43, Atlanta, Georgia, June 2013. Association for Computational

Linguistics.

Allvin, Helen; Carlsson, Elin; Dalianis, Hercules; Danielsson-Ojala, Riitta; Dau-
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