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Abstract

The focus of  the present work was on 10- to 12-year-old elementary school students’ con-
ceptual learning outcomes in science in two specific inquiry-learning environments, labora-
tory and simulation. The main aim was to examine if  it would be more beneficial to com-
bine than contrast simulation and laboratory activities in science teaching. It was argued 
that the status quo where laboratories and simulations are seen as alternative or competing 
methods in science teaching is hardly an optimal solution to promote students’ learning and 
understanding in various science domains. It was hypothesized that it would make more 
sense and be more productive to combine laboratories and simulations. Several explanations 
and examples were provided to back up the hypothesis. 

In order to test whether learning with the combination of  laboratory and simulation 
activities can result in better conceptual understanding in science than learning with labo-
ratory or simulation activities alone, two experiments were conducted in the domain of  
electricity. In these experiments students constructed and studied electrical circuits in three 
different learning environments: laboratory (real circuits), simulation (virtual circuits), and 
simulation-laboratory combination (real and virtual circuits were used simultaneously). In 
order to measure and compare how these environments affected students’ conceptual un-
derstanding of  circuits, a subject knowledge assessment questionnaire was administered 
before and after the experimentation. The results of  the experiments were presented in four 
empirical studies. Three of  the studies focused on learning outcomes between the condi-
tions and one on learning processes.

Study I analyzed learning outcomes from experiment I. The aim of  the study was to 
investigate if  it would be more beneficial to combine simulation and laboratory activities 
than to use them separately in teaching the concepts of  simple electricity. Matched-trios 
were created based on the pre-test results of  66 elementary school students and divided 
randomly into a laboratory (real circuits), simulation (virtual circuits) and simulation-labo-
ratory combination (real and virtual circuits simultaneously) conditions. In each condition 
students had 90 minutes to construct and study various circuits. The results showed that 
studying electrical circuits in the simulation–laboratory combination environment improved 
students’ conceptual understanding more than studying circuits in simulation and labora-
tory environments alone. Although there were no statistical differences between simulation 
and laboratory environments, the learning effect was more pronounced in the simulation 
condition where the students made clear progress during the intervention, whereas in the 
laboratory condition students’ conceptual understanding remained at an elementary level 
after the intervention.

Study II analyzed learning outcomes from experiment II. The aim of  the study was to 
investigate if  and how learning outcomes in simulation and simulation-laboratory combina-
tion environments are mediated by implicit (only procedural guidance) and explicit (more 
structure and guidance for the discovery process) instruction in the context of  simple DC 
circuits. Matched-quartets were created based on the pre-test results of  50 elementary school 
students and divided randomly into a simulation implicit (SI), simulation explicit (SE), com-
bination implicit (CI) and combination explicit (CE) conditions. The results showed that 
when the students were working with the simulation alone, they were able to gain sig-
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nificantly greater amount of  subject knowledge when they received metacognitive support 
(explicit instruction; SE) for the discovery process than when they received only procedural 
guidance (implicit instruction: SI). However, this additional scaffolding was not enough to 
reach the level of  the students in the combination environment (CI and CE). A surprising 
finding in Study II was that instructional support had a different effect in the combination 
environment than in the simulation environment. In the combination environment explicit 
instruction (CE) did not seem to elicit much additional gain for students’ understanding of  
electric circuits compared to implicit instruction (CI). Instead, explicit instruction slowed 
down the inquiry process substantially in the combination environment.

Study III analyzed from video data learning processes of  those 50 students that par-
ticipated in experiment II (cf. Study II above). The focus was on three specific learning 
processes: cognitive conflicts, self-explanations, and analogical encodings. The aim of  the 
study was to find out possible explanations for the success of  the combination condition in 
Experiments I and II. The video data provided clear evidence about the benefits of  study-
ing with the real and virtual circuits simultaneously (the combination conditions). Mostly 
the representations complemented each other, that is, one representation helped students to 
interpret and understand the outcomes they received from the other representation. How-
ever, there were also instances in which analogical encoding took place, that is, situations in 
which the slightly discrepant results between the representations ‘forced’ students to focus 
on those features that could be generalised across the two representations. No statistical dif-
ferences were found in the amount of  experienced cognitive conflicts and self-explanations 
between simulation and combination conditions, though in self-explanations there was a 
nascent trend in favour of  the combination. There was also a clear tendency suggesting that 
explicit guidance increased the amount of  self-explanations. Overall, the amount of  cogni-
tive conflicts and self-explanations was very low.

The aim of  the Study IV was twofold: the main aim was to provide an aggregated over-
view of  the learning outcomes of  experiments I and II; the secondary aim was to explore 
the relationship between the learning environments and students’ prior domain knowledge 
(low and high) in the experiments. Aggregated results of  experiments I & II showed that 
on average, 91% of  the students in the combination environment scored above the aver-
age of  the laboratory environment, and 76% of  them scored also above the average of  the 
simulation environment. Seventy percent of  the students in the simulation environment 
scored above the average of  the laboratory environment. The results further showed that 
overall students seemed to benefit from combining simulations and laboratories regardless 
of  their level of  prior knowledge, that is, students with either low or high prior knowledge 
who studied circuits in the combination environment outperformed their counterparts who 
studied in the laboratory or simulation environment alone. The effect seemed to be slightly 
bigger among the students with low prior knowledge. However, more detailed inspection 
of  the results showed that there were considerable differences between the experiments re-
garding how students with low and high prior knowledge benefitted from the combination: 
in Experiment I, especially students with low prior knowledge benefitted from the combi-
nation as compared to those students that used only the simulation, whereas in Experiment 
II, only students with high prior knowledge seemed to benefit from the combination rela-
tive to the simulation group. Regarding the differences between simulation and laboratory 
groups, the benefits of  using a simulation seemed to be slightly higher among students with 
high prior knowledge.
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The results of  the four empirical studies support the hypothesis concerning the benefits 
of  using simulation along with laboratory activities to promote students’ conceptual under-
standing of  electricity. It can be concluded that when teaching students about electricity, the 
students can gain better understanding when they have an opportunity to use the simulation 
and the real circuits in parallel than if  they have only the real circuits or only a computer 
simulation available, even when the use of  the simulation is supported with the explicit 
instruction. The outcomes of  the empirical studies can be considered as the first unambigu-
ous evidence on the (additional) benefits of  combining laboratory and simulation activities 
in science education as compared to learning with laboratories and simulations alone. 
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1.	 Introduction

Research on learning shows that students learn better when they have an active role in the 
learning process and their understanding of  scientific principles is formulated within the 
framework of  their prior knowledge (Bransford, Brown & Cocking, 2000; Simon, 2000). 
In inquiry learning students are engaged in active exploration process; the answers are not 
directly visible to them; instead, they are guided to conduct their own experiments in the 
subject matter and gradually induce (de Jong, 2006) or deduce (Chen, 2010) the answers and 
underlying principles from these investigations. While conducting the experiments, the stu-
dents are also able to test their own conceptions and compare these with the results of  the 
experiments (de Jong, 2006; Lehtinen & Rui, 1996; Wieman, Adams & Perkins., 2008). Tra-
ditional instruction is typically teacher-centred, and the emphasis is on learning of  factual 
knowledge (Bransford et al., 2000). Consequently, students are often in a more passive role 
and have fewer opportunities to put their own conceptions under testing relative to inquiry 
learning. These apparent differences can explain why experiments show rather unanimously 
that inquiry learning—given that the inquiry process is properly guided (de Jong, 2006; 
Mayer, 2004)—results in better conceptual understanding than traditional instruction (Baki, 
Kosa & Guven, 2009; Finkelstein et al., 2005; Minner, Levy & Century, 2010; Taylor & Chi, 
2006; Zacharia & Olympiou, 2011).

This thesis focuses on the learning of  conceptual knowledge in science in two specific 
inquiry-learning environments, laboratory and simulation. In laboratory learning environ-
ments (hereafter laboratory), students conduct hands-on experiments with real equipment 
and materials. In simulation learning environments (hereafter simulation), they use comput-
er-based simulation software to conduct hands-on experiments with virtual equipment and 
materials.

Laboratories have a long history and a distinctive role in science education (see Hofstein 
& Lunetta, 2004, for a review). Proponents of  laboratories have typically emphasised that 
authentic experiences with real materials are essential for learning (e.g. NSTA, 2007). Con-
sequently, their argument against the use of  simulations has been that computers deprive 
students of  hands-on manipulation of  real materials and distort reality (e.g. Armstrong & 
Casement, 1998). Despite the criticism, simulations have become an increasingly popular 
alternative to laboratories because they are safe, portable, highly customizable (e.g. Frederik-
sen, White & Gutwil, 1999), and potentially less expensive (Klahr et al., 2007) than laborato-
ries. Furthermore, empirical evidence shows that learning with simulations typically results 
in equal (Klahr et al., 2007; Triona & Klahr, 2003; Yuan, Lee & Wang, 2010; Zacharia & 
Constantinou, 2008) or sometimes even better (Finkelstein et al., 2005; Chang, Chen, Lin 
& Sung, 2008) conceptual learning outcomes than learning in laboratory. In this light, it is 
no surprise that many researchers suggest that the use of  simulations should be increased 
in science education (e.g. Finkelstein et al., 2005; Zacharia & Constatinou, 2008). The most 
radical proposition has been that simulations should replace laboratories (e.g. Klahr, Triona 
& Williams, 2007; Triona & Klahr, 2003).

The above shows how laboratories and simulations are typically considered as compet-
ing and mutually exclusive methods in science teaching and learning. The laboratory propo-
nents’ reluctant attitude toward the use of  simulations, for instance, entails that simulations 
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have nothing good to offer for learners of  science compared to laboratories. Equally, the 
notion that simulations should replace laboratories assumes that because simulations pro-
duce at the minimum equal learning outcomes compared to laboratories, the benefits that 
simulations can provide to learners overlap the benefits of  laboratories. 

The main aim of  this thesis is to investigate the unique strengths and weaknesses of  
laboratories and simulations in science education and whether it would be more beneficial 
to combine than contrast these two representations in order to promote students’ concep-
tual understanding. My argument is that the above kind of  juxtaposition—“to simulate or 
not to simulate” (Steinberg, 2000, p.37)—between laboratories and simulations is hardly 
an optimal solution in inquiry-based science teaching context. My hypothesis in this the-
sis is that, for three major reasons, it would make more sense and be more productive to 
combine laboratories and simulations. The first reason to combine laboratories and simula-
tions is that different learners can benefit from different representations. Research on learn-
ing shows that individual learning environments produce considerable variance in learning 
performance among learners, indicating that there is not a single learning environment or 
representation that would be ‘ideal’ or ‘optimal’ for all students. Multiple representations 
ensure a better ‘match’ between learner and representation than a single representation. The 
second reason to combine laboratories and simulations is that laboratories and simulations 
complement each other. Each representation has specific features (strengths) that can help 
students to discover and understand certain aspects of  the domain more effectively than the 
other representation. Each representation has also specific features (weaknesses) that can 
complicate learning of  domain knowledge. By using the representations simultaneously, the 
weaknesses of  one representation can be compensated and patched by the strengths of  the 
other. The third reason to combine laboratories and simulations is that multiple representa-
tions allow learners to view the domain from different perspectives and compare (the out-
put of) the representations. Research on analogical learning shows that making comparisons 
between multiple representations or cases that overlap—in the present case laboratories and 
simulations—can activate deeper processing of  the content and better understanding of  
the domain than use of  only a single representation (laboratory or simulation alone). The 
rationale for combining laboratories and simulations will be presented in more detail later.

In order to test whether learning with the combination of  laboratory and simulation 
activities can result in better conceptual understanding in science than learning with labora-
tory or simulation activities alone, two experiments were conducted. In these experiments 
learning outcomes and processes of  the students who were involved in the combined simu-
lation and laboratory activities were contrasted with the outcomes and processes of  those 
who were involved only in the simulation activities or only in the laboratory activities. The 
results of  the experiments are presented in four empirical studies that are included in the 
thesis.

Hitherto, there have been only a few attempts (Campbell, Bourne, Mosterman & Brod-
ersen, 2002; Ronen & Eliahu, 2000; Zacharia, 2007; Zacharia, Olympiou & Papaevripidou, 
2008) to explore the potential benefits of  combining and linking laboratory and simulation 
activities in science education. Unfortunately, various shortages in these studies make it im-
possible to evaluate the true effectiveness of  the combination. The studies included in the 
thesis were designed to overcome these limitations.

The present doctoral dissertation consists of  a theoretical and methodological sum-
mary and the four original, empirical studies. In the summary section, first, a theoretical 
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framework for combining rather than contrasting laboratory and simulation activities is 
presented. Second, the methodological solutions of  this work are described. Third, the set 
of  studies is overviewed with regard to the overall and specific aims of  the doctoral dis-
sertation. Fourth, a critical examination of  the theoretical and methodological basis of  this 
work is conducted, and fifth, the challenges for future studies on this domain are presented.

1.1.	 Unique strengths and weaknesses of  laboratories and simulations

The following sections in this chapter are dedicated to reviewing and discussing the specific 
features (strengths) in laboratories and in simulations that can contribute positively to stu-
dents’ understanding of  scientific phenomena and their learning of  scientific knowledge, 
and, in contrast, the features (weaknesses) in each representation that can hinder its effec-
tiveness and interfere in learning. 

1.1.1.	Strengths of laboratories

Laboratories offer a fruitful environment for learning of  scientific knowledge because the 
learning takes place in an authentic context. In laboratory, students obtain relevant sensory 
experiences from working with real apparatus and materials, and they acquire procedural 
skills and knowledge about conducting real science; this cannot typically be achieved with 
simulations (Chen, 2010). According to Flick (1993; 2007) procedural knowledge and skills 
that students learn in laboratory can contribute directly to the development of  conceptual 
knowledge because the physical contact with real equipment triggers unique brain activities.

In laboratory the testing (and re-testing) can take considerably longer than in simulation 
because setting up and disassembling real equipment typically takes more time than with virtual 
equipment. This holds especially for the disassembling part, because in simulation everything 
can be reset by a mouse click (Campbell et al., 2002; Klahr et al., 2007; Triona & Klahr, 2003). 
While it is true that the fast manipulation in simulation opens up possibilities to conduct more 
experiments, at the same time, there is a danger that the ‘speediness and easiness’ will result in 
a random and unproductive experimentation. In this sense the ‘slowness’ of  laboratory can be 
perceived as an advantage because it may encourage careful planning and more thorough think-
ing prior to acting (experimenting) because the errors are more costly.

Authentic learning context that laboratories provide may be especially helpful when 
students are inexperienced. Winn and his colleagues (2006), for instance, compared the 
effectiveness of  real experience and a computer simulation to promote students’ learning 
in oceanography. They found no differences in overall learning outcomes between the two 
environments, but a more detailed analysis revealed that the real experience helped con-
textualize learning for students with little prior experience of  the ocean. Laboratories can 
also be productive when students have already gained some prior experiences. Learning in 
laboratories takes place in a context that is very similar (or sometimes even identical) to the 
context where students’ intuitive conceptions originate. This means that learning can be 
easily linked to students’ personal experiences. It is well established that in order to promote 
conceptual learning in science, it is not enough to provide students with accurate informa-
tion. It is equally important to activate their prior conceptions, because misconceptions that 
are an integral part of  initial conceptions can prevent learning and (especially) application 
of  accurate information (e.g., Chi, 2008; Vosniadou, 2002). As Wiser and Amin (2001) have 
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shown, a good strategy to promote conceptual learning is to use the scientific view to ex-
plain everyday experiences and thus point out the limitations in students’ initial reasoning 
and validate the better applicability of  the scientific explanation.

1.1.2.	Weaknesses of laboratories

Despite the aforementioned benefits, learning of  conceptual knowledge can be challeng-
ing in laboratory. According to physics Nobel laureate Carl E. Wieman and his colleagues 
(2008), one of  the main challenges in laboratories is that students are faced with too 
many details and too much complexity from the beginning. As novices, students lack the 
knowledge and skills needed to filter relevant information. For instance, it has been ob-
served than students pay needless attention to trivial aspects in laboratories, such as colour 
of  wires in electrical circuits (Finkelstein et al., 2005). Furthermore, measurement errors 
and other anomalies, which are an inseparable part of  conducting real science and thus 
considered as an important part of  scientific literacy (Chen, 2010), create noisy data that 
makes it challenging for students to make generalisations and discover underlying prin-
ciples. Hennessy, Deaney, and Ruthven (2006) have also argued that the development of  a 
theoretical understanding of  complex phenomena through practical manipulation can be 
problematic because in many cases students can see what is happening only on the surface 
level, while being unable to observe and grasp the underlying processes and mechanisms 
that are invisible in natural systems and often important for theoretical understanding (e.g. 
current flow).

1.1.3.	Strengths of simulations

Educational simulations are designed to mimic reality. A distinctive feature and the strength 
of  simulations is that the embedded models are ideal rather than completely accurate repli-
cas of  reality (hence the word model). In other words, simulations represent a version of  re-
ality that is simplified to a certain extent by design. Chen (2010), for instance, who reviewed 
more than 200 educational simulations, reports that approximately 80% of  the simulations 
provided a simplified model of  reality and virtually all (99%) excluded any source of  error 
or anomaly. Exclusion of  elements that are ‘irrelevant’ (e.g. color of  wires in electrical cir-
cuits, cf. Finkelstein et al., 2005) or that can otherwise interfere with learning of  conceptual 
knowledge (e.g. conductivity and resistance of  wires in circuits; friction and air resistance 
in motion), for instance, allows students to focus on elements that are the most important 
for theoretical understanding (e.g. relationship between battery voltage and bulb voltage in 
various circuit configurations or how an external force will affect the speed and direction of  
the motion of  an object). Absence of  anomalies and measurement errors helps students to 
discover underlying theoretical principles, because it means that the simulation will produce 
consistent output and consequently the students can observe a perfect match between the 
data and the theory. Frederiksen et al. (1999), for instance, have demonstrated in the domain 
of  electricity that using ‘intermediate’ or ‘transitional’ models in a simulation environment 
prior to exposing the scientific model in its full complexity can be an extremely effective 
means to promote students’ understanding of  scientific phenomena. Although the circuit 
laws and mechanisms are invariably represented and communicated through algebraic equa-
tions and formulas within the scientific community, extensive research shows that these 
principles can’t be taught effectively to students directly as equations because they lack an 
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appropriate qualitative knowledge base needed to interpret and apply the quantitative in-
formation properly (Hart, 2008; McDermott & Shaffer, 1992; Plötzner, 1995). In order to 
overcome this pedagogical challenge, Frederiksen and his colleagues asked students to first 
investigate two intermediate qualitative models of  electrical circuits in a simulation environ-
ment, prior to exposing the algebraic model of  electrical circuits. Pre-test–post-test com-
parison revealed that the intervention resulted in a large developmental effect in students’ 
conceptual understanding of  electrical circuits. It should be noted that intermediate models 
can be implemented only in the virtual world; in the real world it is possible to explore only 
with factual models.

Simulations can also simplify reality on a perceptual level, that is, the physical fidelity 
of  a simulation—or the perceptual concreteness of  the elements within a simulation—
may vary in a continuum from highly concrete, detailed, and realistic representations to 
simplified and formalised abstract illustrations. The physical fidelity of  a simulation can 
greatly affect what the students learn from the simulation and how they can utilize that 
knowledge. A simulation with perceptually concrete elements is easier to understand, but 
at the same time, an extensive amount of  detail can make it more difficult for students 
to generalize the findings and apply them beyond the original context (Ainsworth, 2006; 
Goldstone & Son, 2005). The objective of  a simulation with a more abstract form is to 
highlight the generalizability of  the representations and findings at the expense of  real-
istic and contextual details; the cost here is that the simulation becomes more difficult to 
understand (see Goldstone & Son, 2005, for a detailed review on benefits and drawbacks 
of  using concrete and abstract elements in a simulation).

Besides simplification, simulations can also provide unique details that aid students in 
better understanding and learning about the domain under investigation. Finkelstein et al. 
(2005), for instance, describe a study in which they examined the effects of  substituting a 
computer-simulation for real circuits to learn the basics of  DC circuits in a university phys-
ics course. Contrary to real circuits, the simulation enabled students to observe continuously 
the electron flow inside the circuits1. The outcome was that the students using the simula-
tion outperformed the students using the real circuits both on a conceptual knowledge test 
and in the coordinated tasks of  assembling real circuits and explaining how they worked. 
The authors explain that the fact that the simulation provided direct perceptual access to the 
concept of  current flow helped students to gain better understanding of  the functioning of  
DC circuits. To further highlight the effect of  this specific benefit to ‘show the invisible’, 
Zacharia and Constantinou (2008), in the domain of  heat and temperature, and Klahr et 
al. (2007), in the domain of  kinetics, did not find differences in learning outcomes between 
students using real equipment and those using a simulation. The discrepancies in results 
between the studies can be explained by the fact that in Zacharia and Constantinou as 
well as in Klahr et al. studies the elements in laboratory and simulation environments were 
identical, whereas in the Finkelstein et al. study the unique visualisations embedded into the 
simulation environment enabled the students to get better insight into the domain. 

1	 The existence of  current cannot be observed in real circuits (you can, of  course, measure it). A computer-
based simulation can easily show whether or not there is a flow inside a circuit, the path of  that flow, and 
possibly even its magnitude. Such lack of  adequate information plays a role in many misconceptions about 
electric circuits (e.g., a bulb will still light up when only one wire is attached; or, as a bulb consumes current, 
there is no/less current after the bulb than before) (e.g., McDermott & Shaffer, 1992; Reiner et al., 2000) and 
makes it more difficult to learn the scientific model.
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1.1.4.	Some unclear and conditional strengths of simulations 

Some of  the benefits simulations can provide are less clear than others. One frequently used 
argument in favour of  simulations is their efficiency; simulations allow faster experimenta-
tion and manipulation of  materials compared to laboratory. Klahr et al. (2007), for instance, 
report a study where students assembled and tested either ‘real’ or virtual mousetrap cars in 
order to discover an optimal configuration for the maximum distance the car could travel. 
The main outcome was that students learned equally well in both environments, but it took 
approximately three times less time to assemble and test a virtual mousetrap car than a ‘real’ 
mousetrap car, thus indicating higher efficiency2 of  the simulation environment. However, 
a closer look at the study leads to rather different interpretation; the design included two 
independent constraints for the experimentation, meaning that the students had either a 
fixed number of  cars they could construct or a fixed amount of  time in which to construct 
them. These results reveal that learning with simulation was efficient only in cases in which 
the number of  cars was constrained; these students spent three times less time on the ex-
perimentation than in any other condition, but they learned equally well. In the case when 
the time was constrained the use of  the simulation became considerable less effective, or 
even unproductive; these students assembled and tested three times more cars than students 
in any other condition, but they did not learn more. Thus, it can be concluded that although 
the faster manipulation in the simulation environment allowed the students to carry more 
experiments compared to laboratory, this additional effort did not result in additional gain 
in knowledge. In other words, there is no evidence that the speed of  experimentation or the 
amount of  conducted experiments would be directly linked to learning outcomes.

Some of  the benefits that simulations can offer for learners are conditional. This means 
that before a specific benefit can be utilised, certain perquisites need to be met. In the 
worst scenario, unless a perquisite(s) is met, a conditional benefit might turn out to be 
harmful rather than helpful. In Marshall and Young’s (2006) study, for instance, a student 
trio used first a pair of  real pucks and later a pair of  virtual pucks to explore collision. 
Learning from the virtual pucks offered possibilities for generating more sophisticated 
theory than real pucks, because with the latter the students had to rely merely on qualita-
tive observation (what they could see) whereas the simulation included more variables that 
could be manipulated and offered more detailed feedback (e.g. ‘hidden’ vectors). However, 
the outcome was that the richness of  the simulation resulted in additional processing time 
and less effective and sophisticated theory development than laboratory. One explana-
tion for the outcome is that the students were provided with only a modest guidance on 
how to use the simulation and they received no scaffolding for how to react to the system 
feedback and how to interpret and integrate data from various output. In other words, the 
lack of  training and scaffolding might have prevented the group from benefiting from the 
enriched feedback (cf. de Jong, 2006; Mayer, 2004). The Marshall and Young study also 
illustrates that it is not given that the use of  a simulation will automatically result in faster 
experimentation compared to laboratory; due to the problems with interpreting and inte-

2	 Rasch & Schnotz (2009) define learning efficiency as learning outcome per learning time. When analyzing 
learning outcomes, the underlying question is whether certain instructional conditions will stimulate more 
elaborate cognitive processing and, therefore, result in better learning outcomes. When analyzing learning 
efficiency, we ask how well the effort (time) and the processing stimulated by each instructional condition 
translates to learning outcomes.
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grating the system feedback, the group used twice as much time in the simulation environ-
ment than in the laboratory.

1.1.5.	Weaknesses of simulations

Despite some obvious benefits, such as simplification of  reality and provision of  additional 
details, learning with simulations can also create unique problems and challenges. One of  the 
main challenges and questions in teaching and learning with simulations is how effectively 
simulations succeed in activating students’ prior conception, and how well the students are 
able to use and apply the knowledge they learn in a simulation environment. As we know from 
past literature, it is very difficult, or even impossible, to promote conceptual change effectively 
without properly activating students’ prior conceptions (Chi, 2008; Vosniadou, 2002; Wiser 
& Amin, 2001). Activation of  students’ prior conceptions can be particularly challenging in a 
simulation environment because the learning takes place in a virtual space, whereas the origins 
of  the student’s prior conceptions are typically derived from everyday experiences that take 
place in real context. In other words, there is a danger that the students are unable to map and 
relate the learning experiences in a simulation environment with their own previous experi-
ences. To give an example, Tao and Gunstone (1999) were able to alter students’ conceptions 
of  mechanics to some extent during the intervention by using a set of  simulations, but a 
delayed post-test revealed that most of  the students had regressed to their initial conception. 
Thus, one explanation of  why the intervention was only moderately effective could be that the 
(virtual) instruction was unable to fully activate students’ prior conceptions. 

Learning with simulations can create problems even when students are able to relate the 
simulations to their prior experiences. While idealised models embedded to simulations can 
make it easier for students to discover the basic principles of  a domain and help them to 
learn relevant knowledge, the cost of  simplification is that it will create a certain amount 
of  gap or mismatch between theory and reality—the more the model simplifies, the greater 
the gap between theory and reality. Consequently, in case the students are not made aware 
of  the limitations of  the model embedded to a simulation as a representation of  reality, 
this can lead to confusion if  the output or feedback of  the simulation is in conflict with 
the intuitive physics students have inferred from real-world experiences (e.g. friction and 
air resistance are not modelled as part of  acceleration and deceleration). Such conflicting 
situations can make students question the authenticity of  simulations; students may think, 
for instance, that there is a bug in a simulation (Ronen & Eliahu, 2000), or they may not 
consider simulations as ‘real’ or ‘serious’ learning environments (Hennessy & O’Shea, 1993; 
Srinivasan et al., 2006). From this angle, another explanation for the kind of  problem that 
Tao and Gunstone reported could be that after learning with the simulation, the students 
doubted the simulation and were thus unwilling to trade in their initial conceptions for those 
revealed in simulation.

1.2.	 Rationale for combining laboratories and simulations

The following sections in this chapter provide a rationale for combining laboratory and 
simulation activities in science education. The latter part of  the chapter presents different 
ways to combine laboratory and simulation activities and discusses the premises and poten-
tial consequences of  each combination.
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1.2.1.	Different learners, different representations

The first motive to combine laboratories and simulations is that different learners can ben-
efit from different representations and availability of  two representations increases the 
likelihood that students can learn with the representation that best matches their needs 
as compared to the situation when only a single representation is available. The fact that 
laboratories and simulations are typically considered as competing learning environments 
in science education indicates that advocates of  each representation assume that there is an 
‘ideal’ way to present and explore a domain, and that every student interprets the features of  
a learning environment in an ‘ideal’ or ‘optimal’ way. In reality, however, learning in a par-
ticular environment produces a considerable amount of  variance in learning processes and 
outcomes between students. Kennedy and Judd (2007), for instance, analysed log files to 
investigate the relationship between intended and observed user behaviours in a computer-
based simulation environment in the domain of  medicine. Their analysis revealed that only 
about a quarter of  students used the simulation as the developers had intended. Chang and 
colleagues (Chang et al., 2008) who found that learning about the basic characteristics of  an 
optical lens was significantly enhanced in simulation as compared to laboratory, report that 
the students with higher abstract reasoning capabilities especially benefited from the use of  
simulation. Winn and his colleagues’ (2006) found no differences in overall learning out-
comes between simulation and laboratory environments, but their more fine-grained analy-
ses revealed that the real experience was especially helpful and important for inexperienced 
students, because it helped contextualize learning, whereas the simulation made it easier for 
students (that apparently had some prior experiences) to connect what they learned from 
it to other content they learned in class. Veermans, de Jong and van Joolingen (2006) also 
found no differences in students’ average learning outcomes between two simulation en-
vironments; however in their case factors mediating learning appeared to be very different 
between environments. These examples show that learning environments in general, and 
laboratories and simulations in particular, are not always interchangeable as they have af-
fordances toward different learners.

1.2.2.	Unique and complementary strengths

The second motive to combine laboratories and simulations is that laboratories and sim-
ulations complement each other. In previous chapter we learned about specific features 
(strengths) of  each representation that can help students to discover and understand certain 
aspects of  the domain more effectively than the other representation. It was argued, for 
instance, that in laboratories students can learn unique procedural knowledge and skills that 
may also contribute (uniquely) to the development of  conceptual knowledge. Furthermore, 
while conducting experiments in laboratory, students have to deal with various anomalies 
and nuances that help them to learn about differences between models and reality (Chen, 
2010). Equally, simulations can highlight processes and concepts that are (the most) im-
portant for theoretical understanding and they can provide unique details that aid students 
in better understanding and learning about the domain under investigation. It was also 
shown in previous chapter that besides the strengths, each representation has also specific 
features (weaknesses) that can complicate learning of  domain knowledge. By using the 
representations simultaneously, the weaknesses of  one representation can be compensated 
and patched by the strengths of  the other. For instance, a simulation that simplifies reality 
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and produces consistent output can help students to interpret and make sense of  the results 
more easily than the noisy output in laboratory. Likewise, inclusion of  laboratories can make 
it easier for students to link the new information with their prior experiences.

1.2.3.	Comparison promotes deeper and more generalised understanding 

The third motive to combine laboratories and simulations is that multiple representations 
allow learners to view the domain from different perspectives (cf. Simon & Larkin, 1987) 
and compare (the output of) the representations. Research on analogical learning shows that 
making comparisons between multiple representations or cases that overlap—in the present 
case laboratories and simulations—can activate deeper processing of  the content and better 
understanding of  the domain than use of  only a single representation (laboratory or simula-
tion alone) (Gick & Holoyak, 1983; Kalyuga, Chandler, & Sweller, 1998; Kolloffel, Eysink, 
de Jong & Wilhelm, 2009; Thompson, Gentner & Loewenstein, 2000). With a single rep-
resentation, learners are easily drawn toward irrelevant surface features, which often result 
in overgeneralizations and understanding that is highly contextualised and superficial (Ain-
sworth, 2008; Gentner & Medina, 1998). In the Finkelstein et al. (2005) study (described in 
the previous chapter), for instance, students who used real equipment to construct electric 
circuits were frequently in doubt about the effects that the colour of  a wire could have on 
a circuit behaviour. With two overlapping representations (such as laboratories and simula-
tions) of  the domain, learners can compare and relate the structure of  the representations, 
which allows them to both identify the shared invariant features of  the representations and 
the features that are unique to each individual representation (Ainsworth, 2008; Gentner, 
Loewenstein & Thompson, 2003). This makes it easier to learn relevant domain knowledge, 
because those features that are shared across both representations also illustrate/highlight 
the central structures and principles of  the target domain. Related to the examples used 
in the previous section this could mean that the simplified simulation not only helps stu-
dents to interpret and make sense of  the results more easily, but it can also help them to 
understand the noisy output of  laboratory. Likewise, inclusion of  laboratories would help 
students to understand what the simulation represents and to realize that the findings they 
have observed in a simulation also have correspondence to phenomena in reality (Campbell 
et al., 2002; Ronen & Eliahu, 2000).

1.2.4.	Empirical evidence

There are only a few empirical studies, most of  them conducted in the domain of  electricity, 
that have investigated the relative effectiveness of  combining laboratories and simulations 
in science education as compared to using the two representations alone. Ronen and Eliahu 
(2000) report a study in which all students (age 15 years) solved circuit assignments using real 
circuits. In the experimental group the students had also an opportunity to use a simulation 
to build and sketch circuits (in control group they could sketch only on paper), but they were 
not explicitly instructed to use the simulation, as the computer monitor was turned off. The 
outcome was that those students who decided to use the simulation were more efficient in 
drawing corresponding schematics and more accurate (fewer errors) at constructing requested 
real circuits than students who didn’t use the simulation. Campbell et al. (2002) investigated 
learning of  electricity among beginning electrical engineering students. In the laboratory con-
dition the students used only real equipment, whereas in the combination condition they 
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conducted first all the experiments virtually using a simulation, and then in the end, repeated 
two of  the virtual experiments with real equipment. The outcome was that the students in 
the combination condition outperformed the students in the laboratory condition in a written 
lab and theory knowledge post-test. More recently, Zacharia has reported an identical result 
in the domains of  electricity (Zacharia, 2007) and heat and temperature (Zacharia, Olympi-
ou, & Papaevridipou, 2008). In these studies the laboratory group was using real equipment 
throughout the intervention, whereas the combination group switched from real equipment 
to simulation in the latter part of  the intervention.

Though the above results could mean that combining laboratories and simulations can 
provide additional benefits for learning of  scientific knowledge as compared to learning 
with laboratories and simulations alone, the incomplete designs of  the studies leave plenty 
of  room for alternative explanations. Because none of  the studies included ‘pure’ simula-
tion conditions as a control for the combination condition, it is impossible to judge whether 
it was the combination of  laboratory and simulation activities, or merely the simulation 
that caused the positive learning effect relative to laboratory. Furthermore, because of  this 
defect, these studies cannot provide any information concerning the effectiveness of  the 
combination relative to a simulation alone. 

The effectiveness of  learning with multiple representations and from multiple cases has 
been studied more extensively in the context of  some more traditional representational for-
mats. Gick and Holoyak (1983), for instance, asked students to solve a radiation problem. 
Prior to introducing the problem, the students in the control condition were asked to read 
an analogical story that included a solution that also applied to the radiation problem. In 
the experimental condition the students read two analogical stories that both introduced 
the same solution principle. The outcome was that those students who read the two analogs 
were significantly more likely to apply the correct solution principle to the radiation prob-
lem as compared to those who studied only one analog. The authors explain that reading 
the two analogical stories helped students to discover, extract, and apply the correct solu-
tion because the principle was embedded in both stories. In the domain of  combinatorics 
and probability, Kolloffel and his colleagues (2009) compared the effects of  learning from 
diagrams, equations, and text alone to the effects of  learning from the combination of  text 
and equations as well as diagrams and equations. The information content was equivalent 
in all representations. The combination of  text and equations yielded the best learning 
outcomes, whereas the other combination condition, diagrams and equations, did not stand 
out from any of  the three single representation conditions. Kalyuga, Chandler, and Sweller 
(1998) report longitudinal data in which a group of  trainees studied electrical circuits either 
from a diagram alone or from the diagram and an explanatory text that was designed to help 
interpret the diagram. In the beginning the trainees clearly benefited from the text that was 
embedded to the diagram, but as their level of  expertise grew, they learned better from the 
diagram alone. 

Thus, it can be concluded that learning with multiple representations or from multiple 
cases can, and often does, result in better learning outcomes than learning from a single 
representation or case. However, as the level of  students’ expertise grows, the benefits of  
learning with two overlapping representations might lose some of  its effects, and at certain 
point, the second representation might even become unnecessary. On the other hand, this 
applies only if  the representations are completely overlapping. Larkin and Simon (1987), 
for instance, have demonstrated that even experts use and benefit from multiple representa-
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tions because each representation can provide unique angles to the problem or the domain. 
In other words, if  the representations are genuinely complementary, as is the case with 
laboratories and simulations in many domains (cf. previous chapter), then one would expect 
that learning with multiple representations will always be more effective than learning with 
a single representation (Ainsworth, 2008).

1.2.5.	Sequential or parallel combination?

There are principally two different ways to combine laboratories and simulations (or mix 
of  any other representations). In a sequential combination, laboratories and simulations are 
always used at different phases of  the experimentation. In Zacharia’s studies (Zacharia, 
2007; Zacharia et al., 2008), for instance, which consisted of  three parts, the students in the 
combination condition used only real equipment in the first two parts of  the intervention 
and only simulation in the last part. In a parallel combination, each experiment is conducted 
back-to-back with both representations. In Ronen & Eliahu’s (2000) study, for instance, 
students first constructed a real circuit, and then immediately after, they (re-)constructed an 
identical virtual circuit using a simulation. Thus, the main difference between sequential and 
parallel combinations is that laboratories and simulations are never co-present in the former, 
whereas they are always co-present in the latter.

The decision whether to choose sequential or parallel combination can have considerable 
impact on students’ performance, as we will shortly learn. Interestingly, the studies that have 
combined laboratories and simulations have predominantly chosen sequential combination—
of  the above-cited four studies (Campbell et al., 2002; Ronen & Eliahu, 2000; Zacharia, 2007; 
Zacharia et al., 2008), only Ronen and Eliahu used a parallel combination, whereas those 
studies that have combined other representational formats have exclusively used the parallel 
combination (Gick & Holoyak, 1983; Kalyuga et al., 1998; Kolloffel et al., 2009). 

Both sequential and parallel combinations have pros and cons. On one hand, the se-
quential combination may pose less cognitive load on students at the baseline, because they 
have to deal and monitor only one representation at a time. In the parallel combination 
students have to manage and coordinate between two representations. Tabachneck-Schijf  
and Simon (1998), for instance, have demonstrated that students may sometimes experience 
considerable difficulties in coordinating between and integrating information from two rep-
resentations that are simultaneously available. 

On the other hand, in the parallel combination, laboratories and simulations act simulta-
neously as sources of  information that can help students to understand the domain under 
investigation— whatever is understood in one representation can be used to interpret and 
understand the domain (e.g. Ainsworth, 2006), and if  something is missed on one repre-
sentation, it can still be discovered in the other. This also ensures that students have their 
preferred representation always available (cf. Tabachnek-Schijf  & Simon, 1998). Further-
more, assuming that the coordination between the representations will be productive and 
perhaps even necessary for proper understanding, then parallel combination will have clear 
advantages. The reason is that simultaneously available representations make the compari-
son and the mapping process between the representations easier and less demanding on 
learners’ cognitive resources than studying the representations in isolation (Gentner et al., 
2003; Thompson et al., 2000). When the representations are used sequentially, in isolation, 
students’ understanding relies on a single representation at the time, and the mapping of  
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information between the representations will be heavily dependent on memory retrieval 
(Ainsworth, 2006; Kurtz, Miao & Gentner, 2001), which is cognitively sensitive and compu-
tationally demanding process (Gick & Holoyak, 1980). 

Research conducted in the framework of  analogical learning, or more specifically ana-
logical encoding, offers strong evidence for the effectiveness of  parallel combination as 
compared to sequential combination at various levels of  students’ experience and exper-
tise. Thompson, et al. (2000; also Loewenstein, Thompson & Gentner, 2003), for instance, 
asked experienced MBA students in two different conditions to analyse two overlapping 
negotiation cases that both entailed an optimal strategy for resolving a negotiation task. The 
outcome was that the students who analysed the cases simultaneously (parallel combination) 
were three times more likely to use the optimal negotiation strategies in a following real ne-
gotiation task than those who analysed the same cases in isolation (sequential combination). 
The authors were able to replicate this finding among undergraduate students with no prior 
negotiation experiences (Gentner et al., 2003). Gentner, Loewenstein, and Hung (2007) 
have also shown that learning with multiple representations facilitates understanding even 
among preschool children. The findings of  the two latter studies are particularly important 
as they suggest that even novice learners can benefit from two overlapping representations, 
and that studying two cases simultaneously can be enlightening even when neither of  the 
cases is well understood. The prototype models of  analogical learning assumed that learn-
ing from analogical cases would suit only for relatively advanced and experienced learners. 
One of  the main prerequisites in these models was that one of  the cases needed to be well 
understood, because the well-understood case—which novice learners seldom have avail-
able—was used as an anchor and as a source of  information to help students interpret and 
discover the properties of  a corresponding, but less familiar, or more complex situation, the 
target (e.g. Gentner & Gentner, 1983; Gentner & Holoyak, 1997).

1.2.6.	Lab or sim first?

The decision to use laboratory prior to a simulation, or vice versa, may affect the inquiry 
process and hence the outcomes of  the inquiry in both sequential and parallel combina-
tions. However, because of  the lack of  empirical evidence, it is unclear which order should 
be preferred.  

The decision concerning the order of  representations is presumably far more critical 
and sensitive in the sequential combination, because in this approach the representations 
are used in isolation. Ideally, this entails that each representation should be used when-
ever the benefits it can offer for learners is higher than the benefits offered by the other 
representation. However, in practice it is not an easy task to determine which one of  the 
two representations can offer the highest benefits in a particular context or at a particular 
moment, because the true benefit is determined by both the informational and computa-
tional properties of  the representation3. For instance, in certain situations a representation 
may be chosen because of  its informational superiority. However, a mismatch between 
students’ skill level and the format of  the instructional representation might interfere and 
cancel out the informational benefits of  the representation and thus even turn the relative 

3	 According to Larkin and Simon (1987), informational effectiveness of  a representation is determined by how 
much information it contains, whereas computational effectiveness of  a representation is determined by how 
easily relevant information can be extracted and applied from it. 
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strengths of  the representations around. To further highlight the sensitiveness of  choosing 
between laboratories and simulation in the context of  sequential combination, one com-
monly used rationale for starting a sequence with a laboratory work is that laboratories 
can help students to contextualize learning more easily than simulations, especially if  the 
students are novices (Winn et al., 2006; Zacharia, 2007; Zacharia et al., 2008). However, it 
turns out that this order is not always preferable, nor that the rationale behind the order 
is completely accurate. To demonstrate, Smith, Gnesdilow and  Puntambekar (2010) com-
pared 6th graders learning about pulleys in a study where students either started an experi-
mentation sequence with a laboratory and then switched to a simulation, or started with a 
simulation and then switched to a laboratory. The main outcome was that the students who 
started the sequence with the laboratory outperformed those who started with the simula-
tion, thus supporting the common rationale for using laboratory first when students are 
relatively inexperienced. However, the study had one considerable limitation: the compari-
son between the conditions was unfair, as the groups were different already at the baseline. 
The group that used the laboratory first had scored significantly better in the pretest than 
the students who used the simulation first, meaning that the results cannot be attributed 
solely to the condition, as the level of  prior knowledge likely affected the outcome as well. 
However, this limitation itself—the potential interaction between students’ prior knowl-
edge and representation format—makes these results particularly interesting. The authors 
administered the same subject knowledge test before, in the middle (at the point of  switch 
of  the representations), and after the intervention. The group that started off  with the 
laboratory gained knowledge during both laboratory and simulation sessions, suggesting 
that both representations contributed to their understanding about pulleys. In contrary, 
the group that started off  with the simulation gained a significant amount of  knowledge 
during the simulation phase (though their outcomes remained behind the other condition, 
the slopes of  the two conditions were similar, that is, the amount of  knowledge that was 
gained during the first phase was about the same regardless whether the students had used 
the laboratory or the simulation), but after they had switched to the laboratory and com-
pleted all the experiments, the group actually showed lower levels of  domain knowledge 
than before the switch. Thus, the group with lower levels of  prior knowledge learned 
relatively well in the simulation environment, but did extremely poorly after switching 
to the laboratory. One straightforward explanation for this surprising regression, which 
would also concur with both the original conclusion and the preference to use laboratories 
prior to simulations, is that the simulation decontextualised learning, and consequently 
the students were simply unable to transfer what they had learned from the simulation to 
the laboratory. However, one particular issue that fights against this conclusion is the fact 
that the students learned from the simulation, meaning that they were able to extract and 
transfer successfully what they had learned in the simulation to the domain knowledge 
test situation. There is no reason to doubt the construct validity of  the domain knowledge 
tests, because the group that started with the laboratory showed significant progress at 
the midpoint as well. Consequently, an alternative explanation for the regression would be 
that the students who started with the simulation couldn’t handle the complexity of  the 
laboratory, because their level of  domain knowledge was simply too low. Instead, they were 
able to handle better the simulation environment, because the simulated model excluded 
friction and measurement error. This interpretation, which is in line with Wiemann et al. 
(2008), suggests that in some situations it may actually be easier and more beneficial for 
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novice students to learn with simulation than with laboratory, and thus start the combina-
tion sequence with the simulation.

Which representation should one choose in cases in which students already have some 
prior experience? We know from previous research that in order to bring about conceptual 
change, it is important that the instruction activate students’ prior conceptions. Conse-
quently, in order to activate students’ prior conceptions, it would be important to know 
before the experimentation to which representation their prior experiences are bound, and 
then start off  experimenting with that particular representation, because a mismatch be-
tween student’s prior experiences and the representational format of  the instruction might 
suppress potential learning effects and outcomes. The more experienced and informed the 
students are, the less important the order of  the representations is likely to be.

Another critical issue that needs to be addressed when designing a sequential combina-
tion is at what stage of  the experimentation the switch from one representation to the other 
should be made. This could actually be one the key factors between successful and unsuc-
cessful implementation of  a sequential combination. The timing of  a switch(es) will not be 
easy, as the decision needs to involve the assessment of  the benefits of  each representation 
from multiple perspectives (among others, content, learners’ experience, and learning objec-
tives). For instance, assuming that the alternative interpretation concerning the results of  
Smith et al. (2010) is true, one could argue that the switch from simulation to laboratory was 
made too early in the simulation-first condition, as it seems that the students were unpre-
pared to handle the complexity of  the laboratories.

As far as the order of  representations is concerned, the parallel combination is a safer 
choice as compared to the sequential combination. The reason is that in parallel combina-
tion the representations are co-present. Consequently, instructors don’t need to worry about 
when to use a particular representation or when to switch from one representation to the 
other. For instance, the contextualisation of  learning is of  less concern as the students will 
always have their preferred representation available, and there will be a (relatively good) 
match between the representational format of  the instruction and students’ skill level and 
prior experiences. However, the order of  representations could also have some effect in the 
parallel combination. Parallel combination is, in a way, also sequential in nature, because each 
experiment is conducted back-to-back—not simultaneously—with both representations. In 
certain situations, for instance when students are inexperienced, it would make sense to 
conduct the virtual experiment first, because a simulation that simplifies reality offers fewer 
distractions and makes it potentially easier for students to learn relevant domain knowledge. 
As the virtual experiment would be replicated immediately with the real equipment, the 
information from the simulation can be contextualised more easily. Furthermore, this order 
could also help students to conduct and interpret the outcomes of  laboratory experiments, 
as the simulation would serve as a baseline and as a point of  reference. However, when a 
simulation precedes laboratory, it introduces one challenge in the sequential combination. 
In the domain of  electricity, for instance, real batteries are almost never fresh (e.g. a 1.5 volt 
battery rarely measures 1.5 volts when measured with a voltmeter), whereas the ‘idealised’ 
virtual battery typically remains fully charged (i.e. the charge remains constant). Conse-
quently, in case the simulation is used before the laboratory, there will be some differences 
between the voltmeter readings of  real and virtual circuits (the amount is also dependent 
on how accurately the simulation is designed to model reality, e.g. do the virtual wires have 
resistance or not), and this discrepancy can make it more difficult for students to build cog-
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nitive links between the two representations. On the other hand, the discrepancies can also 
be considered as an opportunity for deeper understanding, because in order to resolve the 
differences, the students may have to first discover the rules governing each representation 
based on the data (e.g., voltmeter readings) and then infer a further abstraction from these 
rules that would apply to both representations (e.g., the potential difference across each 
branch is equal to the battery voltage). Nevertheless, this potential challenge can be avoided 
by using the laboratory first, because then the simulation can be adjusted to match laboratory 
more accurately. For instance, the voltage of  the virtual battery can be adjusted to match the 
actual reading of  the real battery.



26	 Aims	

2.	 Aims

The present work provides an examination of  10 to 12-year-old students’ conceptual learn-
ing of  simple electricity in three specific inquiry-learning environments: laboratory, simula-
tion, and laboratory-simulation combination. 

The main aim is to investigate whether, why and under which condition(s) learning in 
a simulation-laboratory combination learning environment can result in better conceptual 
learning outcomes as compared to learning in a laboratory or a simulation learning envi-
ronments alone. Each of  the four individual studies conducted has a specific sub-aim that 
contributes to the main aim:

1.	 The aim of  the Study I, which provides a baseline for the present work, is to compare 
the relative effectiveness of  laboratory, simulation, and simulation-laboratory combi-
nation learning environments by investigating how each environment contributes to 
students’ conceptual development in understanding simple electricity. 

2.	 The aim of  the Study II is to explore whether and how learning outcomes in simula-
tion and simulation-laboratory combination environments are mediated by implicit 
(only procedural guidance) and explicit (more structure and guidance for the discov-
ery process) instruction.

3.	 The aim of  the Study III is to seek theoretical explanations for the benefits of  link-
ing and combining laboratory and simulation activities by examining and comparing 
three specific learning processes—cognitive conflicts, self-explanations, and analogi-
cal encodings—in simulation and simulation-laboratory combination learning envi-
ronments.

4.	 The aim of  the Study IV is twofold: The main aim is to provide an aggregated over-
view of  the learning outcomes of  Studies I and II; the second aim is to explore the 
relationship between the learning environments and students’ prior knowledge, that 
is, whether laboratory, simulation, and laboratory-simulation environments have a 
specific learning impact among students with low and high prior knowledge.
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3.	 Methods

3.1.	 Participants and domain

The total sample consisted of  117 fourth, fifth, and sixth grade students (10 to 12 years 
old; 67 girls and 50 boys) from seven classrooms of  two average urban Finnish elementary 
schools. More details concerning the distribution of  students participating in individual 
experiments is shown in sections 3.3.1 and 3.3.2. Participation in the empirical studies was 
voluntary for all students and classrooms. Parental permission was asked for all students.

The domain of  the studies was electricity, more specifically, simple electric circuits. The 
participants had not had any previous formal education in electricity. As this study was 
the student’s first formal introduction to the subject of  electricity, the learning goal was to 
establish an understanding of  the relationships between the observable variables, that is, 
the number of  bulbs, the circuit configuration, and the variations in bulb brightness. The 
students should learn that for a bulb to be part of  a complete (or closed) circuit, its two 
terminals must be connected to different terminals of  the battery (need for a closed circuit); 
current circulates around the circuit in a given direction; and the brightness of  a bulb in a 
circuit depends not only on the number of  other bulbs in a circuit, but also on the configu-
ration of  the circuit. The students were also asked to measure the bulb voltage under the 
assumption that observing the voltages (or potential difference) across the bulbs in different 
configurations could help them to better understand the variations in bulb brightness.

There were several reasons to choose the domain of  electricity. 1) Electricity and elec-
trical circuits are part of  elementary school curriculum in Finland, which means that the 
results of  the studies can be directly applied to school practice. 2) There is a clear need for 
new pedagogical approaches in teaching of  electricity, because traditional instruction, such 
as textbooks and algebraic equations, has been relatively ineffective in promoting students’ 
understanding of  electrical circuits (e.g. Frederiksen et al., 1999; McDermott & Shaffer, 
1992). Inquiry-learning environments such as laboratories and simulations can enhance in-
struction and improve students’ understanding of  electricity, mainly because they provide 
students with a hands-on opportunity to manipulate circuits and observe and investigate 
the results of  their actions (de Jong, 2006). This opportunity can make the otherwise ab-
stract concepts such as voltage, current, and resistance more tangible, it allows students’ to 
test their own models and thus activates their initial conceptions, and it enables students to 
build a qualitative understanding of  the circuits (see Study II for a more thorough discus-
sion concerning the problems of  traditional instruction and the potential benefits of  the 
present inquiry-based learning environments in the domain of  electricity). 3) Electricity is 
well-suited topic for inquiry learning: The laws and basic principles of  electrical circuits are 
not directly visible, but they can be discovered via experimentation. 

3.2.	 Learning environments

This section describes three inquiry-based learning environments in which the students 
constructed and explored electrical circuits during the interventions. The students worked 
in pairs in each environment, because working in pairs is a natural procedure in science 
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classrooms in Finland and previous studies have shown that working in pairs can be espe-
cially effective when the work involves computers (Lou, Abrami, & d’Apollonia, 2001) or 
includes complex problem-solving (e.g., Schwartz, 1995).

3.2.1.	Laboratory

In the laboratory environment (Studies I and IV), students constructed and inspected real 
circuits by using a laboratory equipment kit (LEK). The LEK consists of  real batteries, 
wires, bulbs, and a voltmeter. It allowed the students to construct various real DC circuits 
and conduct electrical measurements. In the LEK, each circuit component is attached to a 
base that displays the diagrammatic symbol of  that component (Figure 1). 

Figure 1. Example of  a parallel circuit constructed with the Laboratory Equipment Kit.

3.2.2.	Simulation

In the simulation environment (Studies I through IV) students constructed and inspected 
virtual circuits by using a computer-based simulation called ‘Electricity Exploration Tool’ 
(EET; ©Digital Brain, 2003; Figure 2). The representation level of  the EET is semi-realistic; 
it displays circuits schematically, but includes light bulbs with dynamically changing bright-
ness (as the amount of  current through the bulb increases, the yellow area inside the bulb 
becomes larger and the color tone of  that yellow changes as well) and realistic measuring 
devices. The simulated model is authentic with two exceptions: Unlike real circuits the wires 
have no resistance and the battery is always ideal (i.e. there is no change in the potential dif-
ference with time). With the EET, students are able to construct various DC circuits by us-
ing the mouse to drag wires and bulbs to the desired location in the circuits. After construct-
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ing the circuit or putting the circuit into a particular configuration, students can observe the 
effects of  their actions and get instant feedback. They can, for instance, see what direction 
and which path(s) the current flows within the circuit (current flow is displayed by static 
arrows; this is something that cannot be observed in real circuits) and whether the bulbs are 
lit. They can also conduct electrical measurements with a multimeter by dragging its probes 
to the required testing points (in the present studies the students were required to measure 
the voltages across the bulbs in various circuits). 

Figure 2. The Electricity Exploration Tool is an easy-to-use simulation for constructing simple DC 
circuits, observing circuit functionalities, and conducting electrical measurement. Every operation is 
conducted by dragging or clicking with the mouse. 

3.2.3.	Simulation-laboratory combination

In the simulation-laboratory combination environment (Studies I through IV) students 
constructed and inspected both real and virtual circuits, that is, they used the EET and the 
LEK in parallel. The LEK was placed right next to the computer (the EET). Parallel use 
means that the students constructed every circuit twice in a row: first using the simulation 
and then, immediately after succeeding with the simulation, they re-constructed that (same) 
circuit with the real equipment (circuits) placed next to the computer. It was assumed that 
having two different representations of  electrical circuits available at all times would make 
it easier for students to learn relevant domain knowledge because those features that are 
shared across both representations also illustrate/highlight the central structures and prin-
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ciples of  the target domain (see sections 1.2.2 through 1.2.5. for more detail). The decision 
to ask the students to construct each circuit first with the simulation was based on the 
assumption that constructing virtual circuits is easier than constructing real circuits (cf. 
Finkelstein et al., 2005), and that the virtual circuit could then serve as a point of  reference 
when the students reconstructed the circuit with the real equipment (cf. Ronen & Eliahu, 
2000). In order to make it easier for the students to relate the real circuits (LEK) and the 
virtual circuits (EET) and make translations from one representation to the other (cf. Ain-
sworth, 2006), in the LEK, each circuit component was attached to a base that displayed the 
diagrammatic symbol of  that component (see Figure 1), which was almost identical to the 
symbols used in the EET (Figure 2).

3.3.	 Design and procedure of  experimental studies 

Empirical part of  the present work consists of  the results of  two experimental studies. Results 
of  the experiments are analysed and discussed in four empirical studies. This section gives an 
overview of  the basic settings and procedures of  both experiments (overview of  the four 
empirical studies are given later in section 4).

3.3.1.	Experiment I

Experiment I provides a baseline for my thesis concerning the potential benefits of  com-
bining laboratory and simulation activities in science education, as it investigates whether 
learning in a simulation-laboratory combination environment can enhance students’ con-
ceptual understanding of  electrical circuits more effectively than learning in a laboratory or 
simulation environment alone. The sample of  the experiment consisted of  66 fourth and 
fifth grade students (10 to 11 years old; 30 boys and 36 girls). The students constructed and 
studied electrical circuits in three different inquiry learning environments: laboratory, simu-
lation, and laboratory-simulation combination. The experiment had a one-way (laboratory 
vs. simulation vs. combination) matched subjects repeated measures (pre-test vs. post-test) 
ANOVA design.  

The students took a pre-test approximately one week before the intervention. The pre-
test consisted of  two separate tests. The Raven’s (1958) Standard Progressive Matrices 
(RSPM; Sets A through E) test was used to measure students’ general learning ability or 
learning potential, and a subject knowledge assessment questionnaire was used to measure 
students’ initial understanding of  electrical circuits. To ensure that all three learning condi-
tions would have the nearest to equal spread of  subject knowledge at the baseline4, students’ 
placement to the learning environments followed the following matching procedure: Sets 
of  three students were matched on pre-test scores. This resulted in total of  22 sets (66 ÷ 3), 
each set consisting of  three students with similar pre-test scores. From each set one student 
was allocated randomly to one of  the three learning environments (see Wallen & Fraenkel, 
2001, p. 284, for more details on the matching procedure). After the students were matched 

4	 Previous studies have shown that domain-specific prior knowledge (Chambers & Andre, 1997) and general 
intellectual abilities (e.g. Cohen et al., 1983; von Rhöneck & Grob, 1990) can affect students’ learning about 
basic electricity, and in order to compare the effectiveness of  the three learning environments on students’ 
understanding of  simple electricity, it was important to control the effects of  these two background variables 
on learning outcomes.



	 Methods	 31

into the conditions, pairs were formed randomly within each condition (each pair worked 
in the same environment).

During the intervention the pairs in each learning environment had 90 minutes to 
construct and measure various circuits and investigate circuit’s behaviour under differ-
ent configurations. The laboratory condition worked in their regular classroom where the 
LEKs were put on the desks. The simulation and combination conditions worked in the 
school’s computer suite. In the combination condition the LEK was placed right next to 
the computer. It was necessary to structure and scaffold students’ inquiry process during 
the intervention, because research shows unambiguously that unguided inquiry learning 
is ineffective (Fund, 2007; de Jong & van Joolingen, 1998; Mayer, 2004). In other words, 
students need help to plan meaningful experimentations and guidance to interpret and re-
flect obtained experimentation findings (de Jong, 2006). In the experiment, assignments 
and instructions were given in the form of  worksheets. In general, the worksheets asked 
students to construct various circuits and conduct various electrical measurements with real 
materials (laboratory condition), with the simulation (simulation condition), or with both 
real materials and the simulation (combination condition). The worksheets also contained 
instructional scaffolds that asked students to investigate and infer how the changes and 
differences in circuit configurations affected circuit behaviour. The students were required 
to take notes of  their observations and then write down their answers on the worksheet. 
The worksheets were designed to confront common misconceptions of  electric circuits 
that have been identified by a large body of  previous studies (e.g. Borges & Gilbert, 1999; 
McDermott & Shaffer, 1992; Reiner, Slotta, Chi, & Resnick, 2000; Shipstone, 1984) and to 
correct these misconceptions by gradually introducing the scientific model (in the first step 
the concept of  closed/complete circuit and later on the ohm model). Each worksheet fo-
cused on one topic. The worksheets became gradually more difficult. The worksheets began 
with a very simple task, wherein students were asked to construct a circuit with one battery, 
wires, and a bulb, and later progressed toward more challenging tasks in which students had 
to construct circuits containing multiple bulbs. 

In order to compare the relative effectiveness of  the three learning environments, a 
post-test that measured changes in students’ understanding of  electrical circuits was admin-
istered one day after the intervention. In order to increase the validity of  the interpretations 
of  students’ responses to the subject knowledge assessment questionnaire, 20 students were 
randomly selected for the stimulated recall interview, in which they were asked to explain 
and justify their answers. Although students worked in pairs during the intervention they 
completed all the tests individually.

3.3.2.	Experiment II

The main aim of  Experiment II was to extend Experiment I by exploring whether and 
how learning outcomes in simulation and simulation-laboratory combination environ-
ments are mediated by implicit (only procedural guidance) and explicit (more structure 
and guidance for the discovery process) instruction in the context of  simple DC circuits. 
A laboratory condition where the students would use the real circuits alone was left out 
of  the design because it was clearly the least effective and the most troublesome learning 
condition in Experiment I, as well as in some other previous studies (e.g. Finkelstein et 
al., 2005). The second aim of  Experiment II was to investigate whether learning in these 
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environments involves or produces distinctive learning processes that are productive for 
learners.

The sample of  the experiment consisted of  51 fifth and sixth grade students (11 to 12 
years old; 31 girls and 20 boys). In the beginning of  the intervention the students took a 
pre-test. The pre-test consisted of  a subject knowledge assessment questionnaire that was 
used to measure student’s initial knowledge about the features that affect the lightning and 
the brightness of  the bulb(s) in simple DC circuits. 

The study had a 2 (environment: simulation vs. combination) x 2 (instruction: implicit 
vs. explicit) repeated measures (pre-test vs. post-test) factorial design. Consequently, the 
students were divided into the following four different learning conditions:

•	 In the simulation implicit condition (SI), the students used the simulation and re-
ceived implicit instruction. Implicit instruction means that the students were pro-
vided only with procedural guidance, that is, they were told what kind of  circuit 
to construct, how to construct it, and what kind of  electrical measurements to 
conduct.

•	 In the simulation explicit condition (SE), the students used the simulation and re-
ceived explicit instruction. Explicit instruction means that in addition to the implicit 
instruction students were given support and a structure for their inquiry process, that 
is, when they constructed the circuits they were guided to pay attention to aspects 
that are important for a theoretical understanding and asked to make comparisons 
between different circuits.

•	 In the combination implicit condition (CI), the students used the simulation and the 
real circuits in parallel and received implicit instruction.

•	 In the combination explicit condition (CE), the students used the simulation and the 
real circuits in parallel and received explicit instruction.

 Allocation of  the students to the above conditions followed the same matching proce-
dure as Experiment I, except the following two issues: 1) as Experiment II included four 
learning conditions, the unit of  a set that was matched on pre-test scores was now four stu-
dents rather than three. 2) The fact that the sample consisted of  an odd number of  students 
and that the number was not directly divisible by the number of  conditions meant that two 
additional steps were needed prior to the actual matching procedure. An odd number of  
students in the sample meant that not all students could be part of  a pair. In order to resolve 
this issue, a student who had the highest score in the pre-test agreed to work alone during 
the intervention. Furthermore, as the remaining 50 was still not divisible by four, prior to 
matching, two randomly selected students were paired and allocated randomly to one of  the 
four learning conditions. 

The actual intervention took place about one week after the pre-test. Intervention phase 
of  Experiment II was identical to Experiment I in outline: Students worked in pairs and 
assignments, and instructions were given in the form of  worksheets. As the focus of  the 
study was on the effects that implicit and explicit can have on learning outcomes and pro-
cesses, the worksheets were designed accordingly. Worksheets with implicit instruction (SI 
& CI conditions) provided only procedural guidance, that is, they instructed the students 
what kind of  circuit to construct, how to construct it, and what kind of  electrical measure-
ments to conduct. Worksheets with explicit instruction (SE & CE) provided, in addition to 
procedural guidance, structure and metacognitive support for the inquiry process; when the 
students constructed the circuits they were guided to pay attention to aspects that are im-
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portant for a theoretical understanding and asked to make comparisons between different 
circuits. Despite the differences in instructional support between the conditions, the circuits 
the students were asked to construct and study were identical in all conditions.

Design of  the intervention in Experiment II introduced one fundamental departure 
from the design of  Experiment I. In Experiment I the students were given a fixed time 
to construct and study circuits, whereas in Experiment II they had unlimited time to con-
struct and study a fixed amount of  circuits. This change was to ensure that students in each 
condition would have an equal coverage of  the content. Although the use of  fixed time is 
justifiable from the practical point of  view—time allocated for lessons in school is typically 
fixed—it is problematic from the methodological point of  view. The problem is that a fixed 
time situation can confound interpretation of  the results, because it easily leads to unequal 
coverage of  content between different conditions. Klahr et al. (2007), for instance, found 
that in a fixed time situation in the domain of  kinetics students were able to carry three 
times more experiments in a simulation environment than in a laboratory environment. 
Another departure from Experiment I was that the pairs were working one at a time in the 
schools’ computer suite. This was because each pair was videotaped, in order to capture and 
analyse students’ learning processes in various conditions (Study III).

One day after the intervention each student took a post-test, which was identical to the 
pre-test. After completing the questionnaire, each student was asked to explain and justify 
her/his answers in the stimulated recall interview, in order to increase the validity of  the 
interpretations of  students’ responses to the subject knowledge assessment questionnaire. 
As in Experiment I, students completed all the tests individually.

In both experiments, several actions were taken in order to control the effects that some 
intervening variables could have on the results of  the experiments. For instance, in each 
study the same teacher taught the students in all conditions, in order to control for a pos-
sible teacher effect. A general introduction to the domain of  electricity that was given in 
the beginning of  each intervention was identical in all conditions. Worksheets that gave 
the assignments and instructions for the students during the intervention were designed to 
be as equal as possible between the conditions. For instance, each circuit and circuit com-
ponent in the worksheets was always depicted as a picture that corresponded to the real 
circuits the students used in laboratory and combination environments as well as a picture 
that corresponded to the virtual circuits the students used in simulation and combination 
environments. 

3.4.		  Assessment of  learning 

3.4.1.	Learning outcomes

In both experiments students completed a subject knowledge assessment questionnaire 
before and after they constructed circuits. The questionnaire was used to measure learning 
outcomes in different learning conditions and compare the outcomes between the condi-
tions. In the pre-test, the questionnaire was used to measure students’ initial understanding 
of  the features that affect the functioning and the brightness of  the bulb(s) in simple DC 
circuits, and in the post-test, the questionnaire measured changes in students’ knowledge 
about the same topics. In Experiment II, for instance, the pre-test questionnaire consisted 
of  five questions that included multiple items (total of  15 items). The first question mea-
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sured students’ understanding of  the concept of  a closed circuit. For the first question, the 
students were asked to evaluate different circuit configurations and decide whether the bulb 
would light or not. In order to be successful, they needed to understand that there are two 
polarities associated with the electrical force supplied by a battery, and that, for this electri-
cal force to be applied to a resistor (bulb), both polarities must be connected, one to each 
of  the terminals of  the device. In the second question, the students were asked to indicate 
how they thought current flows through the circuit. Here they needed to know that, once a 
circuit is closed, the current circulates in a given direction, and that the current flow between 
the voltage source and the devices connected to the circuit is uniform and continual. The 
remaining three questions measured students’ understanding of  how different circuit con-
figurations affect bulb brightness. The third question asked students to rank five identical 
bulbs according to their relative brightness. Regardless of  whether a battery is perceived as 
ideal or real, the relative brightness remains the same. To solve this question, no calculations 
were required. It was sufficient to think in terms of  a simple qualitative model in which the 
circuit configuration determines the magnitude of  the voltage across circuit components. 
This assignment was originally used by McDermott and Shaffer (1992), and has been found 
to be very effective in discriminating between students who understand the principles be-
hind the DC circuits and those who do not. In the fourth question, the students were asked 
to calculate the voltages of  each of  the bulbs in question 3. The task required only the 
most elementary mathematical skills, as a 2-V battery was chosen to make calculations easy. 
In the fifth question, the students were asked to alter bulb brightness by reconfiguring the 
circuits. Although this question was primarily designed to measure students’ understanding 
of  series and parallel circuits, it also provided further information on their conception of  
closed circuits (e.g., if  they drew only one wire from either of  the battery terminals to the 
bulb, this would tell us that the student believed this to be sufficient to light the bulb). In 
both experiments, the subject knowledge assessment questionnaire in the post-test included 
the same items as in the pre-test, but it also included some additional items that included 
more complex circuits.

Students’ answers to the Subject Knowledge Assessment Questionnaire were analysed 
on two levels:

Quantitative level. Students’ answers to all items in the subject knowledge assessment ques-
tionnaire were scored against the model answer template. From 0.5 to 1 (depending on 
the estimated item difficulty) a point was given for a correct answer and 0 for an incorrect 
answer. Cronbach’s (1951) alpha for the questionnaire was calculated only in Experiment II, 
which showed that the reliability of  the questionnaire was good: pretest α = 0.667; posttest 
α = 0.822. The lower alpha level in the pre-test was expected because this was the student’s 
first formal introduction to the subject of  electricity, and prior to the intervention the stu-
dents’ knowledge on electricity was less accurate and systematic than after the intervention.

 Conceptual level. In order to obtain deeper insight into students’ conceptual understand-
ing of  simple DC circuits in different learning conditions, students’ answers to the subject 
knowledge assessment questionnaire were also analysed on a qualitative level, and were 
then classified into conceptual categories that characterised the qualitatively different men-
tal models with which students understood simple DC circuits. Data from the stimulated 
recall interviews served as validity confirmation for the qualitative analysis. Extensive re-
search conducted by Kärrqvist (1985), McDermott (McDermott & Shaffer, 1992), Osborne 
(1983), and Shipstone (1984) on students’ mental models of  electricity served as a starting 
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point for the qualitative categorisation (see also e.g., Borges & Gilbert, 1999; Reiner et al., 
2000; Sencar & Eryılmaz, 2004, for reviews on students’ mental models about electricity). 
Two independent raters conducted the qualitative analysis with an inter-rater reliability (Co-
hen’s kappa) of  0.89 in Experiment I and 0.91 in Experiment II. Disagreements between 
the raters tended to arise from the fact that some of  the weaker students, in particular, 
constantly changed their reasoning pattern to suit the question in hand; thus their reason-
ing did not consistently follow any single principle (see also McDermott & Shaffer, 1992; 
Planinic, Boone, Krsnik & Beilfuss, 2006; Shepardson & Moje, 1999). The disagreements 
were discussed until agreement was reached.

3.4.2.	Learning efficiency

Learning efficiency was determined for each participant through his/her gain in subject 
knowledge from the subject knowledge pre-test to the post-test divided by the time in min-
utes he/she spent on the circuits and worksheets during the intervention.

In Experiment II it was expected that the coverage of  the material would take more time 
in certain conditions than in others because the students had unlimited time to construct 
and study a fixed number of  circuits. Consequently, in Experiment II learning was analysed 
not only in terms of  learning outcome, but also in terms of  learning efficiency. When we 
analyse learning outcomes, the underlying question is whether certain instructional condi-
tions will stimulate more elaborate cognitive processing and, therefore, result in better learn-
ing outcomes. When we analyse learning efficiency, we ask how well the effort and the pro-
cessing stimulated by each instructional condition translate to learning outcomes (Rasch & 
Schnotz, 2009). For instance, it was expected that using the simulation and the real circuits 
in combination will stimulate more elaborate cognitive processing than using the simulation 
alone, thus resulting in a better understanding of  electrical circuits. However, it was also 
expected that the combination will be more time-consuming (i.e. require more effort than 
using the simulation alone). In a similar fashion, it was expected that explicit instruction will 
stimulate more elaborate cognitive processing as well as increase learning time, as compared 
to implicit instruction. From the point of  view of  learning efficiency, the question is, do 
the additional learning outcomes compensate the additional effort? For instance, if  the 
combination takes only slightly more time than the simulation or if  the explicit instruction 
takes only slightly more time than the implicit instruction, but it yields considerably better 
learning outcomes, then the combination or/and explicit instruction should be preferred. 
Instead, if  the learning outcomes are only slightly better in the combination or with the 
explicit instruction but take considerably more time than the simulation alone or with the 
implicit instruction, one might opt for the latter because of  higher efficiency.

3.4.3.	Learning processes

In Experiment II the work of  all 25 pairs was video recorded during the intervention. One 
video-recording device captured the action on a computer screen and the other recorded 
students’ actions, expressions, and talk. These two video streams were combined into one 
video output layer in order to synchronize students’ reactions with the related situation. A 
detailed transcript of  each videotape was constructed. This included students’ conversa-
tional interactions, their answers to the worksheets, and their non-verbal interactions with 
the simulation and the laboratory equipment kit. A method of  content analysis was used to 
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analyse the video data and video data transcripts. The focus of  the analysis was on cogni-
tive conflicts, self-explanations, and analogical encodings. Two independent raters rated 20 
percent of  the video data concerning cognitive conflicts and self-explanations. 

Cognitive conflict: An incident was categorised as a cognitive conflict if  a student explicitly 
expressed disbelief  in the results of  the simulation or real circuits and searched for an expla-
nation for the discrepancy between their expectations and the results. A situation in which 
a student was first surprised by the results of  the simulation or real circuits, but accepted 
the new result immediately, or paid no additional attention to the matter, was not categorised 
as cognitive conflict. Inter-rater reliability (Cohen’s kappa) for cognitive conflicts was .88.

The aim here was to investigate if  simultaneous use of  simulations and laboratories can 
increase students’ sensitivity to novel findings and the richer external support afforded by 
the combination environment can result in the use of  more adequate strategies to deal with 
the conflict as compared to using a simulation alone. In line with Piagetian theory, many 
authors have proposed that cognitive conflict between prior knowledge and the require-
ments of  new tasks can be a fundamental driving force in learning scientific concepts (e.g., 
Chinn & Brewer, 1993; Strike & Posner, 1982), though it is also acknowledged that cogni-
tive conflict introduced by pedagogical arrangements is often insufficient alone to promote 
conceptual change and conceptual learning in general (Limon, 2001).

Self-explanation: A comment or a comment chain that contained domain-relevant articu-
lation concerning the behaviour of  a particular virtual or real circuit was categorised as a 
self-explanation. Inter-rater reliability for self-explanations was .88. 

The aim here was to investigate if  the opportunity to move between two external rep-
resentations in the combination environment elicits self-explanations more effectively than 
the use of  single external representation in the simulation environment, and/or if  the inci-
dence of  self-explanation can also be increased by explicit guidance to look for explanations 
as compared to implicit instruction with no specific prompts. Self-explanations may be a 
factor that helps students’ conceptual understanding. In their study on problem solving in 
physics, Chi and VanLehn (1991) found that good solvers provided more self-explanations 
during the problem-solving process. They defined self-explanations as comments that per-
tained to the content of  physics. Self-explanations are generated in the context of  learning 
something new. 

Analogical encoding: The analysis focused on the use of  the simulation and the real circuits 
in parallel in the combination environment. Analogical encoding was defined as an event 
where the students linked and made explicit translations between the simulation and the 
real circuits (thus, analogical encoding can take place only in the combination environment). 

The aim was to explore if  analogical encoding as a whole takes place in combination 
environment, and investigate if  and how students can benefit from such situations in the 
domain of  electricity. Because the aim was to only search illustrative examples of  the situ-
ations where analogical encodings took place (i.e. to prove that analogical encoding exist in 
the present context) and examine such situations, instances of  analogical encodings were 
not categorised or quantified. As it has been noted earlier, several studies have found that 
analogical encoding, that is, comparing two instances of  a to-be-learned principle, can be a 
powerful means of  promoting learning, even for novices, because the comparison process 
seems to promote schema abstraction and deeper understanding of  the underlying mecha-
nisms and principles. 
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It should be noted that there were some problems related to the video data. Sometimes the 
students were only whispering (although they were encouraged to speak at a normal conversa-
tion level), so it was impossible to make sense of  the conversation. Although in most of  the cases 
both the video and the audio were flawless, there were also some minor technical problems in 
the data: The audio or the video or both were sometimes momentarily disrupted (typically one 
to three seconds). The worst case was in the combination implicit condition where almost half  
of  one video and audio was corrupted (this was the only incidence with such a large data loss). 

3.5.	 Statistical methods and analyses

Several different kinds of  statistical analyses were used in the present set of  four studies to 
analyse the data of  the two experiments. 

Cronbach’s (1951) alpha was used to estimate the reliability of  the subject knowledge 
assessment questionnaire (Study II). Cohen’s kappa was used as an estimate for inter-rater 
reliability of  categorisations of  conceptual models (Studies I and II) and learning processes 
(Study III). 

Subject knowledge pre-test scores of  each condition were compared with one-way 
ANOVA, in order to ensure that the conditions had sufficiently equal levels and spread of  
subject knowledge at the baseline. After that, a within-subjects repeated measures ANOVAs 
of  pre-test and post-test was run independently for each condition in order to establish 
learning effects. Cohen’s (1988, p. 48) standardised mean difference effect size (d) for one 
sample paired observations, which expresses pre- and post-test mean difference in stan-
dard deviation units, was reported as an indicator for the size of  the learning effect in each 
condition (Studies I and II). For analysing developmental differences between conditions, 
ANCOVA, with subject knowledge pre-test score as a covariate, was run together with 
Bonferroni corrected post-hoc comparisons (Study I) and planned contrast (Study II). Post-
test mean differences between the condition were also reported and expressed in standard 
deviation units with 95% confidence intervals, this time using Hedges’ (1981) bias corrected 
standardised mean difference effect size (g) for two independent samples. In Study I, stu-
dents’ conceptual development in various conditions was compared using Chi Square (χ2) 
test, but this approach was abandoned in Study II due to the test’s low statistical power to 
detect differences.

Analysis of  regression was used to justify the use of  covariates by (a) examining the re-
lationship between pre-test variables (subject knowledge and general learning potential) and 
post-test scores and by (b) making sure that the slopes between covariate(s) and post-test 
scores were homogenous across all conditions (Studies I and II). 

In order to aggregate the post-test results from Experiment I and Experiment II and 
analyse the overall effect of  the parameters that were identical across the experiments, a 
meta-analytic technique called Stouffer method (Mosteller & Bush, 1954; Rosenthal, 1984) 
was used to average p-values and effect sizes from both experiments (Study IV).

 Kruskall-Wallis’ ANOVA was used to analyse differences in the amount of  self-expla-
nations between conditions (Study III). Use of  non-parametric test was necessary here be-
cause the distributions of  self-explanations were heavily skewed in all conditions; out of  the 
total of  50 students, there were 14 students who did not provide a single self-explanation 
during the intervention, and 11 students provided only one self-explanation. 
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4.	 An overview of  the empirical studies

4.1.	 Study I

Jaakkola, T.  & Nurmi, S. (2008). Fostering Elementary School Students’ Under-
standing of  Simple Electricity by Combining Simulation and Laboratory Activi-
ties. Journal of Computer Assisted Learning, 24(4), 271-283.
Computer simulations and laboratory activities have been traditionally treated as substitute 
or competing methods in science teaching. The aim of  this experimental study was to in-
vestigate if  it would be more beneficial to combine simulation and laboratory activities than 
to use them separately in teaching the basics of  simple electricity. In order to achieve this, 
the study analysed learning outcomes in Experiment I (section 3.2.1) that had a one-way 
(laboratory vs. simulation vs. combination) matched subjects repeated measures (pre-test vs. 
post-test) ANOVA design.  

The initial sample consisted of  66 fourth and fifth grade students (10 to 11 years old; 
30 boys and 36 girls) from one urban Finnish elementary school, but two students had to 
pull owing to illness. The students had not had any previous formal education in electricity.

The participants took a pre-test approximately one week before the intervention. The 
pre-test consisted of  two separate tests, both of  which students completed individually. The 
Raven’s (1958) Standard Progressive Matrices (Sets A through E) test was used to measure 
students’ general educative ability. A subject knowledge assessment questionnaire was used 
to measure students’ initial understanding of  simple series and parallel circuits. Sets of  three 
students were matched on pre-test scores and from each set the students were allocated ran-
domly into one of  the following three experimental conditions (see Section 3.3.1. for more 
details on the matching procedure):

•	 In laboratory condition students constructed and inspected real circuits.
•	 In simulation condition students constructed and inspected virtual circuits.
•	 In simulation-laboratory combination condition students used real and virtual cir-

cuits simultaneously.
The actual intervention, where students worked in one of  the above conditions, lasted 

90 minutes (two consecutive school hours). In the beginning of  the intervention, students 
received a 15-minute general introduction to the subject of  electricity. This introduction 
was identical in all three learning environments. After the introduction, students worked 
in pairs with various circuit assignments. Working in pairs is a natural procedure in science 
classrooms in Finland, and previous studies have shown the benefits of  collaboration in 
computer and problem-solving contexts. The assignments were given in worksheets that 
guided students to construct various circuits and conduct electrical measurements and pro-
vided scaffolds for making proper inferences. The worksheets began with a very simple 
task, wherein students were asked to construct a (closed) single bulb circuit, and continued 
with more challenging tasks in which students had to construct circuits containing multiple 
bulbs. In order to treat the learning environments equally, each representation of  a circuit 
in the worksheets was duplicated: One representation corresponded to real circuit and the 
other corresponded to virtual circuit.
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A post-test, which students completed individually, was administered one day after the 
intervention. It consisted of  a subject knowledge assessment questionnaire that included 
all the items of  the subject knowledge assessment questionnaire in the pre-test, plus seven 
additional items with more complex circuits. The questionnaire measured changes in stu-
dents’ knowledge about simple series and parallel circuits, and it was used as an instrument 
to compare the relative effectiveness of  the three learning environments. After completing 
the post-test questionnaire, 20 randomly selected students were asked to explain and justify 
her/his answers in the stimulated recall interview, in order to increase the validity of  our 
interpretations of  students’ responses to the questionnaire.

Students’ answers to the Raven’s test were scored with the official scoring key. Answers 
to the subject knowledge assessment questionnaire were first scored quantitatively against 
the model answer template, and then analysed qualitatively by two independent raters, in 
order to obtain a deeper insight into students’ conceptual understanding of  simple electric 
circuits in different learning environments. 

The results showed that studying in the simulation–laboratory combination environ-
ment led to statistically better understanding of  the circuits in the post-test than studying 
in either laboratory or simulation environment alone. Students in the simulation condition 
also made clear progress during the intervention, but their understanding did not reach the 
level of  the combined condition in the post-test. The progress was most modest in the 
laboratory condition where the students’ conceptual understanding remained at an elemen-
tary level after the intervention. However, the difference(s) between the simulation and the 
laboratory environments was not statistically significant. The results highlight the benefits 
of  using simulation along with hands-on laboratory activities to promote students’ under-
standing of  electricity.

4.2.	 Study II

Jaakkola, T., Nurmi, S. & Veermans, K. (2011). A comparison of  students’ concep-
tual understanding of  electric circuits in simulation only and simulation-laboratory 
contexts. Journal of Research in Science Teaching, 48(1), 71-93.
Research shows unambiguously that students need structure and guidance for their in-
quiry process in order to benefit from inquiry learning opportunities (Fund, 2007; de 
Jong, 2006; Mayer, 2004). However, it is unclear what constitutes sufficient or optimal 
support for the inquiry process. It is evident that if  inquiry learning environments do 
not provide sufficient scaffolding, academically weaker students will very likely get frus-
trated and fail. On the other hand, if  learning environments provide students too much 
scaffolding or too much information prematurely, they may not be able to learn proper 
knowledge because they do not exert enough cognitive efforts (Kapur, 2008; Schmidt & 
Bjork, 1992).

The aim of  this study was to investigate the above challenge by exploring whether and 
how learning outcomes in simulation and simulation-laboratory combination environments 
are mediated by implicit (only procedural guidance) and explicit (more structure and guid-
ance for the discovery process) instruction in the context of  simple DC circuits. The study 
analyses data concerning learning outcomes in Experiment II (Section 3.3.2). 

The sample consisted of  50 fifth and sixth grade students (11 to 12 years old; 31 girls 
and 19 boys) from one urban Finnish elementary school; the initial sample consisted of  51 
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students, but one student was excluded from the analyses because he was left without a pair 
due to an odd number of  participants (rationale for working in pairs was given previously, 
in Study I overview and in section 3.2.).

The study had a 2 (environment: simulation vs. combination) x 2 (instruction: implicit vs. 
explicit) repeated measures (pre-test vs. post-test) factorial design. The participants took a 
pre-test approximately one week before the intervention. The pre-test consisted of  a subject 
knowledge assessment questionnaire that was used to measure students’ initial knowledge 
about the features that affect the lightning and the brightness of  the bulb(s) in simple DC 
circuits. As in Study I, sets of  students were matched on pre-test scores and then allocated 
randomly to one of  the following four learning conditions: 

•	 In the simulation implicit condition (SI), the students used the simulation and re-
ceived implicit instruction.

•	 In the simulation explicit condition (SE), the students used the simulation and re-
ceived explicit instruction.

•	 In the combination implicit condition (CI), the students used the simulation and the 
real circuits in parallel and received implicit instruction.

•	 In the combination explicit condition (CE), the students used the simulation and the 
real circuits in parallel and received explicit instruction.

The students worked in one of  the above conditions during the intervention. A labora-
tory condition where the students would use the real circuits alone was left out of  the design 
because it was clearly the least effective and the most troublesome learning condition in 
Study I as well as in some other previous studies. Intervention phase of  Experiment II was 
identical to Experiment I in outline: Students worked in pairs, and assignments and instruc-
tions were given in the form of  worksheets. However, as the focus of  the study was on the 
effects that implicit and explicit instruction can have on learning outcomes and processes, 
the worksheets were designed accordingly. Worksheets with implicit instruction (SI and CI 
conditions) provided only procedural guidance, whereas worksheets with explicit instruc-
tion (SE and CE) provided, in addition to procedural guidance, metacognitive support for 
interpreting the results of  the experimentation. Despite the differences in instructional sup-
port between the conditions, the circuits the students were asked to construct and study 
were identical in all conditions. Design of  the intervention in Experiment II introduced 
one fundamental departure from the design of  Experiment I. In Experiment I the students 
were given a fixed time to construct and study circuits, whereas in Experiment II they had 
an unlimited time to construct and study a fixed amount of  circuits. This change was to 
ensure that students in each condition would have an equal coverage of  the content (see 
section 3.3.2 for the rationale). Another departure from Experiment I was that the pairs 
were working one at a time in the schools’ computer suite. This was because each pair was 
videotaped, in order to capture and analyse students’ learning processes in various condi-
tions (Study III).

One day after the intervention each student took a post-test, which was identical to the 
pre-test. After completing the questionnaire, the students were asked to explain and jus-
tify their answers in the stimulated recall interview, in order to increase the validity of  the 
interpretations of  students’ responses to the subject knowledge assessment questionnaire. 
Although students worked in pairs during the intervention, they completed all the tests 
individually.
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Students’ answers to the subject knowledge assessment questionnaire were first scored 
quantitatively against the model answer template, and then analysed qualitatively by two in-
dependent raters, in order to obtain a deeper insight into students’ conceptual understand-
ing of  simple electric circuits in different learning environments. 

The results demonstrated that the instructional support had an expected effect on stu-
dents’ understanding of  electric circuits when they used the simulation alone; pure proce-
dural guidance (SI) was insufficient to promote conceptual understanding, but when the 
students were given explicit guidance for the discovery process (SE) they were able to gain 
a significant amount of  subject knowledge. However, this additional scaffolding was not 
enough to reach the level of  the students in the combination environment (CI and CE). A 
surprising finding was that instructional support had a different effect in the combination 
environment than in the simulation environment. In the combination environment explicit 
instruction (CE) did not seem to elicit much additional gain for students’ understanding of  
electric circuits compared to implicit instruction (CI). Instead, explicit instruction slowed 
down the inquiry process substantially in the combination environment. These results sug-
gest, in accordance with the finding of  Study I, that when teaching students about electric-
ity, the students can gain better understanding when they have an opportunity to use the 
simulation and the real circuits in parallel than if  they have only a computer simulation 
available, even when the use of  the simulation is supported with the explicit instruction. 

4.3.	 Study III

Jaakkola, T., Nurmi, S. & Lehtinen, E. (2010). Conceptual change in learning elec-
tricity: using virtual and concrete external representations simultaneously. In L. 
Verschaffel, E. De Corte, T. de Jong & J. Elen (Eds.) Use of  representations in 
reasoning and problem solving. Analysis and improvement. New Perspectives in 
Learning and Instruction Series (pp. 133-152). NY: Routledge.
This study analyzed from video data learning processes of  those 50 students that partici-
pated in experiment II (cf. Study II above). The aim of  the study was to find out possible 
explanations for the success of  the combination condition in Experiments I and II. The 
focus was on three specific learning processes: cognitive conflicts, self-explanations, and 
analogical encodings. 

During the intervention phase of  Experiment II, student pairs were working one at a 
time in the schools’ computer suite. Each pair was videotaped. One video-recording device 
captured the action on a computer screen and the other recorded student’s actions, expres-
sions, and talk. These two video streams were combined into one video output layer in 
order to synchronize students’ reactions with the related situation. A detailed transcript of  
each recording was constructed. This included students’ conversational interactions, their 
answers to the worksheets, and their non-verbal interactions with the simulation and the 
laboratory. A method of  content analysis was used to analyse the video data and video 
data transcripts. The focus of  the analysis was on cognitive conflicts, self-explanations, and 
analogical encodings. The data concerning cognitive conflicts and self-explanations was cat-
egorised and quantified. Two independent raters rated 20 % of  the video data concerning 
cognitive conflicts and self-explanations. An incident was categorised as a cognitive conflict 
if  a student explicitly expressed disbelief  in the results of  the simulation or real circuits and 
searched for an explanation for the discrepancy between their expectations and the results. 
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A comment or a comment chain that contained domain-relevant articulation concerning 
the behaviour of  a particular virtual or real circuit was categorised as a self-explanation. 
Analogical encoding was defined as an event in which the students linked and made explicit 
translations between the simulation and the real circuits. Because there was no attempt to 
compare any conditions (analogical encoding can take place only in the combination condi-
tion), instances of  analogical encodings were not categorised nor quantified.

The video data provided clear evidence about the existence and the benefits of  analogi-
cal encodings in the combination environment. The students clearly benefited from the fact 
that they could compare simultaneously virtual and real circuits. In some cases analogical 
encoding between two representations enabled students to gain deeper and more gener-
alised understanding when they discovered that the same rule applied to both representa-
tions; in other cases one of  the representations served as a point of  reference that helped 
and guided students to interpret and understand the second representation. The results 
showed no differences in the amount of  cognitive conflicts and self-explanations between 
the combination and simulation conditions, thus ruling out the possibility that these two 
factors could explain the success and superiority of  students using simulations and labora-
tories together. On the other hand, a nascent trend suggesting that those students who used 
the combination seemed to generate more self-explanations than the students who used 
only the simulation was observed among those students who received only implicit instruc-
tion (CI vs. SI; cf. Study II above). Overall the amount of  cognitive conflicts was lower than 
expected—in all conditions only about a quarter of  the students experienced a conflict and 
only one student experienced more than one conflict. This finding suggests that it can be 
beneficial to try to promote students’ conceptual understanding of  electrical circuits at the 
early elementary school level because they do not yet have deeply rooted misconceptions 
that could hamper teaching and learning, as is often the challenge with more experienced 
learners. 

4.4.	 Study IV

Jaakkola, T. & Nurmi, S. (2008). Instructional Effectiveness of  Learning Objects. In 
L. Lockyer, S. Bennett, S. Agostinho & B. Harper (eds.) Handbook of Research on 
Learning Design and Learning Objects: Issues, Applications and Technologies (pp. 
532-552). New York: Information Science Reference.
The main aim of  the Study IV was to obtain an aggregated overview of  the learning out-
comes of  Studies I and II (or Experiments I and II), that is, to investigate the relative ef-
fectiveness of  laboratories, simulations, and simulation-laboratory combination when the 
results of  Studies I and II are combined. Instead of  focusing only on the results of  indi-
vidual studies, it is more beneficial to investigate the impact of  identical parameters across 
the studies simultaneously: By combining the results from individual studies we increase the 
sample size, which allows us to make firmer conclusions and detect more easily statistical 
differences. The second aim of  the Study IV was to explore the relationship between the 
learning environments and students’ prior knowledge, that is, whether laboratory, simula-
tion, and laboratory-simulation environments have specific learning impact among students 
with low or high prior domain knowledge. 

The results from Studies I and II were combined and analysed using common meta-an-
alytic techniques. As far as the main aim is concerned, the results showed that the students 
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in the simulation-laboratory combination environments outperformed the students work-
ing only in the laboratory environment and those working only in the simulation environ-
ment. The margin by which the students in the combination environment outperformed 
the students in the laboratory environment was large: 91% of  the students studying elec-
tricity in the combination environment did better in the post-test than the average student 
in the laboratory environment. The magnitude of  the effect by which the students in the 
combination environment outperformed the students in the simulation environment was 
between medium and large: 76% of  the students in the combination environment did bet-
ter than the average student in the simulation environment. Seventy percent of  the students 
in the simulation environment did better in the post-test than the average students in the 
laboratory environment. However, this result has to be treated as approximate and it needs 
further verification, as the difference between the two conditions did not reach the level of  
statistical significance.

The aggregated results further showed that, overall, students seemed to benefit from 
combining simulations and laboratories regardless of  their level of  prior knowledge, that is, 
students with either low or high prior knowledge who studied circuits in the combination 
environment outperformed their counterparts who studied in the laboratory or simulation 
environment alone. The effect seemed to be slightly bigger among the students with low 
prior knowledge. However, more detailed inspection of  the results showed that there were 
considerable differences between the studies regarding how students with low and high 
prior knowledge benefited from the combination: In Study I, especially students with low 
prior knowledge benefited from the combination as compared to those students who used 
only the simulation, whereas in Study II, only students with high prior knowledge seemed 
to benefit from the combination relative to the simulation group. Regarding the differences 
between simulation and laboratory groups, the benefits of  using a simulation seemed to be 
slightly higher among students with high prior knowledge.

Study IV also included results from two additional studies that were conducted in a 
drill-and-practice context and in different domains (language and mathematics: grammar 
and fractions). In these studies, the learning outcomes of  those students who studied in a 
computer-based learning environment were contrasted with the outcomes of  those who 
studied the topics in a more traditional paper-and-pencil context. Aggregated results of  
these studies showed that higher learning outcomes were gained in the paper-and-pencil 
environment. These results suggest that inclusion of  computer-based instruction seems to 
fit better in inquiry contexts than in drill-and-practice contexts.
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5.	 Main findings and discussion

The focus of  the present work was on 10- to 12-year-old elementary school students’ con-
ceptual learning outcomes in science in two specific inquiry-learning environments, labora-
tory and simulation. The main aim was to examine if  it would be more beneficial to combine 
than contrast simulation and laboratory activities in science teaching. In the introduction it 
was argued that the status quo where laboratories and simulations are seen as alternative or 
competing methods in science teaching is hardly an optimal solution to promote students’ 
learning and understanding in various science domains. It was hypothesised that it would 
make more sense and be more productive to combine laboratories and simulations. Several 
explanations and examples were provided to back up the hypothesis. 

In order to test whether learning with the combination of  laboratory and simulation 
activities can result in better conceptual understanding in science than learning with labo-
ratory or simulation activities alone, two experiments were conducted in the domain of  
electricity. In these experiments students constructed and studied electrical circuits in three 
different learning environments: laboratory (real circuits), simulation (virtual circuits), and 
simulation-laboratory combination (real and virtual circuits were used simultaneously). The 
results of  the experiments were presented in four empirical studies. Three of  the studies 
focused on learning outcomes between the conditions and one on learning processes.

The results of  the four empirical studies provide clear support for the hypothesis con-
cerning the (additional) benefits of  combining laboratories and simulations. The results of  
Study I showed that studying electrical circuits in the simulation–laboratory combination 
environment improved students’ conceptual understanding of  electrical circuits more than 
studying circuits in simulation and laboratory environments alone. Although there were no 
statistical differences between simulation and laboratory environments, the learning effect 
was more pronounced in the simulation condition where the students made clear progress 
during the intervention, whereas in the laboratory condition students’ conceptual under-
standing remained at an elementary level after the intervention. In Study II it was observed 
that when the students were working with the simulation alone, they were able to gain a 
significantly greater amount of  subject knowledge when they received metacognitive sup-
port (explicit instruction) for the discovery process than when they received only proce-
dural guidance (implicit instruction). However, this additional scaffolding was not enough 
to reach the level of  the students in the combination environment. A surprising finding 
in Study II was that instructional support had a different effect in the combination en-
vironment than in the simulation environment. In the combination environment explicit 
instruction did not seem to elicit much additional gain for students’ understanding of  elec-
tric circuits compared to implicit instruction. Instead, explicit instruction slowed down the 
inquiry process substantially in the combination environment. In other words, it could be 
concluded that explicit instruction was not beneficial or harmful for the learning outcomes 
in the combination environment, but it reduced learning efficiency considerably. Aggre-
gated results (Study IV) of  Studies I and II showed that on average, 91% of  the students in 
the combination environment scored above the average of  the laboratory environment, and 
76% of  them scored also above the average of  the simulation environment. Seventy percent 
of  the students in the simulation environment scored above the average of  the laboratory 
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environment. These results highlight the benefits of  using simulation along with hands-on 
laboratory activities to promote students’ understanding of  electricity. It can be concluded 
that when teaching students about electricity, the students can gain better understanding 
when they have an opportunity to use the simulation and the real circuits in parallel than if  
they have only the real circuits or only a computer simulation available, even when the use 
of  the simulation is supported with the explicit instruction.

Study III investigated from video data learning processes in simulation and simulation-
laboratory combination environments, in order to find out possible explanations for the 
success of  the combination. The video data provided clear evidence about the benefits 
of  studying with and from two different but overlapping external representations simulta-
neously. Mostly the representations complemented each other, that is, one representation 
helped students to interpret and understand the outcomes they received from the oth-
er representation. However, there were also instances in which analogical encoding took 
place, that is, situations in which the slightly discrepant results between the representations 
‘forced’ students to focus on those features that could be generalised across the two rep-
resentations. No statistical differences were found in the amount of  experienced cognitive 
conflicts and self-explanations between simulation and combination conditions, though in 
self-explanations there was a nascent trend in favour of  the combination. There was also a 
clear tendency suggesting that explicit guidance increased the amount of  self-explanations. 
Overall, the amount of  cognitive conflicts and self-explanations was very low. 

5.1.	 Theoretical implications 

The results of  the empirical studies have important theoretical implications for science 
teaching literature. The results extend current understanding of  how to use laboratories and 
simulations effectively in science teaching. Laboratories and simulations have been tradition-
ally considered as competing and mutually exclusive methods in science teaching. However, 
the results of  the present empirical studies suggest that it is more beneficial to combine 
than contrast laboratory activities in science teaching, as the combination of  simulation and 
laboratory activities can promote students’ conceptual understanding more effectively than 
laboratories and simulations alone. In other words, laboratories and simulations should be 
treated and used in science education as representations that complement one another and 
help students to gain better understanding of  scientific concepts and phenomena.

There have been other attempts to examine the potential of  combining laboratories 
and simulation in science teaching (Campbell et al. 2002; Ronen & Eliahu, 2000; Zacharia, 
2007; Zacharia et al., 2008), but these studies have suffered from methodological shortcom-
ings that have left plenty of  room for alternative explanations. For instance, none of  the 
studies included a ‘pure’ simulation condition as a control for the combination condition. 
Consequently, it is impossible to judge whether it was the combination of  laboratory and 
simulation activities or merely the simulation that caused the positive learning effect in these 
studies. Furthermore, this defect prevented the studies from assessing the effectiveness of  
the combination relative to using a simulation alone. The design of  Study I included both 
‘pure’ laboratory and ‘pure’ simulation conditions as controls for the combination condi-
tion. Consequently, the outcomes of  Study I can be considered as the first unambiguous 
evidence on the benefits of  combining laboratory and simulation activities in science educa-
tion as compared to learning with laboratories and simulations alone.
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Investigation of  students’ learning processes in Study III was able to identify particular 
learning mechanisms that can explain why learners benefited from the combination learning 
environment. Mostly the two representations complemented each other, that is, one rep-
resentation helped students to interpret and understand the outcomes they received from 
the other representation (Ainsworth, 2006; Kurtz et al., 2001). However, there were also in-
stances where analogical encoding took place, that is, situations were the slightly discrepant 
results between the representations ‘forced’ students to focus on those features that could 
be generalised across the two representations (Gentner et al., 2003; Thompson, et al., 2000). 
There is also a reason to assume that the success of  some students in the combination en-
vironment was not based so much on the interaction and encoding between two represen-
tations, as it was based on the constant availability of  both representations, which ensured 
that the students could always learn with their preferred representation (Tabachnek-Schijf  
& Simon, 1998). Furthermore, there was no evidence that the success of  the combination 
environment would be due to mistrust concerning the authenticity or the trustworthiness 
of  the simulation (cf. Hennessy & O’Shea, 1993; Ronen & Eliahu, 2000; Srinivasan et al., 
2006). In other words, there is no evidence that the students in the combination environ-
ment outperformed the students in the simulation environment because they could test 
with real equipment that the laws and principles of  simulation also apply in reality. Overall, 
only a few students experienced any kind of  cognitive conflicts during the interventions 
phase, and except one occasion (excerpt 1 in Study III), none of  the conflicts were explicitly 
related to the functioning of  the simulation itself. Had there been a trust issue, many more 
simulation related cognitive conflicts should have taken place.

Finally, the results also extend current understanding of  learning with multiple represen-
tations. Previous studies concerning learning with multiple representations have involved 
invariably older students; the present research has shown that use of  multiple representa-
tions can be beneficial even among elementary school students with no prior formal experi-
ences in the target domain. To paraphrase Gentner and her colleagues (2003), present find-
ings suggest that learning with and from multiple representations can be illuminating even 
among completely novice students and in situations when neither of  the representations is 
well understood. Furthermore, the present results also suggest that the theories of  learning 
with multiple representations, which originate from the research that has invariably involved 
learning from text and pictorial representations (e.g. Gentner et al., 2003; Gick & Holyoak, 
1983; Kalyuga et al., 1998; Kollofel et al., 2009; Rasch & Schnotz, 2009), can be generalised 
to other type of  learning environments as well. 

5.2.	 Practical implications 

The results of  the four empirical studies have important implications for practice. First 
and foremost, the present results suggest that when teaching students about electricity, the 
students can gain better understanding when they have an opportunity to use the simulation 
and the real circuits in parallel than if  they have only real circuits or a computer simulation 
available. It is reasonable to assume that this recommendation can be applied to other sci-
ence domains as well (cf. Zacharia et al., 2008).

If  a teacher needs to make a choice between a simulation and real circuits and his/her 
aim is to improve students’ conceptual understanding, there are multiple reasons to select 
a simulation. Review of  various empirical findings in chapter 1 showed rather unanimously 
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that learning with simulations produces at the minimum equal and occasionally even bet-
ter learning outcomes as compared to learning with real equipment. Although Study I was 
unable to detect statistical differences between laboratory and simulation conditions, the 
learning effect was still more pronounced in the latter condition. During the intervention 
of  Study I, it was observed that students also encountered more problems in the laboratory 
condition. Similar problems have been also reported in other studies (e.g. Finkelstein et al., 
2005). Virtual learning environments offer also practical advantages over laboratories (cf. 
Klahr et al., 2007).

Simulations are suitable for young and inexperienced learners. The participants of  the 
empirical studies were elementary school students with no prior formal experiences with 
electrical circuits. As the overall learning gains in the simulation environments were positive, 
it can be concluded that simulations are suitable even for young and inexperienced students. 
However, the effectiveness of  simulations can be increased by conducting simultaneously 
corresponding experiments with real equipment. In the case where only a simulation is 
available, teachers should pay careful attention to the design of  the instructional support. 
Pure procedural support is insufficient to promote learning of  conceptual knowledge; the 
students should also be guided in terms of  what they should focus on (cf. de Jong, 2006; de 
Jong & van Joolingen, 1998).

It can be beneficial to try to promote students’ conceptual understanding of  electrical 
circuits at the early elementary school level because they do not yet have deeply-rooted 
misconceptions that could hamper teaching and learning. Results of  Study III showed that 
students’ overall resistance to change was relatively low because this was their first formal 
introduction to electric circuits and their initial models concerning electrical circuits were 
mostly immature and fragmentary. The fragmented nature (cf. diSessa, 1993) of  the stu-
dents’ initial models in the present study becomes evident when we look at the reliability 
of  the subject knowledge assessment questionnaire in Study II: Cronbach’s alpha for the 
pre- and post-test was .667 and .822, respectively. The lower pre-test alpha level means that 
the students’ knowledge of  electricity was less accurate and systematic before the interven-
tion than after the intervention. In other words, at this early stage of  science learning, the 
students seem to have some correct prior knowledge about the functioning of  electrical 
circuits, but that knowledge is incomplete. Consequently, learning could be regarded more 
as gap filling or enriching than as conceptual change (Chi, 2008). If  we consider the pro-
portion of  correct conceptual models and the amount of  progress in Studies I and II, this 
finding suggests that it is indeed beneficial to try to promote students’ conceptual under-
standing of  electric circuits as early as the elementary school level. At this early stage of  
science learning the students do not have deeply-rooted misconceptions because their ideas 
about the functioning of  electrical circuits are not yet coherent and consistent. Once the 
students acquire more experiences with the electrical circuits, and their ideas become more 
coherent, their resistance to new ideas increases accordingly (e.g., McDermott & Shaffer 
1992; Reiner et al., 2000).

5.3.	 Challenges for future studies

The present set of  studies is one of  the few attempts to explore the potential of  combining 
laboratory and simulation activities in science education and the first empirical study that 
has been able to demonstrate unambiguously the effectiveness of  the combination. Conse-
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quently, the study needs to be taken as an exploratory study calling for further replications 
with various extensions. The present studies were conducted in the domain of  electricity 
and in the elementary school context. It remains to be seen whether further studies will yield 
similar results in different school levels and domains.

A future study could also investigate how different ways of  combining simulation and 
laboratory activities affect the learning processes and outcomes. Present studies have em-
phasised the importance of  using the simulation and the real circuits in parallel. The dis-
tinctive and innovative feature of  the parallel combination is that each experiment is con-
ducted with real and virtual equipment in a row. The rationale for the parallel combination 
is that when both representations are simultaneously available it is easier for the students to 
build cognitive links over the representations. However, Zacharia (2007) with his colleagues 
(Zacharia et al., 2008) has reported similar results, that is, results that favour combining 
simulation and laboratory activities with a sequential combination; laboratory activities in 
the first part of  the intervention (no simulation) and simulation activities in the second part 
(no laboratory). This means, under the assumption that these results were truly caused by 
the combination (cf. sections 1.2.4. and 5.1.), that students benefited from the use of  two 
different representations even without having the representations available at the same time. 
It still seems plausible that it would be easier to relate two synchronously available represen-
tations (parallel combination) than two asynchronously available representations (sequential 
combination) (cf. Ainsworth, 2006; Gentner et al., 2003; Kurtz et al., 2001). 

Another issue worth exploring is the order of  representations in the combination(s). 
In the present set of  studies the decision to ask the students to construct each circuit first 
with the simulation was based on the assumption that constructing virtual circuits is easier 
than real circuits (cf. Finkelstein et al., 2005), and that the virtual circuit could then serve 
as a point of  reference when the students reconstruct the circuit with the real equipment 
(cf. Ronen & Eliahu, 2000). However, assuming that the students could cope with the chal-
lenges that are related to learning with and from the real circuits (cf. McDermott & Shaf-
fer), reversing this order could make it even easier for the students to relate the real and 
the virtual circuits; for instance, the students could adjust the battery in the simulation to 
correspond with the voltage of  the real battery. These issues could be clarified in studies 
comparing various parallel and sequential combinations of  simulation and laboratory activi-
ties in different school levels and domains.

Finally, a future study with a bigger sample should also investigate how different levels 
and types of  instructional support affect students’ learning performance in the combination 
learning environment. Results of  Study II showed that explicit instruction, which provided 
more support and structure for the inquiry process than implicit instruction, was needed 
when the simulation was used on its own in order to promote students’ conceptual under-
standing, but when the simulation and laboratory activities were combined, a less structured 
environment produced equally good learning outcomes than a structured environment, and 
in the less structured environment learning required less time from students. This finding 
suggests that the relationship between the instructional support and the learning environ-
ment might be more complex when simulation and laboratory activities are combined than 
when a simulation is used alone.
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