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ABSTRACT:

The use of renewable energy as an alternative grsengrce cannot be overlooked at
this present time of unstable price of fossil fuetsnbined with the recent economic
crises. Renewable energy sources are availabtevatlthe world, but their availability
greatly depends on their location. There are séviEehnologies for exploiting
renewable energy sources. These range from wirglteilgigantic CHP power plants.
Many communities are surrounded with renewablegnsources but lack the essential
technologies for tapping them, and due to the pricthe available ones, they are still
avoided by every man. Consequently, the diffusidnrenewable technology is
exploited at low rate.

In this research the use of renewable energy asravation source was tackled by
looking at the meaning of innovation and how the tesues — renewable energy and
innovation — integrate. New knowledge can come ifferént ways: it could be an
improvement on the present technology or a comglet®vel innovative idea.
However, what is new to some people might not lve teeothers. The use of renewable
energy technologies varies and their use dependbeoway the lead user uses these
technologies.

This study discovered how lead users’ experienaesésl to analyze their energy needs
by simulating the available data in proposing tapacity of the CHP power plant and
location of the power plant to the lead users.

KEYWORDS: Renewable energy, Innovation



1. INTRODUCTION

1.1. Background of the study

Energy is one of the essential needs of a functgpiociety. The scale of its use is
closely associated with its capabilities and thalityiof life that members of the society
experience. Worldwide, great disparities are ewidanong nations in the levels of
energy use, prosperity, health, political powed damands upon the world’s resources
(Tester, Drake, Driscoll, Golay & Peter, 2005:2pwéver, threats of global warming,
acidification and nuclear accidents have put thedn® transform the existing global

energy into focus, especially with the growing dedhér energy.

In order to sustain economic growth, our economgngfly depends on large amounts
of fossil fuels such as oil, natural gas, and cbhe use of these fossil fuels has several
negative impacts on the environment, among whiehl@al air pollution and climate
change. Therefore, for several decades, (integmaltigovernments have made plans to
reduce the economy’s dependency on fossil fuelghleysubstitution of alternative
energy sources such as renewable energy sourceewRlgle energy sources are
defined as any energy resource, naturally regesgeraver a short time scale and
derived either directly from the sun (such as theymphotochemical, and photoelectric),
indirectly from the sun (such as wind, hydropovasrd photosynthetic energy stored in
biomass), or from other natural movements and mesims of the environment (such
as geothermal and tidal energy). Renewable energg dot include energy resources
derived from fossil fuels, waste products from fioseurces, or waste products from

inorganic sources (IEA, 2006).

Oil is a very special product. It is not only thend’'s most used energy source, it is
also used as an important basic material in thenpdeeutical chemical industries
(Segtrop, 2006). During the last five years, th&erof crude oil has more than
quadrupled, from merely $15 per barrel to $75, meee, its demand has never been
stable (Segtrop, 2006).



Renewable energy sources contribute to the divemsibn of energy carriers for the
production of heat, fuels, and electricity. Theypnave access to clean energy sources,
they reduce pollution and emissions from convemiiomnergy systems and,
furthermore, they reduce the dependency on fosslsf Examples of such sources are
biomass energy, wind energy, direct use of solargn hydropower, marine energy,
and geothermal energy. In 2000, the share of rellewenergy sources in the total
global energy demand was about 13.3% of the tatergy supply. However, for
western economies this share was much lower: 6.2%heo total energy supply in
OECD countries compared to 22.4% in non-OECD caem{iEA, 2002).

During the last decade we have observed an expglasiention, both in the popular
press and among academics on innovation as a rneareate and maintain sustainable
competitive advantages. Innovation is considereduadamental component of
entrepreneurship and a key element of businessssicthis is becoming even more
evident as we move into a post-capitalist, knowdedgsed society (Johannessen, Olsen
and Lumpkin, 2001). There are business opportsifie industry in terms of
innovating into new technologies and products toetig as well as exploiting the

markets, provided the new product will be sustdimab

1.2. Motivation

| choose to write on using renewable energy ascgoof innovation so as to show my
readers such as students, researchers, decisi@rsnakd investors, that it is possible
that the renewable energy system perspective camtbgrated into the innovation
system perspective. | had the opportunity to be benof a team of students from
different universities and countries on Nordic co@s exchange 2009 (NORDEX
2009) project with diverse knowledge and backgrou@dir goal is to look for
alternative source of energy which must be renesvafir heating and electricity
problems facing greenhouses, companies and mulitgifauilding of a community
called Portom which belongs to Narpes municipaliéar Vaasa here in Finland. | see
this problem-solving as an opportunity to write rhesis on the above topic and

become an expert in renewable energy sources ahddiegies. It will enable me to



have in-depth knowledge about various sources oéwable energy and available
renewable energy technology. It will expose me he trends in research and
development in terms of renewable energy sourcetlamdechnology available. This
study will also contribute to the field of knowleglgespecially for interesting readers
such as students, researchers, academics andstakeholders’ in renewable energy
business.

1.3. Theoretical framework: energy and innovation

The theoretical framework of this thesis will becdising on issues relating to energy
transformation into an innovation system perspectin looking at this, innovation will

be the focal point and how it is diffused with resadble energy by looking at how lead
user of an innovative product can be identifiedd &ow lead user perceptions and
preferences can be incorporated into innovatiomcgsuand emerging needs for new
products, process and services. According to Jassem, Olsen, and Lumpkin (2001),
innovation implies newness. In order to measurevation, it must be understood from

three dimensions: what is new, how new and newhtona?

Bergek (2002) explains that the process by whidew technology emerges, improved
and diffused in society can be studied from a nurobb@erspectives. The neo-classical
economics perspective focuses on how changesativelprices influence technology
choice (Bergek, 2002). Therefore, the rise in theepof fossil fuels is making user of
this fuel to search for an alternative fuel. Insthégard, lead users’ experience will be

used here to explore the source for innovationmemewable energy.

According to von Hippel (1986), accurate undersiragaf user needs has been shown
to be essential to the development of commercallycessful new products. Also lead
users are users whose present strong needs wibimgnant in the market-place for
months or years in the future; hence their rolerigial for future development of new

products.
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1.4. Purpose of research

The purposeof this research is to find solutions to the eggrgoblem encountered by
greenhouse farmers and the building owned by Pommumicipality, by looking at
different types of technology available with regaodrenewable energy and selecting
the best for POrtom and also suggesting the optiotaition for the power plant. This
objective will be achieved by answering the follogiquestions, each of which will

contribute to the purpose:

(a) What is the future of renewable energy in theaghics of innovation?

(b) How has innovation influenced technology diftuswithin the field of renewable

energy technology?

(c) What is the energy problem encountered by drease farmers and the municipality
buildings of Pértom?

(d) How can these greenhouse farmers and inhabitasinthe municipality buildings

solve this problem?

1.5. Research methods

There are different types of research methods egdglk to research data collection and
analysis. The adopted method mostly depends omptbkelem and researchers are

always searching for the best outcome.

Akkanen (2007) explained four types of researchhout based on the research
approach by Kasanen et al (1991). According to Alkka(2007) these methods as
describe in the Figure 1 below are: Concept AnedytiNomotetic, Decision-making

methodology and constructive approach.
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Theoretical Empirical
Descriptive Concept Nomotetic
Analytic Approach
Approach
Operation
Analytic —
Decision-making Approach
Nomatlve Methﬂ dOIOg}'
Approach _
Constructive
Approach

Figure 1. The relative position of business economics reseapproaches (Akkanen,
2007: 11).

Concept analytical approach is a research methed te improve concept systems.
Concept systems are needed to describe, clariignge and indentify new issues. As
new terminology is emerging, also new concept systnd old terminology are

becoming new (Akkanen, 2007: 10-12).

Nomotetic approach is both empirical and descrgptasearch approach. This method is
used to find casual connections between featuréscamelation in material observed.
This material is collected from large populationhigh is processed by statistical

methods.

Decision-making methodological approach concernsth widevelopment of a
mathematical model, which are used by an orgaoizatvhen making decisions.
Materials used to form information dependency «f thodel are generated through the
data base of an organization. These dependencambkim®e with logic to form models

and then describe the subject, which is the tarfyite research.
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Operation analytical approach is an approach usedpfoblem-solving, decision-
making process, development and remodelling presesMaterial used for this

approach is empirical data or information.

Constructive approachs normative problem solving research method. Itg@al
oriented, creating innovations, working on an empevel and making sure that the

solution works also in practice.

The research approach to this thesis will be basethe information received from
greenhouse farmers, which is an empirical typenfafrmation. The operation analytical
approach will be used to solve the energy problefithe greenhouse farmers, to help
energy decision-making processes and to developdeinthat will be useful for future

power plant planners. The research framework isnsamzed in figure 2.

Theories on
lead user and
diffusion of
innovatior
Goal: to propose
History of a suitable CHP
plant that can
sources of Case, Subject enerate both
renewable =4 4
onoran <«—— heat and
electricity

|

Practice:
uses of
renewable
energy

Figure 2. Research framework (built on Akkanen’s (2007: t@%ic concepts: history,

theory, goal and practice) (CHieans Combined Heat and Poyver
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Based on figure 2 above, give below are explanatisith regards to history, theory,

practice and goal.

History in this context will be looking at the tosy of innovation, energy, renewable

energy sources and renewable energy technologadislale.

For theories, von Hippel’s theory of lead userdidte used to analyse how renewable
energy can be used as an innovation source. Marediision of innovation theory
will as well be used to see how old technologies diffusing and how new

technologies are emerging.

The use of renewable energy technologies variesitatheppends on the availability of

energy sources within the location where the energyeeded.

The goal here means achievements at the end oprtlject. This depends on the
information received from the lead users and aeslys this information’s in order to

achieve the goal. The lead users in this case leegteenhouse farmers and the
occupants in municipality buildings of Pértom. Tlead user’s analysis will be used for

this case scenario.

The practices will be comparing the old paradignd aew paradigm of renewable
energy paradigms in terms of renewable energy U$ese is need for change since the
current energy has not contributed positively ® global environment, the practice will

touch on how the new energy in term of cost hasensathe changes.

Data collection methods will be in form of interwie with the greenhouse farmers,
records on usage of oil, and types of renewablen@ogy used by these greenhouse

farmers.
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2. LITERATURE REVIEW

The purpose of this chapter is to contain theaskframe work which will be focusing
on the study of renewable energy resources anddémdies based on global renewable
resources as shown in table 1 below. This chapiéalso be structure in such a way
that answers to research questions (a) and (bjoxiti part of the literature review.

2.1. Renewable energy

Global renewable energy markets have grown tremesigan the past decade. Few
people realize that some forms of renewable enkagg become big business. Annual
investment in renewable energy was an estimatedb#Bn worldwide in 2002, up
from $6 billion in 1995 (Martinot, 2004). This grtlw has been driven first and
foremost by national and local polices, many ofahheffectively overcome the barriers
that continue to put renewable energy at a conmpetdisadvantage to fossil fuels.
According to market research.com (2009), in 200&centage growth of global
renewable energy was 11.6% with a value of $24i6obijlit is forecasted that by the
year 2012, the global renewable energy market lvaille a value of $398.7 billion, an
increase of 62% since 2007. The global renewal#eggrmarket grew by 3.6% in 2007
to reach a volume of 2,739.9 billion KWh. In 201f2e global renewable energy market
is forecasted to have a volume of 3,216.8 (Mar&s¢arch, 2009).

According to Johansson, McCormick, Neij and Turkegb(2004) renewable energy
sources are highly responsive to environmentaliasand economic goals. Presently,
renewable energy provides about 14 percent of glpbmary energy consumption,
mostly traditional biomass, and about 20 percentelettricity, mostly large-scale
hydropower. However, ‘new’ renewable energy contils only 2 percent of the
world’s primary energy use. Such renewable energyrces that use indigenous
resources have the potential to provide energyicEsvwith zero or almost zero

emissions of both air pollutants and greenhousesjas
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Johansson et al (2009) argued that, natural fldwsreewable resources are immense in
comparison with global energy use. This holds Hotim a theoretical and technical
perspective, however the level of their future wikdepend primarily on the economic
performance of technologies utilising these flodshansson et al (2009) argued that
rapid expansion of energy systems based on renewaidrgy sources will require
actions to reduce the relative cost of new reneeglih their early stages of
development and stimulate the market in this dioectJohansson et al (2009) further
explained that, this expansion can be achieved iging ways to drive
commercialisation, while still taking advantage tbe economic efficiencies of the
marketplace.

Table 1. Global renewable resource base (Exajoules a Yéahe current use of
secondary energy carriers (electricity, heat aredsjuis converted to primary energy
using conversion factors involved). (Johanssom. g2@04: 3)

Technical Theoretical
Resource Current use . )
Potential potential
Hydropower 10.0 50 150
Biomass energy 50.0 >250 2,900
Solar energy 0.2 >1,600 3,900,000
Wind energy 0.2 600 6,000
Geothermal energy| 2.0 5,000 140,000,000
Total 62.4 >7,500 143,909,050

According to Johansson et al (2004), renewableggravurces supply abolig percent

of the world’s primary energy use predominantlyditianal biomass, used for cooking
and heating, especially in rural areas of develpmountries. Large-scale hydropower
supplies about 20 percent of global electricity &sdscope for expansion is limited in
the industrialised world, where it has nearly restciis economic capacity (Johansson
et al, 2004). In the developing world, consideraptgential still exists, but large
hydropower projects often face financial, enviromtag and social constraints and it is
estimated that together ‘new’ renewable (modermias energy, geothermal heat and
electricity, small-scale hydropower, low-temperatgolar heat, wind electricity, solar
photovoltaic and thermal electricity, and marinergyy) contributed about 9 EJ in 2001,

or about 2 percent of the world’s energy use (Jsbam et al., 2004).
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2.1.1. Hydropower

Hydroelectricity is obtained by mechanical convensof the potential energy of water
in high elevations. As it can be seen on tabléhé,total theoretical potential of hydro
energy is estimated at 150 Exajoules a year while technical potential of
hydroelectricity is estimated at 50 Exajoules ary@ahansson et al, 2004). The energy
values and technical values are due to variancainfall and hydro energy is not
evenly accessible. Rainfall may also vary in timesulting in variable annual power
output. Hydroelectricity generation is regardedaasnature technology, unlikely to

advance further but there is room for small-scgt#rdpower advancement.

Johansson et al., 2004, elaborate on the critiostarge dams, modern construction d
and ecological impacts. Johansson et al, 2004 #gered that, the most important
impacts of large dams are the displacement of lagahmunities, particularly
indigenous people, changes in fish population anodiersity, sedimentation,
biodiversity perturbation, water quality standard#&iman health deterioration, and
downstream impacts. The World Commission on Danssdumne substantial work on
this issue and elaborates a comprehensive setofmraendation for the reconciliation
of conflicting demands surrounding large dams. Safmée these recommendations
includes: Gaining public acceptance, comprehensipton assessment, addressing
existing dams, sustaining rivers and dams, susiginvers and livelihoods, recognising
entittements and sharing benefits, ensuring comedéa sharing rives for peace,

development and security.

2.1.2. Biomass power

Biomass is classified as plant, animal manure, @nchunicipality solid waste. Also
belonging to this classification is natural forgstvaste. Biomass resources are
abundant in most parts of the world, and variousroercially available conversion
technologies could transform current traditionad dow-tech uses of biomass to

innovate modern energy. Substantial contributiohiofmass to global energy mix
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depend on the available energy crops and advacbed®gy to do the conversion to
the required form of energy needed. According timadsson et al (2004), a number of
studies show that potential contribution of biomisisthe long run can take a variety of

estimate as shown in table 2 below.

Table 2. Examples of plant biomag3ohansson et al., 2004: 5).

Waste from fores
floor
Bamboo
Palms
leafs

trees an

I tobacco stems and roo
Grass

Bananas, plantains ar
dthe like

Soft stems such 4
pulses and potatoes
Swamp and wate

tfNut shells, flesh
and the like
1dPlants oil cake
Sawmill waste
sindustrial  wood
bark and logging

rwastes

Woody Biomass Non-woody biomass Processed Waste &wssed fuels
Trees Energy crops such asCereal husk andWood charcoal and
Shrubs and scrub | sugarcane cobs residues

Bushes such as Cereal straw Pineapple wasteBriquette and

Coffee and tea Cotton, cassava,and other fruits | densified biomass

Methanol and
ethanol

Plant oils from
palms, rape,
sunflowers and the
like

Producer gas

plants Black liquor from
mills

Municipal waste

Biogas

Biomass is used in traditional ways as fuel fordeholds and small industries but not
in a sustainable manner, and modern industriaesdéabmass applications have
increasingly become commercially available. Howetee biomass challenge is not so
much an issue of availability but sustainable manaant, conversion, and delivery to
the market in the form of modern and affordablergyeservices Table 3 shows the

global estimate for biomass potential and differtgpes of biomass in residue forms together

with their simulation for year to come.
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Table 3. Global estimatdor biomass potential (Johansson et al., 2004: 6) (F&est

residues, CR = crop residues, AR = animal residd&)V = municipal solid waste).

Biomass residue potentially available (EJ/y)
Source| Types of residue Year

1990 2020-2030 | 2050 2100
1 FR, CR, AR 31
2 FR, CR, AR, MSW 30 38 46
3 FR, MSW 90
4 272
5 FR, CR, AR, MSW 217 - 245
6 88
7 FR, CR, AR, MSW 62
8 FR, CR, AR 87
9 Energy crops 660 1118
10 Energy crops 310 396
11 Energy crops 449 703
12 Energy crops 324 485

Bioenergy technology includes all technologies, cmhproduce energy from biomass.
The thesis will be considering those technologastiie supply of heat or electricity,
such as pellet burners, steam boiler and gasificagchnology. This technology varies
in size from small pellet burner of 10kw to boitgrl50MW etc.

Bioenergy is the most widely used renewable soaf@nergy in the world. According
to Johansson et al (2004) and IEA, (2005) bioenergyided almost all global energy
two centuries ago, and still it provides 11% of therld primary energy supplies. A
wide range of environmentally sound and cost-cortipet bioenergy systems are
already available to provide a substantial contrisuto future energy needs. Solid
biomass is widely used as biomass-fired heatintgesysespecially in colder climates.
In developing countries the development and intetidn of improved stoves for
cooking and heating has a big impact on biomass @senbustion of biomass to
produce electricity is applied commercially in marggions. The globally installed

capacity to produce electricity from biomass isneated at 40 GW(e).

Large variety of raw materials and treatment pracesl make the use of biomass a
complex system that offers a lot of options. Biosnasergy conversion technologies
can produce heat, electricity and fuels using salich as pellet burners, liquid such as
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steam boiler and gas such as gasification techgolégirthermore, anaerobic digestion
of biomass has been demonstrated and applied canatherwith success in many
situations and for variety of feedstock’s includingganic domestic waste, organic
industrial waste, manure, and sludge. Large adwhagstems have been developed for
wet industrial waste (Johansson et al., 2004).

Omer (2006), agued that biogas not only provided, fbut is also important for
comprehensive utilisations of biomass forestrymatihusbandry, fishery, agricultural
economy, protecting the environment, realising @dtural recycling, as well as

improving the sanitary conditions, in rural areas.

Gasification is based on the formation of a fued,gaostly COand H by partially
oxidising raw solid fuel at high temperature in theesence of steam or air. The
technology can use wood chips, groundnut sheltgarscane bagasse, and other similar
fuels to generate capacities from 3 to 100 KW. Adow to Omer, (2006), three types
of gasifier designs have been developed to makeiude diversity of fuel inputs and
to meet the requirements of the products gas ougpah as degree of cleanliness,

composition, heating value etc.

2.1.3. Solar power

Omer (2006) explains the difficulty in availabiligf data on solar radiation. Even in
developing countries, very few weather stationsehiasen recording detailed solar data
for a period of time long enough to have statistgignificance. Two of the most
essential natural resources for all life on thaheand for man’s survival are sunlight
and water. Omer, (2006) agued further that, sunlggthe driving force behind many of
the renewable energy. The worldwide potential fidrsing this resource, both directly
by means of the solar technologies and indiregtlyneans of biofuels, wind and hydro

technologies is vast.

Solar energy has immense theoretical potential that amount of solar radiation

intercepted by the Earth is much higher than angiadal energy use (Nakicenovic,
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Grubler and McDonald, 1998). Large-scale availgbidif solar energy depends on a

region’s geographic position, typical weather ctinds, and land availability.

According to Nakicenovic, et al (1998) with regaal primary assessment on solar
energy as shown on table 4 below, the energy bef@econversion to secondary or
final energy was estimated. Nakicenovic, et al 8)9%Xplains further that, the amount
of final energy used greatly depends on the efficyeof the conversion device used

(such as the photovoltaic cell)

Table 4. Solar energy potential (Goldemberg, 2004:30 origsmaurce: Nakicenovic et

al., 1998).
Region Minimum Exajoules Maximum Exajoules
North America 181 7,410
Latin America and 112 3,385
Caribbean
Western Europe 25 914
Central and Eastern Europe 4 154
Former Soviet Union 199 8,655
Middle East and North 412 11,060
Africa
Sub-Saharan Africa 371 9,528
Pacific Asia 41 994
South Asia 38 1,339
Centrally planned Asia 115 4,135
Pacific OECD 72 2,263
TOTAL 1,575 49,837

Solar energy is versatile and can be used to genelectricity, heat, cold, steam, light
ventilation, or hydrogen. There are several factbeg determine the extent to which
solar energy is utilized, and these include thelaviity of efficient and low cost

technologies, effective energy storage technolpgmsd high-efficiency end-use

technologies.

Photovoltaic’'ssystem is one technique used to produce elegthgitdirect conversion

of solar light to electricity. Current operatingpe&ity of solar photovoltaic (PV) is
estimated at 1.1 GW (electricity) with efficiencl/ 12 to 15 which is likely to increase
to 12 to 20 percent in the year 2020 and up to &@gmt or more in the longer term
(Johansson et al, 2004, IEA, 2007).
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Solar thermalsystem is also another mode of electricity gemegasystem which
utilised high temperature from the sun. Examples sofar thermal electricity
technologies are parabolic trough systems, pamlubdh systems, and solar powers
towers surrounded by a large array of two-axiskirag mirrors reflecting direct solar
radiation onto a receiver on top of the tower. Tt&l installed capacity is currently
about 0.4 GW (electricity) (Johansson et al, 2004).

According to Johansson et al (2004plar thermal heatapplication can be used to

generate electricity by using the world’s low aneédium temperature estimated at
about 100 EJ a year. Solar technologies do notecamsssions during operation, but
they do cause emission during manufacturing andilplgson decommissioning, unless
produced entirely by solar breeders. The most owatsial issue for photovoltaic (PV)

systems is weather the amount of energy requiredaioufacture a complete system is
smaller or larger than the energy produced ovdettme, although the energy payback
time for PV system is 3 to 9 years and this is etgmeto reduced 1 to 2 years in the

longer term.

2.1.4. Wind power

Wind turbines transform the kinetic energy of th@dvto electricity via the blades and
a generator. The size of the design depends omyfigeof generator and the control
method adopted (Bergek, 2002). The utilisationredrgy from renewable sources, such
as wind, is becoming increasingly attractive andbmng widely used for the
substitution of oil-producing energy and eventually minimise atmospheric
degradation. Wind energy is non-depleting, nonytioly and a potential source of the
alternative energy option. Wind power supplied agpnately 40Thw electricity in the
world in 2000 and wind and power could supply 12fglobal electricity demand by
2020 (Bergek, 2002; Omer, 2006.)

A region’s mean wind speed and its frequency distron have to be taken into

consideration in order to calculate the amountletecity a wind turbine is capable of
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producing (Johansson et al, 2004). Table 5 belawwshannual average of wind power

density exceeding 250 to 300 watts per square raes@ metre high.

Table 5. Estimated annual wind energy resources. (Johanssah 2004:10 adapted
from Goldemberg, 2002) (Note: The energy equivalentalculated based on the
electricity generation potential of the referencgmirces by dividing the electricity
generation potential by a factor of 0.3, this vaisighe efficiency of wing turbines,

including transmission losses, resulting in a pryrestimate).

Land surface with Wind energy resources without
. Sufficient Wind condition land restriction

Region Thousands of

Present Kkm? TWh Exajoules
North America 41 7,876 126,000 1,512
Latin America and | 18 3,310 53,000 636
Caribbean
Western Europe 42 1,968 31,000 372
Eastern Europe 29 6,783 109,000 1,308
And former
Soviet union
Middle East and 32 2,566 41,000 492
North Africa
Sub-Saharan 30 2,209 35,000 420
Africa
Pacific Asia 20 4,188 67,000 804
China 11 1,056 17,000 204
Central and 6 243 4,000 48
South Asia
Total 229 30,199 483,000 5,796

There are modern electronic components, which nmakevators to control output and
produce excellent power quality and this developmmakes wind turbines more
suitable for integration with electricity infrastture and ultimately for higher
penetration. According to Johansson et al., 20@ret has been gradual growth in the
size of wind turbine commercial machine, from Wihtts of generating capacity in the
1970s with a diameter of 10 metres to 5 megawaite W10 to 120 metres and
designers are still researching for better innavain this direction. The current market

demand have driven the trend towards larger winoirtes through economies of scale,
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offshore development are shown in table 6 below.

Table 6. European offshore wind resources (Johansson &08¥:11; adapted from

EWEA and Greenpeace, 2002) (Note: Figures showirigyg production in TWh per

year.)
Water depth | Up to 10km offshore Up to 20km offshore | Up to 30km offshore
10m 551 587 596
20m 1,121 1,402 1,423
30m 1,597 2,192 2,463
40m 1,852 2,615 3,028

The most negative environment impacts of wind tetdgies are acoustic noise
emission, landscape, bird behaviours’, moving sthadahich are caused by the wind

mill rotor and electromagnetic interference witlicg television, and radar signals.
2.1.5. Geothermal power

Geothermal energy consists of thermal energy stamethe earth’s crust. Mostly
geothermal resources depend in part on the spegifiication or energy service that is
provided and the sources, transportation mechawisgeothermal heat is unique to
geothermal energy (Tester, et al.,, 2005). Geotheenargy has large theoretical
potential but only small quantity can be classifeedresource and reserves as shown in
table 1. Geothermal energy is available as otheewable energy but it is widely
scattered (Johansson et al., 2004). Global potenfiageothermal can be survey

according on regional bases as shown in table 7.
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Table 7. Annual Geothermal Potential by Region (Johanssah,e2004)

Region Million Exajoules Percentage
North America 26 18,9
Latin America and Caribbean 26 18,9
Western Europe 7 5,0
Eastern Europe and former 23 16,7
Soviet Union

Middle East and North Africa 6 45
Sub-Saharan Africa 17 11,9
Pacific Asia 11 8,1
China 11 7,8
Centrally planned Asia 13 9,4
TOTAL 140 101.2

Geothermal technology use is in two fold: electyigiroduction and direct application.
Johansson, et al 2004, estimate conversion eftigiei geothermal power plants at
about 5 to 20 percent while global installed cafyais 8 GW(e) generating about 53
TWh of electricity per year (Johansson et al., 30@4rect application of geothermal
can be use in a various way such as space heatthgamling, industry, greenhouses,
fish farming, and health spas. Geothermal utilizxisting technology and is also
straightforward. It is used in United State of Amar Italy, Turkey, Germany, Mexico,
Indonesia, Japan, and New Zealand. Direct useathgamal has a capacity of about 16
GW deliveries 55 TWh of heat per year (Johanssoal.et2004). Geothermal fluids
contain a variety quality of gas, largely nitrogand carbon dioxide with some
hydrogen sulphide and smaller proportions of mgrcammonia, boron, and radon,

most of these chemicals are not harmful (Johanssah, 2004:13).

2.1.6. Summary: renewable energy forms

Global renewable energy markets have grown tremesigan the past decade. This
growth has been driven first and foremost by nati@md local policies, many of which
effectively overcome the barriers that continu@ib renewable energy at a competitive

disadvantage to fossil fuels.

Natural flows of renewable resources are immensapaoed to global energy use.

Renewable sources supply 14 percent of the wonhdgey energy use such as biomass.
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Large-scale of renewables, such as hydropower, \sugdput 20 percent of global

electricity. There are also modern biomass eneggggthermal, solar heat, wind, solar
photovoltaic and marine energy sources. All of ¢hetated renewable energy forms,
contributed about 9EJ and about 2 percent of thedivenergy use in 2007 and their
supplies can be innovatively improved in order &vdna competitive advantage over

fossils fuels.

2.2. Innovation

In order to understand the meaning of innovatioms worth-while to look at it from
different perspectives while also keeping attentardifferent opinions of some notable
scholars in the field of innovation. There are was definitions of “innovation” that
appear in the literatures. This section of the ithegll be comparing some major
definitions. According to Organisation for Economo-operation Development
(OECD) (1997), Joseph Schumpter, an economist,ne@fiinnovation from five
different views:

1. introduction of new product or a qualitative chamngean existing product;
process innovation new to an industry;
the opening of new market;

development of new sources of supply for new malteri other inputs;

ok~ 0N

changes in industrial organisation.

With regards to Schumpter definition, technologigadduct innovation involves either
a new or improved product whose characteristickedigignificantly from previous

product.The characteristics of the product may differ doaise of new technologies,
knowledge or materials. Also technological prodes®vation is the adoption of novel
or significantly improved production methods, metb@f product delivery. The word

“new” or “improved” applies to a firm: even thougie new method adopted is being
used by others this still represent innovation fion that adopted the new method.
Therefore, innovation involves both creation of rnevewledge, as well as the diffusion
of the existing knowledge; precisely innovationnist easy to define. However, it is
believed that innovation can be used to maintastastable competitive advantages
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(Young, 1994; Darzin and Schoonhoven, 1996; anddai985) and innovation goes
down to the concept of newness as mentioned albve. important to note that
innovation is not the same as change — ratheratasncept of newness and it depends

on which perspective one is looking at its meaning.

Focusing on innovation from firm-level, innovatican be defined as the application of
new ideas to the products, processes or any ofipectof a firm’s activities (Roggers,
1998). Roggers claims that his definition looks @en and to be precise about
innovation definition, it involves some consideoatiof number of issues. Roggers

outlines those issues by comparing the definitmiianovation by OECD.

Innovation can be defined as any new, improved gomdservice, which has been
commercialised, or any new or substantially imprbpeocess used for the commercial

production of goods and services.

In his own contribution, Philips (1997) distingueshbetween technological innovation
and non-technological innovation which includes elowarketing strategies and
changes to management techniques or organisastmature. In Philips’ explanation a
firm is defined as technologically innovative firtif,at least one product is introduced
or substantially improved or process in a three peaiod. While a non-technologically
innovative firm was defined as a firm having intuedd one of the changes mentioned

above.

Covin and Miles, as sited by Johannessen et @Q1(2 considered innovation as a
fundamental component of entrepreneurship. Alstheir own contribution, Nonaka
and Takeuchi (1995) saw innovation as an impoe&erhent of business success.

Jacobson (1992) contributed to innovation definitmy looking at it from knowledge
perspective; Jacobson defined innovation as comtimiwchange of state of knowledge
which produces new knowledge equilibrium and, whalso produce new profit
opportunities. Jacobson argued further that the odtchange is increasing due to
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exponential advancements in technology, frequerftssm the nature of customer

demand, and increased global competition.

D’Aveni (1994) supported the opinion of Jacobso@9() as sited by Johannessen et al
(2001) and characterized innovation as situatiarin sas hyper-competition and as we
move into a more knowledge-based society, an isarganumber of industries and
firms are likely to face such hyper-competitive ditions. Hence, the unending and
increasing stream of knowledge that keeps markeplan perpetual motion will
require companies to focus even harder on beingvetive in order to create and

sustain competitive advantages” (Johannesser?€04l.20).

Gibbons, Limoges, Nowotny, Schwartzman, and Tro984) defined innovation based
on individual organizational level as the applioatiof ideas that are new to the
organization, whether the new ideas are incorpdrat@roducts, processes, services, or
in work organisation, management or marketing syste However, for Dbetter
understanding of innovation, it was discovered thedrly all definitions given above
focus on the concept of newness. Slappendel (188§)e that the perception of
newness is essential to the concept of innovatsom serves to differentiate innovation
form change. According to Johannessen’s et al (R80dgestion on isolation of useful
definition and measurement of innovation, three mesg related questions needs more
explanations: “what is new, how new, and new to mRAbd Johannessen et al (2001)
explain also that for better understanding of tiet of innovation concepts, the
following innovative activities need more studi€s) new products, (2) new services,
(3) new methods of production, (4) opening new rek(5) new sources of supply and

(6) new ways of organising.

2.2.1. Innovation as newness

Almost all the innovation mentions above focus aveity and newness, however,
Johannessen et al., (2001) argued that most afittedy-used definitions of innovation
focus on novelty and newness. According to Eurog@ammission’s (1995: 9) Green
Paper on Innovation defines innovation as “the sssful production, assimilation and
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exploitation of novelty in the economic and so@pheres”. Nohria and Gulati (1996)
also defined innovation as a new strategy adopteranization manager toward
innovating a product or services. Damapour (1996)5defined innovation as “the
generation, development, and adoption of novel ioleahe part of the firms while
Zalman, Duncan, and Holbeck (1973: 10) defined wation as “any idea, practice, or
material artefact perceived to be new by the relewmit of adoption”. According to
Johannessen et al., (2001), all of the above diefirsi never agreed on the basic
questions about the nature of newness: what is hew,new, and new to whom? For
better understanding of these basic questions, equired some performance

measurement of innovation.

2.2.2. What is new?

In other to understand the true meaning of innowatirom newness perspective,
Johannessen et al, (2001) argued that newnesamfadtion can be found from analysis
of innovation from previous studies. Performanceaofy economic depends how
frequent new ideas are introduced in products aratgsses improvement. This
measurement performance of newness is weak andiesrgome deficiency between
definition and measurement, hence, the operatzatédns and measurement of
innovation in prior research provide little guidanto the question “what is new?”
However, Kirzner (1976; 1985) in Johannessen et(2001), concluded that to
“‘operationalize what is new in a better way, it ueg innovative activities across

broadly-defined relevant units of adoption

2.2.3. How new?

Different approaches have been used to addresssiine of how new, that is, the degree
of newness that constitutes an innovation (Johaemeset al, 2001). Gersick, (1991)
focuses on the degree of newness by considering igbees of revolutionary
innovations. Linton (2007: 18) describes revolugigninnovation as innovation “build
on the past and sustain the existing set of pramlueind technological skills in use in

firm”. The invention of the combustion engine ar®M's introduction of the DOS
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operating system are examples of revolutionary wations. There are patterns of

changes in historical time scale on innovationlasned by Johannessen et al (2001).

However, Drazin and Schoonhoven (1996) noted thateimergence of a new design
lead to additional innovation, bringing new appiteg and technologies in its wake.
Johannessen et al (2001) explain that the pac&-gedtor has been very high within
existing technological regimes. It is also notedtththe issue of differences in
incremental and radical innovation are also reczgghiin studies of innovativeness
(Johannessen, et al, 2001). According to LintorO{20nnovation is often described as
either being radical or incremental. Hage (198Q0)eajgthat innovations vary along a
continuum from incremental to radical. Dosi (19&%)d Dewar and Dutton (1986)
claim that radical has been linked to revolutionamovations, whereas incremental is

linked to innovation with a paradigm.

Linton (2007) explain that incremental innovatiavery easy for an organisation to
implement and become part of the organisationdirrepand because it required little
modification to the current routines, processes actibns, while radical innovation,
involves total changes to the innovation or orgatm®al routines, processes and
actions. Damanpour (1996) supported Linton opinioyn referencing to radical
innovation as innovation that completely changesattivities of an organisation and
moves apart from the existing practices, while eneental innovation depicts
innovations with lesser degree of movement fronstexg practices. Linton (2007:19),
argued that “understanding the determinant of heical or incremental an innovation
is can be of great assistance for making bettensides about adoption and
implementation of innovation with one’s firm”. Lo explained further that every
organization is different and that the degree abiration “radicalness” can be unique

for every organization within the same industry.

2.2.4. New to whom?

Johannessen et al (2001) suggested that the exiEmewness of an innovation are

related to the domain in which the innovation i®o@ed and also there is need for
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relevant units of adoption. Copper (1993) and Ketamd Swan (1995) argue that
examination of innovation can be done in tewh®oth newness to organisation which
is referred to as organisation-based frameworkrewihess to the market also referred
to as newness to market framework. Furthermoreal®tnd Swan (1995) claim that
innovation measurement captures the ability ofra fo service and continue to update
the innovative technologies which are key consumencerns. As expressed by
Johannessen et al (2007) even though when the atipavis new to an organisation
there are still some external factors which affeetadopted innovation. Johannessen et
al (2007) then suggested that, “newness to thesingurather than newness to the
market, represent a more broadly-construed andsiva framework.

2.3. Innovation source

There are many sources of innovation in the chiinrmvation; the most recognised is
the manufacture. Another source of innovation & éhd user; this type of innovation
source according to Hippel (1988) is referred toleesd user. Lead user could be
individual or company who developed an innovationtheir own use because existing
products do not meet their needs. As already meedip innovation could be by

business, inform of research and development eititreugh on-the-job modification of

practice, exchange and combination of professiamiesd and many other ways. Mostly
radical and revolutionary innovations tend to emeft@m research and development,

while more incremental innovations emerge from ficac

2.3.1. Lead users as a source

As already mentioned above, innovation “might bensthing which has never
previously existed, it could be something new to @wn personal situation or capable
of having a fresh use at the time that we becomarewf it” (Spence, 1994:26). For
better understanding of innovation source, it isdjto know who is an innovator. As
defined by Spence (1994), innovators are first fEeayno adopt a product. In this sense

lead users are known to be inventor. Lead usersddo@ developer of innovation
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process. According to von Hippel (1988) this tydeirmovation source are rare, as
developer of innovation process can only developo56f the sample innovation.

Another type of users is that which is referredatomanufacturer, this user have the
capability to develop all processes involve in waton. The duty of users developed

all, is to develop new idea or improvement of exgsinnovation.

Based on the theory above, innovation source a&eisiers of the various technologies
available in the field of renewable energy. Hipg@&P98) argued that “several
innovations were sometime attributed to a singleowating user or manufacturer”.
When a product idea is initiated by user we terenuber as the inventor. Although it is
possible that manufacture is also developing tka geparately in such a situation they
are also known to be inventor of the product bypanallel with the lead users who has

experience of the product.

2.3.2. Innovativeness ranges

As it was mention above, not all what is new arveagk accepted. According to Spence
(1994) no matter “the nature of innovation not @lople will accept it and, of those
who do, not all will adopt it at the same time”ndvation acceptance depends on
individual behaviour. Innovators are the very sétpeople that adopt a particular
technology. These people are not inventor, bectneseare just the first people to take

advantage of innovative technology into use.
2.3.3. Classification of adopters
The figure 3 below illustrates aggregate acceptafdenovation of an individual over

time plotted against cumulative time scale, whielpresents a normal distribution

curve.



32

Point of inflexior/\Point of inflexion

Early Early Late

Percentage having adopted

Innovatos o o
adopters | majority | majority Laggards
135% | 34% | 34% 16%
2.5%
Time of adoption

Figure 3. Adopter categories (Spence, 1994:43).

Spence (1994) in his book classified adopter behavicharacteristics into five
categories namely:
1. Innovators
Early adopters
Early majority

Late majority

o bk~ 0N

Laggards

Innovatorsare the first set of people that adopt what therg@ive to be a new idea buy
new technology or put into practice a fresh or gedi technique (Spence, 1994).
According to Rogers (2003) innovators are williogtéke risks, youngest in age, have
the highest social class, have great financialditci very social and have closest

contact to scientific sources and interaction witfer innovators.

Spence (1994) classified the second category asaty adopterswho are just little
more cautious than the innovators. “Early adoggehe type that is believes to have the
highest degree of opinion leadership among otheptad categories. Early adopters are
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typically younger in age, have a higher social usathave more financial lucidity,
advanced education, and are more socially forwsad innovators (Rogers, 2003).
People within the category afarly majority adopt an innovation at a slower rate.
(Rogers 2003) claim that early adopter have avesagel status, contact with early
adopters, and show some opinion leadership as well.

Late adopters of an innovation seek more of pulpiaion before making move to join
their counterpartLate majorityare typically sceptical about an innovation, haetw
average social status, very little financial lutydin contact with others in late majority
and early majority, very little opinion leadersltipogers, 2003).

Spence (1994) called tHaggards’ category of adopters “the slowest, and the last
people to adopt anything”. Laggards are always tiedbeir old ways of doing things.
They are very poor set of people with little or esucation at all. They never believe
because of their isolation from social organizatidraggards have lowest social status,
lowest financial fluidity, oldest of all other adeps, in contact with only family and

close friends, very little knowledge about opinleaderships (Spence, 1994).

2.3.4. Innovation diffusion

As already defined that innovation could be som& ea or improvement on the old
process. According to Brown (1980) “innovations ot immediately appear over the
entire earth’s surface once they are perfected” ibmbvation is a distribution
characteristics which is dynamic in nature, “ tmegess by which such changes occurs,
that is by which innovations spread from one local®ne social group to another, is
called diffusion. The process of spreading of iratmn from the innovators to other
people is known as diffusion of innovation. “As ra@nd more of the potential users
within an industry, community adopt an innovatios part of product or process

development we have diffusion in the demand fa tliovation” (Karlsson, 1988:15).

The above theory of innovation explains life cyadés$echnology from innovative stage

to the obsolescence stage. In the early stagelhddogy innovation, growth is always
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slow as the technology is trying to establish fts&t some point people begin to
demand and the technology continue to grow. Thevirehown on the curve occurs as
a result of incremental innovation or as an imprmeat to the technology. At a point on
the curve, the technology approaches end of it dyele, then growth slow and
eventually decline. As soon as the current techgylis approaching decline stage,
innovative organizations strive researching intav technology to replace the old ones.

Figure 4 shows how current technology diminish bho@t new one emerges.

Current Jechnology

Growth

Emerging
Technology

v

Time
Figure 4. Typical diffusion curves. Adopted from (Spence9498).

2.4. Integrating renewable energy and innovation
2.4.1. Innovation technology diffusion within thelél of renewable energy
Energy sector is subject to set of parallel andragting force of change. The most

fundamental is awareness of the environmental cpesee of the existing energy

system. Fossil fuels and their roles in acidifieatiand global climate change figure
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prominently in the contemporary environmental andrgy debate. As a response to the
new awareness, a demand for “green” energy is enter@Jacobsson and Johnson,
2000: 625).

The use of renewable energy was considered an temgdechnology as a result of oil
crises of the mid 1970s, which affected almost yweuntries of the world. However,

the diffusion of the new technology was back-uphvah action plan set up by different
national. In studying how this new technology megnsform the energy sectors, an
application of innovation system perspective ischeden analysing the process of
innovation and diffusion (Jacobsson and JohnsoOQR0There are many ways of
analysing the development and diffusion processeakwable energy sources. This
study shall concentrate on the perspectives ofwabke energy as an innovation
sources. The relative advantage of renewable ersargrces is difficult to turn into an

economic advantage. Therefore, the diffusion ofeweable energy sources strongly
depends on government polices. According to Di2€89), the Spanish government in
1980 enact an Energy Conservative Law in ordetitoutate the adoption of biomass
power generation. “By 2007, there were 525 MW ofvepo plants using biomass
resources, generating just 1.1% of the total etstgtrproduction. Only 15% of the

readily available biomass resources are used éatradity generation” (Dinca, 2009).

There are different types of innovation systemsengheach type focuses on a specific
aspect depending on one’s unit of analysis. Inddat Innovation systems, country is
used as unit of analysis (Porter, 1990; Nelson2l1@@ndvall, 1992; Edquist, 1997).
Also used is the Regional Innovation System in White cultural variables such as
where social networks is put into considerationxg@an, 1994 in Jacobsson and
Johnson, 2000).

Based on the action plan for renewable energynifaRd, twenty years goals was set in
1990, and “realisation of the goals of the Actidar? and the related measures, would
bring an increase of 3 Mtoe (50%) in the total airuse of renewable energy sources
by 2010” (Ministry of Trade and Industry, 2000: 28)able 7 below shows the

breakdown of the increase as it is estimated wath6 from bioenergy, 3% from wind
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power, 3% from hydropower, 4% from ambient enerigyheat pumps, and under 0.5%

from solar energy” (Ministry of Trade and Industg00: 28).

Table 8. The target specified in the Action Plan, by enesgurce, 2010 (Ministry of
Trade and Industry, 2000: 28).

Realised Primary energy Electricity
target for generation,
1990 1995 1997 increasing target for
renewable Renewables
1995 - > 2010 1995 - > 2010
Mtoe | Mtoe Mtoe Mtoe | % MW TWh
(Peak)
Bioenergy* 4.0 5.0 5.7 2.8 1,050, 6.2
Industry 2.87 3.72 4.31 1.5 40 500 3.5
District heating 0.08 0.19 0.28 0.8 4 times 550 2.7
Small-scale use 1.07 1.07 1.12 0.5 45 -
Hydropower* 0.92 1.10 1.03 0.09 |8 420 1.0
Wind power* 0 0.0009 | 0.0014 | 0.09 | 100times | 500 1.1
Solar energy*
Solar electricity 0 0.0001| 0.0001] 0.004 40times| 40 .05
Solar heat 0 0.0002 0.0002 0.004 20 timeg
Heat pumps* 0 0.01 0.03 0.1 10 times
Total * 4.9 6.1 6.8 3.1 50 2,010 8.35
Share of total
energy 18.1% | 21.3% 22.1%
consumption, %
Share of total
Electricity 30% 27% 27% 31%
consumption, %

*Total in each column is made of figures in boldidhe answers show an approximation

Note: Bioenergy does not include peat, two-thirfishe industry’s bioenergy is obtain from
wood-processing industry’ black liquors, averagérbpower in the 1990s = 1.08 Mtoe. The
increase in the table is generated by plants oéut@ MW. Bigger plants cause an additional
increase of 0.5 TWh. 31% calculated from the sceradrtotal energy consumption (Ministry of
Trade and Industry, autumn, 1998 in Ministry ofd@and Industry, 2000).
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2.4.2. Diffusion of renewable energy in Finland

Renewable energy technologies can be termed rathicalvations and for radical

innovations to be successful, they have to overcaomsiderable barriers among
prevailing standards. Diffusion of renewable endngyg been very slow globally. But in
the case of Finland, diffusion of renewable enelhgg been quite good due to the
support received from the government. Finnish govent in spring 1997 formulated
her first energy strategy policy; the objective tbeé energy policy is by “utilising

economic means of steering and marking mechanismsreate circumstances that
support both economic and employment policies. &h@scumstances should ensure
the availability of energy, should keep the prideenoergy competitive, and should
enable Finland to meet her international commitmevith respect to emissions into the

environment” (Ministry of Trade and Industry, 209010)

2.5. Diffusion of renewable energy market techn@sg

2.5.1. Renewable energy market

The environments where renewable energy carriess arailable determine an
understanding of the market potential and the deimfam the renewable energy.
According to Martinot (2004: 1) “renewable energgriet have grown tremendously in
the past decade, this growth has been drivendndtforemost by supportive national
and local policies, many of which have effectivelyercome the barriers that continue
to put renewable energy at a competitive disadganta fossil fuels”. This thesis will
be focusing on the available market for renewallergy in global perspective and
much attention will be on Nordic countries markpportunities for renewable energy.
Wind power and solar photovoltaic are the fastestving renewable energy markets
(Sawn, 2003 in Martinot, 2004). The two marketsendeen growing with an annual
rate of 15-40% in the recent year (Martinot, 200ermany has been leading in the
application of grid-connected wind power. Counttike Demark has reached the peak
in the application of wind power energy and is expected to grow any further. There

are still opportunities for market expansion inestfturopean countries. Most of the
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developed country has been using renewable enesgyh@r sources of power

generation such as power-grid-connected wind anich&ss.

2.5.2. Potential of renewable energy market in Mocduntries

Biomass is locally available, and it is cheap, leemigis thesis is focusing on the
available energy sources within the local areahef ¢ase studies. It is important to
compare the availability of energy sources withie Nordic countries due to their

similarity and their geographical location.

The availability of biomass utilised for energy geation in a country reflect to what
extents the potential market for renewable enerfgthe nation and “the aggregated
figures of renewable energy potential and the cunrestallation disprove considerable
regional differences. Solar potential varies comsbly, with average annual
installation in tropical regions, 3 times that efperate latitudes. Geothermal energy
and micro-hydro are even more location specifionass are more widely available.
Biomass resources are more widely available, lasedand climate constrain result in
significant differences in the scale of potentieources and the type of application”
(Gross, Leach, and Bauen, 2003: 106). “Wind enexgyso widely distributed but wind
regimes differ significantly both within and betwegegions, and modest variations in

wind speed can have a profound effects on energpuuGross, et al 2003: 106).

Most OECD countries have ambitious plans and targéth particularly strong support
in Europe recently reinforced by the EU Renewabieddve and in the policies of
several states and in the US. Developing countaise have policies support for
renewable energy development (Gross, et al 2003 10

The global contribution of renewable energy in generation of electricity is about
17.9%, but most of this is from large hydroelecttthieme (Gross, et al, 2003:106; IEA,
2007:5)
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2.5.3. Potential and use of biomass in Denmark

Biomass resources uses for energy generation iesludlectricity, heat and

transportation. About 70% of renewable energy conion comes from solid biomass
such as straw, firewood, organic waste, chips, ool pellets. Denmark energy
generation is based on their national resourcesdi&el produced in Denmark are
exported to other country such as Germany, wheoetad billion litres of biodiesel is

used for transportation purposes. Germany leadswitrdd in the use of biodiesel

(Martinot, 2004; Nordic Energy Research, 2008).

Table 9. Potential andcurrent use of biomass in Denmark (Adapted from dior
Energy Research, 2008:8).

Biomass potential for C_u rrent use of ,
PJ/ year Biomass for| Difference

energy use

energy

Straw 55 18.5 36
Organic waste 30 28.7 1.3
Wood 40 34.4 5.6
Biogas 40 3.8 36.2
Total 165 85.4 79.1

Table 8 shows that Denmark has utilised organidevasd wood for energy generation
but they still have potential for both straw anddas.

2.5.4. Potential and use of biomass in Iceland

The use of bioenergy is very negligible in Icelamtlis is due to large share of other
renewable energy sources. Electricity and heat rgéna is via hydropower or
geothermal power, and biogas. The sole potentmlafidioenergy is in transportation
while the energy source for municipality heatindrasn solid waste (N.E.R., 2008).
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2.5.5. Potential and use of biomass in Norway

Bioenergy in Norway account for about 1.1% of thergy demand and waste is used

for generating heat. Forestry and agriculturalppand paper residue, and organic waste

are also used for energy generation.

Table 10.Biomass use in Norway (TWH/year) (N.E.R., 2008:14)

_ Domestic Current use
Fuel /Biomass Resource Import of
Resources .
Bioenergy
Raw wood 6.4 1.9 0.9
Processed wood 10.0 5.6 5.3
Wood waste from furniture & wood products 0.5 1.8 70
Municipality Waste 4.4 - 0.9
Wood waste from construction 0.9 - 0.3
Landfill gas 1.0 - 0.1
Other biogas 3.0 - 0.1
Wood fuel 7.2 - 7.2
Straw & Crop husk 4.5 - 0.1
Total 37.9 9.3 15.6

Table 11. Potential availability of biomass resources foergy purposes in Norway

(N.E.R., 2008:15).

Fuel/Biomass Resources TWlyear PJ/year
Timber 4.6 16.56
Processed wood 5.4 19.44
Wood waste from furniture & wood 1.2 4.32
Straw & Crop husks 4.5 16.2

Qil crops 0.2-0.25 0.75-0.9
Municipality waste 2.4 8.64
Wood waste 0.8 2.88
Landfill gas 1.1 3.96
Other biogas 3.1 11.16
Wood fuel 19.2-23.2 69.12-83.52
Total 42.5-46.5¢ 155-167.5¢

Berg, #rgensen, Heyerdahl, and Wilhelmsen (2003) claiflandic Energy Research

(2008) that bioenergy derived from agriculture iorlNay can be improved from current
yearly 0.1 TWh (0.36PJ) to 5.5 TWh (19.8 PJ) inakhstraw and crops residues will
contribute about 4.5 TWh (16.2 PJ) and 1.0 TWh frother energy crops such as

Mischantus, reed canary grass, Alfalfa, Napiergrak.



41

2.5.6. Potential and use of biomass in Sweden

Energy usage has increased from 10% in 1980 to ih926006, which corresponds to
416 PJ (116TWh) of biomass. Most of the Swedisletéogy are source from forestry
sector and this account for 90% of the bioenerg@dua Sweden. The forestry energy
sources are logging, sawmill by-product, pulp r#product, and black liquor from

forestry industries, the latter has the largestesiiillring, 2006; N.E.R, 2008)

Present contribution of agricultural residue such straw, energy cereals and
lignocelluloses’ energy crops is about 1 TWhE.R, 2008) Sweden has the capacity of
doubling bioenergy sources from 115 TWh to morentB20 TWh with agriculture
contributing 30- 35 TWh (108 - 126 PJ) per yealHR.., 2008).

Table 12.Biomass potential in Sweden by 2020 (N.E.R., 2088:

Fuel TWh PJ
Forest and logging residues 75.0 270.0
Industrial by-products 13.3 47.9
Black liquor 394 141.8
Domestic firewood 12.0 43.2
Densified wood fuels 6.4 23.0
Recovered wood 2.5 9.0
Tall-oll 1.2 4.3
Peat 4.0 14.4
Agro biomass 1.1 4.0
Municipal solid waste 7.2 25.9
Total 162.1 583.6

2.5.7. Potential and use of biomass in Finland

The interest in bioenergy and other forms of reridgv@nergy has risen in tandem the
with the increase in the price of fossil fuel atidhate protection has been raised on the

policy agenda (Rikkonen and Tapio, 2009: 1).

Finland’s use of bioenergy for energy generatioesismated to be 20% of gross inland

energy consumption while “41% of total renewablergy use in Finland, with 312 PJ
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originating from biomass sources out of the tota2 J renewable energy” (N.E.R.,
2008:8). According to Nordic Energy Research (N.E.R008: 9), “20% of total
consumption of primary energy is based on wood cvinepresent 42 million {306
PJ)”. Wood pellet is another source of energypisduction started in 1998 and one
fourth of 190,000 tons was used in energy genarati®004 while the rest is exported
to other countries (N.E.R., 2008).

Finland is covered with about 23.3 million hectapé$orest and a growing biomass of
stem wood. According to Finnish Forest Researchtiits as cited by N.E.R. (2008)
“annual sustainable stem wood from Finnish forestoant to 69 million
commercial use of stem wood is 80% of the susténase of 56 million rhin 2004”.
The annual wood use for energy generation is egfetct increase by 5 million hy
the year 2010 (N.E.R., 2008). According to VTT, aited by N.E.R. (2008) Finland is
capable of supplying 19 PJ of reed canary gras#isimnict heating and for producing
pellet by 2010, also potential for straw is estiedato 1.8 million tons in which 10-20%

could be used for energy generation.

Table 13.Biomass growth in Finnish forests (N.E.R., 2008:10

Type of Biomass Growth Yearly Growth (Million m®)
Growing stock of stem wood biomass 2.9

Growth of stem wood 87.0

Total drain of growing stock 89.9

Nordic Energy Research (2008) claims that, thegmesise of forest industrial by-
product is estimated at 77 PJ in 2004 and theien@dency that the output will decrease
due to tightening competition, therefore the patdntse will decrease by 10% from 77
PJto 70 PJ.

There is also some agriculture bioenergy potenRBabduction of food in Europe is
estimated at 15% of total energy consumption, 5% abuhis 15% is consumed by
agriculture which includes production of mineralrtifeser. Rikkonen and Tapio

(2008:1-2) argued that bioenergy, in its differamtns, relates mostly to forests in
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relation to available national resources in Finlamtte the country is located in Boreal
vegetation zone. However, as the prices of oileases, biomass production from
agriculture has also become a relevant and widslgudsed issue in national policy,
due to the economic structure emphasised by the and paper industries, as well the
steel and electronic industries, Finnish agriceltaccounts for few percent of the total
national economy energy consumption. Finnish afiticel energy sources are fuel oil
(73%), wood energy (12%), electricity (10%), natugas (2%), gasoline (1.5), peat
(1%), and district heating (0.5%) (Rikkonen and iba@008).

Potential for biogas production is plentifuBiogas is mainly used for heat and
electricity generation. Finland recently has inseghcollection and use of landfill gas in
order to promote the use of biogas. Potential fogds from municipality solid waste,
landfill gases, residues from the food processmiystry, sewage disposal, and residues
from agricultural sector such as straw, litter, @mergy crops is estimated to be %.9
10.0 PJ in 2015 (N.E.R., 2008).

2.6. Future for sustainable renewable energy

The future opportunity for renewable energy is éniwy three desirable characteristics:

(1) Renewable energy is abundant and availablerehere.

(2) It inherently does not deplete the earth’sirsdtresources.

(3) It causes little, if any, environmental damégester et al., 2005).
If deployed properly, renewable energy can contebuo better sustainable
environment. However, there are some notable bartleat prevent developments of
renewable energy that have been enumerated inténatlre. These barriers include
cost-effectiveness, technical barriers, and mabatiers, such as unstable cost and
pricing structures, legal and regulatory barrierarket performance, and social and
environmental barriers (Painuly, 2001; Beck and tMat, 2004 in Matinot, 2004).
Painuly, (2001: 75) explained that, some barrieescammon to technology while some
are inclined to a specific country or region. Fatter future of renewable energy
barriers to their development needs eliminationmmation of these barriers required

strategic policies to back the development.
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Table 14.Common barriers to renewable energy (Martinot 422@)

Category Barriers
Cost and Conventional fuels receive large public subsidiédewenewable energy
pricing related | may not.

Renewable have high initial capital costs but losgerating cost, making
them more dependent on financing and the costpifata

It is difficult to quantify future fuel-price riskdor fossil fuels ang
incorporate monetary values for those risks intonemic decision;
making.

Transaction costs are often higher for small, deebred renewable
energy facilities than for large centralized fak.

The real economic costs of environmental damages ffossil fuels
(human health, infrastructure, and ecosystemsyaasdy prices into fue
costs.

Legal and
Regulatory

Independent power producers (IPPs) may be unabdeltanto common
power grids in the absence of adequate legal fraaew

Transmission access and pricing rules may penaimealler and/ o
intermittent renewable energy sources.

Permitting requirements and sitting restrictiong/na excessive.
Utilities may set burdensome interconnection rezagnts that ar
inappropriate or unnecessary foe smaller poweryures.

Requirement for liability insurance may be excessiv

D

Market
performance

Consumers or investors may lack access to thetaegliired for capital
intensive renewable energy investments.

Financier, developers, and consumers may unfaidgg technology
performance risks.

Market participations may lack sufficient technjog¢ographical, and/ ¢
commercial information to make otherwise sound eoan decisions.

=

2.7. Renewable energy policies

Promotion of renewable energy requires the helgaafd policies to overcome those

barriers directly or indirectly. Most notable padis are mention below (Geller, 2003;

IEA, 2003; Reiche, 2002; Beck and Martinot, 2004w, 2003):

1.U.S. Public Utility Regulatory Policies Act (PURPAThis policies required

utilities to purchase power from independent popducers via a long-term

contracts at an approximating prices to the w#iti

2. Electricity feed-in laws. Germany was the first ooy to enact the law, also in

other European countries similar laws are in plalos, law set fixed price for

utility purchase of renewable energy. In 1991 Gemnnaenewable energy
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producer have the capacity to sell 90% at retaitepand the utility were
obligated to purchase the power.

3. Cost reduction policies. There are numbers of psdicdesign to provide
incentives for voluntary investments in renewalslergy by reducing the cost of
the investments. There are five types of thesecigsli(1) capital reduction up
front - subsidies (2) capital reduction after pash - tax relief; (3) offset cost -
production tax (4) loan and financial assistancg ¢&pital reduction and
installation cost - bulk procurement

4. Public benefit funds. Provision of such fund fobsulising the cost difference
between renewable energy and traditional powertpla@tducing the cost of
loans for renewable facilities, providing energficéncy services, supporting
research and development.

5. Marking infrastructure policies. A range of markatilitation policies are used
to build and maintain renewable energy marketastfiucture which include
design standards, sitting and permitting requirdmeguipment standards and
licensing and education of contractor.

6. Emission trading policies. This policies aim at gaguction at power plant
emission, such as NOx, SOx and L£Ohis type of policies creates some
incentives for certain emission.

7. Renewable energy targets. Many countries have adogifferent renewable
energy targets, these targets have been set indbsuoenarios with about ten

year span or more.

2.8. Theoretical framework for empirical study

The empirical study starts witlead user identificationThe lead user in this context
means the potential customer who had fore knowledgmut a technology in his/her
capacity. For the purpose of this thesis, lead igantification will be based on report
of NORDEX2009 project. There are about twenty gheaise farmers in Portom, but
nine out of the twenty corporate with NORDEX 2008ject.
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Annual lead users’ energy needdis is the total amount of energy needs by fasme

couple with the municipality buildings.

Lead users’ energy needs simulatitlead users’ energy simulation is typical model of
the energy needs.

CHP Plant: This is a combination of heat and power genergilagt.

As it was explained in section 2.3, lead userssangrces of innovation, and in this
thesis they are referred to as customers. Figurghbtvs the theoretical framework for
the empirical studies. It illustrates the stagemived in finding solution to the energy

problems encountered by the greenhouse farmersanchunity of Pértom.

Lead users’ identification

l

Annual lead users’
energy neec

|

Lead users’ energy
needs simulation

l

Proposed CHP power
plant location and the
capacity of the proposed
CHP for the lead users
and Poértom community

Figure 11. Framework for empirical study
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3. RESEARCH METHOD

3.1. Introduction

This chapter presents the research method adaptnsi study. It will further explain

the method of data collection and the types of dwnt used in thesis analysis.

Following the explanation on the types of documérig chapter will then step further
to explain reasons for using qualitative researctthod and briefly explains the
research methods used. The strategy will as wedxpéained, followed by the method
of data collection and analysis. In justifying timethods used, there is some discussion

on the benefits and disadvantages of each methptbged in the study.

3.2. The method of data collection

In this study, the use of operational analyticaprapch will involve the use of
interviews and documentary analysis. These metlpodgide significant insight for
understanding the fact under study.

3.2.1. Document as source of data

This study started with the collection of varioe$ssof data sourced for the purpose of
this study. It was necessary to be selective iainlitg documents since huge quantities
of information are collated and recorded by farmansl inhabitant of municipality

building owners for their own purpose (Sapsford dngp, 1996). Although written

documents exist in large volumes in organisatiatayo(Silverman, 2004; Sarantakos,
1998; Hakim, 1987), base on this study, emphasssplaced on the documents that are
generated by the greenhouse farmers. Some of ttezaements include records on
monthly oil consumption, monthly electricity consption, the size of the greenhouses
and desk review of relevant of relevant literatureexts, and other materials that

contained information concerning this study.
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3.3. Types of Documents

Documents are used in nearly all areas of researclgng as the relevant sources are
available, and, in most cases, relevant documert®ither found or generated in the
course of study. Guba and Lincoln (1989) describedessence of document hunt with
the following words:

“There is an assumption that if an event happened

some record of it exist (especially in today’s hiyav

documented society) To put it in another form, yver

human action leaves tractgp.278).
The question here is, in what form does the docuraeist and for what purpose has it
been collected? In the submission to give answérdauestions, researches frequently
deal with documents as secondary material. Beck®89); Sarantakos (1989) both
argued that data are called ‘secondary’ becausevileee not primarily developed for
the study in which they are now used. However, dwnis are generally described as
being either textual or non-textual (visual), eitloategory of which may demonstrate
variation in form and quality. According to theiorgstruction, interpretation and
representation, documentary sources can be tegltatsorted into four categories
(Sarantakos, 1989; Sapsford and Jupp, 1996; Siker2004):

A. Personal documentsuch as diaries, memoranda, autobiographies.

B.Archival records:such as services and maintenance record booke gfréen- house

farmers.

C.Formal reports:such as those related to the research topic, ¢simypibooks,
manuals, printed files, journals, magazines, pdetphbrochures, newspapers and

many more.

D. Administrative documentsuch as progress reports, minute of meetings,

agendas, proposals and institutional memoranda.

For the purpose of this study, documents were ifiledsinto: primary documents,
secondary documents. According to Becker (1989guStand Corbin (1997), primary

documents were those compiled by eyewitnesses eofddscribed event, secondary
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documents were those sourced from primary datd, asievritten diaries, accounts, and
tables. Data used in this study were sourced firsecondary documents. These data
were accounts showing the amount of heavy oil usegenerating their energy needs
on a monthly basis and also data was source frenfatmers on monthly electricity
consumption. As heat is the primary product andatm®unt of electricity produced is
limited by the heat production, the most importdatia source was the amount of heavy
oil used by the farmers and the size of the greesé® metre square Yr(Bogsti et al.,
2009:15).

3.3.1. The Process of documentary research

There are various methods applicable in processioguments used in research.
Sarantakos, 1989; and Robson, 2002 identified lbasic processes used in research as:
identification and selection of documents; datalention; data analysis and
interpretation. In this study, the choice of docuimesed was dependent upon many
factors such as its availability, accessibilitydaelevance to the study. Available data
collected from the farmers were processed and stedlto arrive at their energy needs,
for the proposed CHP plant.

3.3.2. Interview

Interviews form a minor part of the data-collectifmm this study. The interview only
helps to gain insight and determine meaning throaghinteractional relationship
between the interviewer and interviewee (FowlerQ20 The method helped when
sourcing for the secondary data from the greenhtarsgers and also knowing meaning

of some technical terms used by the farmers.

According to Fowler (2002), an interview is definad a meeting for the purpose of
discussion, a conversation between a researches patson whose views he wishes to
publish, or an oral examination of an applicant.

There are about twenty greenhouse farmers spreadirgss community of Pdrtom
(Bogsti et al., 2009:15).
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Out of these twenty farmers, only nine were intex@sn this research. Due to an
agreement between farmers and NORDEX project coatidig team before the
commencement of this research, farmers’ names neill be revealed in this thesis.

Rather their names shall be coded.

3.3.3. Types of interviews

Terminology is always the problem in qualitativesearch methods (King, 1994).

According to Kvale (1996), qualitative researchemitew are aimed at gathering a
description of the life-world of the interviewee tlviregard to interpretation of the

meaning of the describe happening. Interview cae tdifferent forms. The form

adopted in a particular research study is dependenvhat the researcher intends to
achieve. At the two extremes are the completelyctired and unstructured interviews
(Haralambos and Holborn, 2004). A completely strcead interview is a questionnaire
administered by an interviewer who is not allowed deviate from the questions
provided. In this case, the interviewer simply ieadt the question to the interviewee.
At the other end of the scale is the completelytruetured interview, which takes the
form of a conversation where the interviewer hagpredetermined questions. In this
study, semi-structured interview method was adoptkdike the structured interview,

semi-structured interview has predetermined questibut the order sometimes
modified, which allows the interviewer to reset tingestion in the order of relevance
and also investigate certain responses for thegserpf clarity. Moreover, using this

method allowed changes to the wording of a padicgliestion and sometimes omitting
or including questions that seemed inappropriate necessary. Semi-structured

interview method falls between the two extremestinard above.

3.3.4. The interview process

The interview process commenced with visitation the farmers’ greenhouse in
community of Pértom with other NORDEX 2009 groupmieers. As already mention
above about twenty farmers were spread acrossdmmenanity. All of these farmers

speak Swedish language. Nine out of the twenty desnthat had an agreement with
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NORDEX 2009 project speak Swedish language. TIsé ¥isitation to the farmer was
not as easy because NORDEX 2009 project team menobasist of ten students from
three different continents: Africa, Asia, and Ewopith just three students who can
speak both Swedish and English language fluentig. iliterviews, most of which lasted

between two to three hours were carefully condubtethe entire ten students.

3.3.5. Limitations

According to Silveman (1997); Sarantakos (1998} &atton (1990), most common
limitation of documentary study relate to inaccksisy of some documents. This was
so in the case of greenhouse farmers in the comynohiPdrtom, out of the nine
farmers, farmer D was able to provide all the infation requested in order to simulate
their energy needs. During the interview there aasssue of language barrier between

the interviewee and interviewer.

3.3.6. Benefits and disadvantages of interviews

Benefits:Interviews are flexible and adaptable way of firgdinformation out (Robson,
2002). However, interview are never describe asntost suitable research method
(Haralambos and Holborn, 2004), interview presem¢ of the most useful ways to

investigate real-life situation when compared teeotmethods of inquiry.

The use of face-to-face interview presented thenahato modify the line of

investigation (Robson, 2002). Interview method ernéed the opportunity to adjust
when certain interesting responses emerge frome@qus question. Non-verbal clue
also sometimes presented messages which aidedeinunderstanding of verbal
responses, at time changing and in the extremes gasersing the meaning (Robson,
2002).

The concepts of the words used during interviewshayinterviewer and interviewee

were clarified during the interviews (Haralambogl atiolborn, 2004). The responses
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were not limited to fixed choices, thereby givingetrespondent the chance of
presenting a vivid explanation of their understagdf the issues under investigation.
Interview method of sourcing for information wasryweoractical. It gives access to
many different groups of people and different typésnformation. (Haralambos and
Holborn, 2004). As Ackroyd and Huges (1992) put it,

“Using as data what the respondent says about

himself or herself potentially offers the social

researcher access to vast storehouses of

information. The social researcher is not limitexd t

what he or she can immediately perceive or

experience, but is able to cover as many dimensions

and as many people as resources permit” (p 481).

DisadvantagesThe use of the interview as a data-gathering tgclenin a study has
several benefits as well as, drawbacks. Interviasgstime consuming (Robson, 2002):
Most of the interview sessions during this projdested over an hour, which is not

appropriate because of the busy nature of greeeHfausers.

Interview are sometime very expensive and requarefal preparation, such as making
arrangements and securing necessary funding fivs,vespecially in this case, where is
necessary to travel from Vaasa to Portom. Notentplluring interviews require special
skills.

Another problem that Haralambos and Holborn (1988 is that there is chance that
interviewer may direct interviewee towards respagdn a particular way. Consciously
or unconsciously, the interviewee may be respondng way they believe meets
expectations of interviewer rather than saying winaty believe. This problem is

known as interviewer bias. Haralambos and Holb@89%) argued that this cannot be
completely eliminated from interviews because they interactive situations. During
the interview, however, this problem were minimisiough the approach taken,
listening rather than speaking; presenting questiorstraightforward; eliminating cues

which might lead interviewee to respond in a patdcway.
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Despite the problems associated with interviewsy tiffer a rich source of data which
provided access to how greenhouses are been apeate their current source of

energy.

3.4. Qualitative data analysis

As noted above, qualitative research presentsdurciive view of theory and research.
It emphasises a preference for treating the forasersomething that results from
collection and analysis of data (Bryman, 1997).this study, effort was placed on
understanding why greenhouse farmers want to ch&oge their present source of
energy. Data were source from the nine farmers ¢baperate with NORDEX 2009
project. Only farmer coded with D was able to steowomplete data which was then

used for simulation of other farmer’s energy needs.
3.5. Concluding remarks
This study employed two major data collection teghas: semi-structured interviews

and analysis of relevant documents from the farmfdtghe interviews were done with
all members of NORDEX project 2009 team.
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4. ANALYSIS

4.1. Energy problem analysis

This chapter will be focusing on a simple way ohgeating energy through the use of
technology using biomass and the distribution ef ¢éhergy to the point of need. This

chapter will also look into location of CHP poweéarn.

4.2. Energy production

4.2.1. Combined heat and power plant technologyR)CH

Combined heat and power (CHP) has been in usddrigr It is a process of combining
electricity generation with thermal loads in builgs and factories. Many people have
been yearning for the use of CHP over the yearsagbanges in the marketplace and
government polices, and the future of global clenehanges as a result of the use of
renewable fuels along with the operation of CHP @oplant coupled with energy price
increases resulting from 1973 and 1979. At the tfrthe century, the uses of CHP
systems were the most common means of generatewyrieity (Elliott and Spurr,
1999).

In the 80s there was steady growth in the instalabf CHP most especially in the
United States with capacity ranging from 10 gigdsvaectric (GWe) in 1980 to 44
GWe by 1993. Also in Europe, Demark, Finland, aredhiérlands are the front liner in
the use of CHP for generating both heat and et#tgtiiElliott and Spurr, 1999).

4.2.2. Electric energy production from biomass

Energy production from biomass requires heat framlzustion, which creates kinetic
energy and the transformation of this kinetic eggogpduce electricityTypical CHP
plant consist of combustion stage where chemicatggnin biomass is released as heat

in combustion, the heat is then transform to théenargy, the transformation continue
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to kinetic energy which is the generation stagel famally to electric energy (Bogsti,
Sundsfjord, Gyibah, R66sgren, Rusk, Gabienu, Balitsk, Huang, and Unger, 2009).

Chemical Thermal Kinetic Electric
energy — | energy | energy — | energy

Figure 5. Electricity production from biomass (Bosgti, et &009:58)
4.2.3. CHP steam cycle
In a steam cycle technology, heat is generatetdrboiler via combustion process, the

heat generate steam which operate a steam turbmeh viurns generate electricity
(Bogsti, et al., 2009:58).

steam oycle
L_’//-

turbine

=)
- | @=)

Figure 6. Steam turbine systems (Cogeneration (CHP) TechgdBosgti, et al., 2009:
58).

There are two types of CHP which function on thagple of steam cycles: back

pressure turbine and extraction condensing turbine.
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Back pressure turbineThis type of plant is used along with a boiler atanstant
temperature for electricity generation and disthieating with a range of 0.5 to 30 MW

of electricity (Bogsti, et al., 2009).

P
Stearm
turhine
@feed water
B ®QH
Pe electrical output — feed water
Gl heat consumer — steam
e heat input = zhaft

5 generator

Figure 7. Steam cycle with back pressure turbine (Cogermerd@CHP) Technology
(Bogsti, et al., 2009:59).

Extraction condensing turbineExtraction condensing turbine is the same as back
pressure turbine with the exception of control eafer adjusting heat and electricity
production to meet different requirements. The plsnmostly used for electricity
generation and district heating with range in capacf 0.5 to 10 MW or higher
(Bogsti, et al., 2009).
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Steam
turbine

condenser
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Fe1 electrical output feed water
v heat consumer = steam
Gl heat input — chaft

5 generator

Figure 8. Steam cycle with extraction condensing turbine g&wration (CHP)
Technology (Bogsti, et al., 2009:60).

4.3. Heat entrepreneurship in Finland

Municipalities in Finland have a long traditioniimvesting in wood fuel plant business.
District heating networks and CHP plants startathgpup in late 1960s in major cities
of Finland with the use of milled peat in most mdacities while coal and natural gas
are used in coastal citidavestment in biomass heating system for heatiegmiouse
farms, municipal buildings, and industries arousthe beginning of 199a@nd that was
the beginning of ‘heat entrepreneurs’ in FinlanidstRhree plants started in operation in
1992 and it roses to more than 140 plants in 20B8se plants can be found in western

Finland and about 40 of these plants are for didheating (Alakangas, 2003).

4.4. District heating

District heating is a process of heat distributimom central plant to individual
buildings through a network of pipes. It offersniendous opportunities for reducing
environmental pollution and also for energy saviligs a flexible technology which

can make use of any fuel including the utilisatdbwvaste energy, renewables and, most
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significantly, the application of combined heat gralver (CHP). Designing of pipes
networks varies, but the most commonly use are-sysem and conventional system.
The ring-system is more reliable while the convamai is more economical (Bosgti, et
al., 2009).

Ring-systemin a ring-system, heat flows can take place in dmmgction. Figure 9
shows the view of the ring-system, from the diagraeat flows from the power plant
pipes network in red to the consumers through da¢ Bxchanger and back to the power
plant via the pipes in blue colour. The advantafjghs system is that, heat will
continue to flow even if there is obstruction ory af the pipes network (Bogsti, et al.,
2009).

1MW

Heat exchanger

Heat exchanger

Figure 9. The ring-system (Bosgti, et al., 2009).

Conventional systemConventional system consist of two pipes, thesegiare of

different sizes which depends on the amount of rexatired by a consumer. The main
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disadvantage of this system is that, it does notehbackup for unexpected
maintenances’. Example of conventional system @awshin figure 10 (Bosgti, et al.,
2009).

2 MW consumer 4 MW consumer

Power plant

Figure 10.Conventional system (Bosgti, et al., 2009:86).

4.4.1. Pipe dimension

The type of pipe used in district heat network daejseon the energy needs of the
consumers that make up the network. Also importardistrict heating is change in
temperatureAT) for inflows and outflows as well as the pressudeops. Initial setting
for both is very important when considering pip@sehsion, future expansion is put
into consideration when designing the piping systBosgti, et al., 2009).
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Table 15. Table for determining pipe sizes (KWH pipe, 2000 Bosgti, et al.,
2009:83).
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4.5. Lead users’ identification

There are about twenty greenhouse farmers spreadnegs community of Pértom. Out
of these twenty farmers, only nine were interesteMORDEX 2009 project. Farmers
name will not be revealed in this thesis; this @as to an agreement on their privacy
before the commencement of NORDEX 2009 projecth&atheir names shall be
coded. This thesis shall also refer to these gmesifarmers as lead users. Lead user’s
name has been represented with letters A to |.d8ast al., 2009).

45.1. Lead users’ location

The lead users’ are located at different locatiohsP6rtom. The attached map on
appendix 1 and 2 shows the position of lead uskesé& lead users have proven
knowledge about energy production technologies wattying capacity. As is shown on
the map, five major lead users’ were located irtmenast, two lead users’ were located

in south-west, and two lead users’ were locatetheneastern area of the community
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(Bosgti, et al., 2009). Also on the lead userd’di®e the municipality building and some

private house owners within Pértom community.

4.6. Lead users’ energy needs

The energy needs of the leads user were calculzsdd on the data received from
them during the interviews. Those data received an directly be used for the
stimulation of the actual needs of the lead useMd.the data were converted to
kilowatt-hour (kWh).The data received are based on monthly oil bureedcéating
greenhouse, monthly electricity consumption forsthgreenhouses that are illuminated,
size of the greenhouses JmThe more important of the two data is the maonttil
burned. From the above information, peak needsacfi greenhouse can be calculated
(Bosgti, et al., 2009).

4.6.1. Calculation of energy needs

There is variation in energy needs of greenhousesday. Greenhouse required very
little energy during the day, at sundown the eneggirement increases. Mostly good
ventilations are required during the day to elineneoisture and excess heat that are
not needed. Greenhouse energy needs will be infdlgothat is annual energy needs

and peak needs (Bosgti, et al., 2009).

4.6.2. Annual energy needs

Annual energy needs of greenhouse focus on the nodwil used per year which is
then converted to kWh. Table 3.1 below shows theersion rates.
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Table 16. Energy content in various fuel types (Bosgtialet2009:16).

Energy densities (kWh/kg)

Hydrogen 38

Petrol 14

Flywheel 0.9

Thermal storage 0.12

Lead Acid Batteries 0.04
Capacities 0.0003
Hydrostorage (100m high) 0.0003
Compressed air 2 (kWh/m3)

Heavy duty oil has an energy content of 40,80MJkger
One kWh equals 3,6MJ

Then conversion factor is:

4080MJ

Factor = =1133

The above conversion factor is used in the anmalaliation of the greenhouse energy
needs. This value is used because most of the lgyvases use heavy oil in their energy
generation. Simulation for annual energy lead uBewill be used for the analysis of

data for other lead users’ (Bosgti, et al., 2009).
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Table 17.Annual energy need for lead user’ D (Bosgti, etz009:17).

Heavy Ol
2007 Kg Oil energy kWh Exploitable energy
from oil (kWh)

January 5,000 56,665 50,999
February 65,000 736,645 662,981
March 63,000 713,979 642,581
April 43,000 487,319 438,587
May 32,000 362,656 326,390
June 14,000 158,662 142,796
July 14,000 158,662 142,796
August 20,000 226,600 203,994
September 35,000 396,655 356,990
October 5,000 56,665 50,999
November 2,000 22,666 20,399
December 2,000 22,666 20,399
Total 300,000 3,399,900 3,059,910

Considering the efficiency at 90% of the oil burnsed by greenhouse for their energy
generation, the below table shows the total anenatgy need of all the greenhouses
(Bosgti et al., 2009). The calculation shown inl¢al8 were done for every greenhouse

and combined into overall table and graph overtltadl greenhouses (Bosgti, et al.,
2009).
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Table 18.Total annual energy needs (Bosgti, et al., 2009:17

2007 Total amount of heat (kwh)

January 2,752,532

February 4,555,584

March 4,131,807

April 2,961,636

May 2,035,381

June 1,182,696

July 1,135,135

August 1,211,663

September 2,506,352

October 1,568,438

November 1,469,277

December 1,637,990

Total 27,148,490
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Graph 1. Total heat needs on monthly basis (Bosgti, e809:18).
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Change in temperaturéAccording to the information about temperaturesieed from
Finnish Meteorological Institute (F.M.l., 2007) welie, the data in table 19 below
shows the minimum temperature on monthly baseghieryear 2007 (Bosgti, et al.,
2009).

Table 19. Lowest temperature for 2007 on monthly bases i&ion from F.M.I.,
2007 web site (Bosgti, et al., 2009:19).

Month Minimum temperature
February -20
March -17,6
April -8,5
May -6,4
September 2,3
January -20
June 2,9
July 7
August 2
December -12,3
November -10,3
October -4,4

Greenhouse areaThe total sum of greenhouse area is 55,72Bot because some

greenhouse farmers were seasonal farmer, someotane operation during the coldest

months, a simulation of assumed area of operatioe\fery month is shown in table 20
below (Bosgti, et al., 2009). The square metehefarea shown in table 20 below was
assumed (Bosgti, et al., 2009).
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Table 20. Amount of square meters operational every monds@, et al., 2009:20).

Month Area (m?)
February 55828
March 55828
April 55828
May 55828
September 55828
January 27914
June 55828
July 55828
August 27914
December 13957
November 13957
October 13957

4.7. Location of CHP power plant

Yang and Lee (1997) stated that facility locatiana process which involves an
organisation or individual seeking to locate, rakec or expansion of an existing
facilities which encompasses the identificationalgsis, evaluation and selection
among the alternatives. Example of facilities tcelie is power plant, warehouses, retail

outlets, terminals, and storage yards (Bosgtil.e2@09).

Every enterprise is faced with the choice of satgcthe appropriate place for location
of power plants (Ko, 2005). Yang and Lee (1997)uachthat power plant location
selection commence with recognition of the needséiition capacity. Yang and Lee
(1997) stated that plant location selection stids with the recognition of a need for
additional capacity (Bosgti et al., 2009). Howewubere are many factors that are put
into consideration before reaching the optimal sofufor the plant location (Bosgti, et
al., 2009).
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Plant location is refers to as the choice of regorndustrial site and the selection of
the best location for a power plant. But the chascenade only after considering cost
and benefits of different alternative sites. Fagilocation is a strategic decision that

cannot be changed once taken (Bosgti, et al., 2009)

An ideal location is one where the cost of the pobds kept to minimum, with a large
market share, the least risk and the lowest urit cbproduction and distribution (Ko,
2005). For achieving this objective, location asalyis highly needed. Yang and Lee
(1997) supported statement made by Ko, (2005) bygmrising that plant location as we
are working on has an important strategies impbeat for the plant to be located,
because location decision normally involves lormgateommitment of resources and be

irreversible in nature (Bosgti, et al., 2009).

Extensive effort has been devoted to solving locagroblems employing a wide range
of objective criterion and methodology use in thecidion analysis, for instance,
includes decomposition, mixed integer linear prograng, simulation, Analytical
Hierarchical Process (AHP), scoring model, and isgas model that may be used in
analyzing location problems (Bosgti, et al., 20009, (2005) argued that a suitable
methodology for supporting managerial decisionsukhtve computationally efficient,

lead to an optimal solution, and be capable ohtrrtesting (Bosgti, et al., 2009).

Many have solved the location problem for minimwtak delivery cost with nonlinear
programming. Others have incorporated stochastictions to account for demand and
or supply. Also other approaches that have beenlogeg include dynamic
programming, multivariate statistics using multiémsional scaling and heuristic and
search procedures (Ko, 2005). In many location®lpro, cost minimization may not
be the most important factor. The use of multipleeda has been thoroughly discussed
in the literature (Ko, 2005).

Ko, (2005) enumerates numerous criterions for lnga new or an existing power
plant which include availability of transportatidacilities, cost of transportation,

availability of labour, cost of living, availabiit and nearness to raw materials,
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proximity to markets, size of markets, attainmehfawvourable competitive position,
anticipated growth of markets, income and poputatiends, cost and availability of
industrial lands, proximity to other industries, stoand availability of utilities,
government attitudes, juridical, tax structure, awmity related factors, environmental
considerations, assessment of risk and return sgtsagBosgti, et al., 2009). Ko, (2005)
stated that qualitative factors are crucial buemfcumbersome and usually treated as
part of management’s responsibility in analyzingufes rather than quantified and

included in a model formulation of the facility iton problem (Bosgti, et al., 2009).

Qualitative decision factors can be readily incogbed into plant location problems,
analytic hierarchical process can be employed byibioing decision factor analysis
and AHP, but this study will analyze the evaluatidrine plant location by focusing on

the use of scoring model (Bosgti, et al., 2009).
4.7.1. Scoring Model

Scoring model is a method mostly used for seleciimgpng several alternatives. There
are several ways of scoring models, decision caitare weighted in terms of their
relative importance, while each decision alterrats/graded in terms of how well they

satisfy the criteria. (Taylor, 2002).

S=29 v
Where

w; = the weight between O and 1.00 indicating relatimportance, 1.0 is extremely

important and 0 is not important at all. The sunthef total weight equal 1.00.
g; = a grade between 0 and 100 indicating how welldécision alternative satisfied
criterion j, where 100 indicate extremely high satisfactiord @ indicates virtually no

satisfaction.

S, =the total score for decision alternativevhere the higher the score is, the better.
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For proposing the location of power plant at Portdhe following criteria shall be
considered. Although these criteria will dependttom type of power plant proposed in
which the technology adopted will influence thesdeda as well (Bosgti, et al.,
2009:74).

Transportation of raw materials
Nearness to customers
Environmental effects (emission downfall)

Juridical aspect

The following scoring was done based on the mapiged and the available data on

the heat consumption rate of customer calculateddm, et al., 2009:74).

Table 21.Scoring model (adopted from Taylor, 2002) (Bosettial., 2009:76).

Decision _ Grades for alternatives (0 to 100)
- Weight | . | |
Criterions Region | Region Region Region
(0to 1.0)
1 2 3 4
Transportation
0,25 70 70 80 80

of raw materials

Nearness to

0,40 95 40 30 40
customers
Environment
_ 0,20 50 50 50 40
issues
Juridical issues
0,15 30 30 30 30
Total scores 1,00 70,0 48,0 46,5 48,5

Based on the above scoring model, Region 1 wiltddected for the power plant site,
due to its highest score. The selection was basescoring factors in relation to the

region.



70

Ko, (2005) argue that facility location decisionasmore difficult problem due to the
insecurity and unpredictability of distribution eronments. The location decision
process involves qualitative as well as quanti&ati&ctors. Decision makers can no
longer ignore the influence of sensitive factorghswas the population status of a
candidate region, transportation conditions, masgtroundings, location properties

and cost factors relating to the alternative lara{Bosgti, et al., 2009).

4.7.2. Reason for the present location of CHP pqhaart

The use of scoring model was used for locatingptlesent alternative 1. Region 1 was
better than others regions going by the calculatiovoking at region one, it was

discovered on Portdom map that a small river cubscpart of the region, (appendix 3)
with this river, it is not possible to locate thewer plant on other side of the river in

which will incur more costs on the project (Bosetial., 2009).

Bosgti, et al., (2009:77) suggested that, the pgwaart can be located on any available
land between the four major greenhouse farms ommed) provided the following
conditions are met:

1. Permission from the land owner

Permission from the municipality regional planner

Square meter of land needed for power plant (&izlee plant)

Traffic situation on the available road.

Wind direction.

o bk~ 0N

4.7.3. Emission downfall

Finland Location According to Finland Metrological Institute, Famd is located
between the latitudes 60N and 70N in the Northemoge. Its climate is, in spite of the
northern location, very favourable to living comalits due to the warming effect of the
Gulf Stream which orientates the cyclone tracksat@s northeaster directions (Bosgti,
et al., 2009:78).
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According to FMI, Finland average wind speed i® 3tm/s inland, slightly higher on
the coast and 5 to 7 m/s in maritime regions anuvepeeds are typically highest in

winter and lowest in summer (Bosgti, et al., 2089:7

Wind direction for Pdrtom area wind rose is a graphical tool used to get a petu
how the wind speed and direction are distributed aertain location (Bosgti, et al.,
2009: 78).

In Finland, it's most common that the wind blowsnr southwest and the least common
that the wind blows from northeast. Finnish Metéagaal Institute, Climate research
and applications gave information about how winections are distributed in Finland,

the table below shows the typical wind directioformation (Bosgti, et al., 2009:78).

Table 22 Wind distribution in Finland (Bosgti, et al., 2Z0@9).

The distribution of wind in Finland
Station Porvoo, Emasalo
Start of measures 01.01.1971
Start of measures 01.01.1971
End of measures 31.12.2000
Direction Speed (m/s) % - Share

Average 6,1
North 4,2 11
Northeast 4,1 9
East 5,9 10
Southeast 6,2 11
South 7 11
Southwest 7,7 19
West 6,9 16
Northwest 5,6 13
Calms 1
Number of measures 47345 times
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As shown in the table above, winds from southwestamce again the most common

ones.
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5. FINDINGS

The main purpose of this chapter is to expressdbponse of the lead users to research
questions raised in chapter one. Explanation ghexe are the views of the interviewee,
based on their level of understanding of those tipres As already mentioned in
chapter three, all of these farmers speak Swedistubge, hence some of the group
members of NORDEX 2009 project team had problemersidnding what those
farmers were saying. Therefore, this chapter wdl very brief on the response to
questions posed to these farmers as interpret®dBDEX 2009 project members that

speaks both English and Swedish language.

Farmers were asked the same set of questionsfertedif times of the visitation to their
greenhouses. Question (a) and (b) were split inbegaiestions for better understanding
of the farmers. However, their response to thesstipns will be summarised in this
chapter. Question (d) will be answered in chapteas solution to the lead user energy

needs, while question (c) will be answered in thiapter.

5.1 Question (a): What is the future of renewalblergy in the dynamics of innovation?

Question (al): What do you know about renewablegse

Renewable energy according all the lead userseigyibe of energy, which naturally

occurs, except the use of energy from coal, ot gas. They believe that, renewable
energy should be that types which are economiocalyple and sustainable to the

environment.

As earlier explained, renewable energy is saidetohlat type of energy which in future

should not be irreparably or irreversibly damadimg eco-system.

Question (a2): Is renewable energy reliable?
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The lead users have different opinions concerngtighility of renewable energy. Some
of the farmers believe that, renewable energy imble provided that the cost of
generation of the energy is minimal. But some bglieve that the cost of generation is
high compared to other sources of energy. One ef itlterviewee (D) said that
availability of renewable energy technology will telenine the reliability, he
emphasized further by claiming that, people areyda adapt to the use of renewable
energy but because most of the available techresdogyie very expensive for common
man to avoid.

In his own contribution lead user (A) suggestedt thignificant market growth in
renewable technologies can result from combinabibpolices that address barriers to

the adoption of renewable energy.

However, the futures of renewable energy in theadyio of innovation, greatly depend
on the national and international government inutes that will support the individual,
group, or organisation that are into creating neevedge or developing an idea that
can lead to innovation. As was seen in chapter tmmyvation is not static rather it is
kinetic in nature and also depends on what pernsfgeohe is looking at it. Lead User
(E) said that, nature of innovation is changing yfam local R & D teams to global
combined teams; he said further that innovatianasing away from central innovation
to combine innovation. From his view it means thamewable energy technology

dynamic is on the same velocity as innovation tetdgy.

5.2 Question (b): How has innovation influencedchtexdtogy diffusion within the field

of renewable energy technology?

Question (b1): How often do you adopt new techng?og

Most of the lead users’ answers to question (bd)aémost on the same tract; the reason
is that, all answers given revealed their perceptiben an innovative technology is in
place. They want to see how a new technology warnkkwhat is so special in the new

technology compare to the incumbent technologyy #re also curious about the cost of
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the innovative technology. However, lead user Hiated from other lead users
opinion, lead user H was much concern about trexyidle of the new technology
couple with the cost. Lead user H perception altechnology lifecycle was much
about the life span of the new innovative technglddjwant to be sure that both the life
span and the cost of the product merit investing in

Answer to question (b) shows that, for innovationirifluence technology diffusion
within the field of renewable energy technologyerthmust be good policies in place to
address some vital issues. Innovation technoloffysibn most of which lies on the
part of the government, institutions or organisatiand the users of the innovative
technology, during this study, it was understooat,tlcost of purchasing a renewable
energy technology is so high that it is not alwagsy for lead user to change to new
technology over night. In addressing some of thssees, lead user | suggested that
there should be more research and developmentesewith subsidies. There should
also be tax incentive for both the user and innmvat this new technology; lead user |
concluded that new technology will be able to corapedfectively with the incumbent

technologies.

5.3 Question (c): What is the energy problem entayed by greenhouse farmers and

the municipality buildings of Pértom?

The present economic crises and fluctuating pricéossil fuels does not favour the
farmers. They all claim that situation at preseygsinot favour them as a farmers. Their
first major concern was the position of Finlandtba globe. Finland as whole is cold
and it has been a problem to farmers. All of thiegmers have invested in different
types of technology on their farms for generatihg heeded energy. Some of these
technologies use fossils fuels in operating thewwwhat the price of the fuels is going
up and down on frequently, they think that havingcentralize power plant for
generating their heat and electricity will be oéar benefit. With this, the cost incurred
by an individual will be reduced.
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As already stated above the answer to questiowi(dpe solution to farmers’ problem

and that will form part of chapter six.
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6. SOLUTION TO ENERGY NEEDS IN PORTOM

This chapter will be answering question (d) of #lesearch question and as well
focusing on proposal to the centralized CHP for lgeds user and community of
Portom with regards to their energy needs. The qeeg capacity of the centralised
power plant will be determine at the end of thigptler. All calculation in this chapter is
extracted from NORDEX 2009 project report, whiclves as solution to the farmers

and occupants of municipality energy needs.

6.1. Peak energy needs

Due to position of Finland, the climate is verydtals result of that there is time during
the year when farmers need more energy to warmm dreenhouses; this period is
referred to as the peak.

Formula for calculating peak energy need:

P=A x K'x(T1— To)
Where P = the peak need for greenhouse (kW)
A = Area of the greenhouse {n
K = Thermal conductivity coefficient (W/fC)
(T1— To)= change in temperature in — of€}, calculated with maximum of 20
(Bosgti, et al., 2009).

Thermal conductivity (K')The greenhouses in Portom uses difference stegcgaven
out of the nine greenhouse farmers that are memntiate their greenhouses with glass
while the remaining two greenhouses use modernkbldhermal conductivity of a
building depends on type of material used on thiglimg. 9,4 W/nf/°C was used in this
calculation. The peak needs on monthly base a#itnulation is shown in table 21
(Bosgti, et al., 2009).



Table 23.Greenhouse monthly peak-heat needs (Bosgti,,&20£19:21).
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Month Peak energy needs
February 20,99
March 19,73
April 14,96
May 13,85
September 11,70
January 10,50
June 8,97
July 6,82
August 4,72
December 4,24
November 3,98
October 3,20
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Graph 2. Green house monthly peak heat needs (Bosgti,, &Qf19:20).

Municipality: The below formula was used along with the inforomtifrom the

municipality to arrived at the amount of energydseduring the peak period
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_ AxXW

A = Area of municipality building = 56,000
100(

W = Rated power need peffor old public houses = 32 W
Municipality peak energy need is 1,792 MW approxent 1,7 MW (Bosgti, et al.,
2009:21).

Calculating the annual energy needs for municiypalivolves the following type of oll
used, amount of oil used, conversion factor, edficy of oil burner used (Bosgti, et al.,
2009).

Oil used is light oil, amount of oil used is 36000kg, conversion factor is 10,2
efficiency of burner is 90%. The entire above eatanthe annual energy needs of
municipality to be 3330 MWh (Bosgiti, et al., 2009).

Simulation of energy consumptiddimulation of the energy consumption was based on
the data received from a similar greenhouse who esgh keeping records of their
energy consumption during the year. Thermal enéygthe proposed was set at 8 MW

in these simulations to see how the production ik like (Bosgti, et al., 2009).

In order to make the simulation of the energy camstion easier, average factor was
calculated on an hourly basis for a period of thiaegs with different temperatures in
February in order to create three different typesimulation. The month of November

was also put into consideration to see how the Isition for this less energy period will

be. Simulation of the month of February requiréstdrnical data about temperature of
Vaasa in February, 2009 (Bosgti, et al., 2009).

There are two method applied in the energy needglation:
1. The peak method

2. The average method

The peak method®eak method involve the use of absolute peak copsomvalue of

100% as a reference from one consumer while otiesuwemptions were divided by the
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consumer peak value and multiplied by the absglatk (Bosgti, et al., 2009). Table 22

shows an example of the peak method.

Table 24.Example of peak method (Bogsti, et al., 2009:23).

Absolute peak 21 MW

Lead user peak 432 kKW

Time Used [kW] Use / peak Up scaled use [MW]
03:00 432 1 21

04:00 253 0,585648 12,29861

The average methodAverage method involves the uses of the monthlyrage
consumption calculated to scale up monthly avecagsumption of lead user to system
level. Average consumption of all data is dividgdtlee monthly average and the result
is then multiply by the total average factor (Bosgtal., 2009). The example is shown
in table 23 below.

Table 25.Example of average method (Bogsti, et al., 2009:23

Monthly system average 7000 kw

Monthly consumer average 195 kw

Time UselkW] | Use/average Up scaled use [MW]
03:00 432 2,215385 15,51

04:00 253 1,297436 9,08

6.2. Simulations of energy needs

The amount of heat produced by the power planetiges8 MW, the following graph
illustrates the amount of heat consumed as itasqa in front of the heat produced, the
actual visible part of the column is the amounertess heat produced (Bosgti, et al.,
2009).
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February: With reference to data for the month of Februdmyeé days were selected to
represent the month: these days are peak day,i@bladay, and over average day.
Average temperature for February is about °C %Borg, Backstrém, Majabacka,
Majabacka, Ohils, and Olofsson, 2008 sited in Bpgstl., 2009).

Peak day#4.2.2006 was selected as the peak day with a siedleerature of -26C for
24 hours (Bosgti et al., 2009).

Over average dayPeak day selected was 15.2.2006 with a temperafur8,5 °C
during the day and -5% at night (Bosgti, et al., 2009).

Variable day:11.2.2006 was also selected with a temperature3,6f°C to -18°C
(Bosgti, et al., 2009).

November:10.11.2005 was selected due to available data astdbde temperature of
about 7,5C (Bosgti, et al., 2009).

6.2.1. Simulation using average method
Below graphs illustrate simulation of heat needsgiboth average methods and peak

method. The blued colour represents the amountaf ised while the red shows the
amount of heat produced over a period of time (Bpsgal., 2009).
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Peak day with average method
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Graph 3. Simulation of February with average method (Bqgtal., 2009:24).
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Graph 4. Simulation of an over average day (Bosgti, et24109:24).
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Variable day with average method
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Graph 5. Simulation of variable day (Bosgti, et al., 2008):2

Simulation for November
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Graph 6. Simulation of day in November (Bosgti, et al., 90I5).
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6.2.2. Simulation using peak method
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Graph 7. Simulation of peak day (Bosgti, et al., 2009:26).
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Graph 8. Simulation of an over average day (Bosgti, et24109:26)
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Variable day with peak method
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Graph 9. Simulation of a variable day (Bosgti, et al., 2(@.
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Graph 10. Simulation of November with peak method (Bosgtlet2009:26).

The use of peak method for simulation of energydsef®r the month of February
shows that, the heat produced is underproductiost ofadhe hours of the day for all the
type of days selected. While in November thereverproduction except for three hours
from 9.00 to 11.00, during these periods the prodnenatches the heat need. Absolute
peak need for one hour is 21 MW which is just dolyone hour during the peak period

(Bosgiti, et al., 2009).
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Analysis of temperaturéwith reference to types of day selected, eachhefdays in
February is grouped based on the properties of éestyre from weather registry for
2009 (Weather Underground, 2009). Days with avetageerature of -7°C are term
over average, days with average temperature of %C5are also referred to as peak
period while days with temperature between °C to -14°C are term variable
temperatures (Bosgti, et al., 2009). The daily terafure in the month of February
2009 is shown in graph 11 below.

Average temperature [°C]
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oN O
|
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23.2.09
25.2.09
27.2.09

Graph 11. Daily average temperature in February, 2009 (Bpstal., 2009:27).
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Graph 12. Simulation of February with average method (Bgsgtal., 2009:28).
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Simulation of February with peak method
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Graph 13. Simulation of February with peak method (Bosdtiale 2009:28).

6.3. Final analysis of simulation finding

The simulation of the month of February shows thath peak method heat was
underproduction throughout of the month. Average¢hma shows a slight change on a
daily basis with overproduction. It was notice tloatly 4 days of the month have
underproduction of 10 MWh. However, the two methags/e different outcome,

although the curves are similar, with peak methodrgy needs are much higher
compare with the average method. The use of theomé of these simulations would

be based on their weight as to the lead users (Besa@l., 2009).

The average energy need of the lead user was lmaséie amount of oil used on a
monthly basis while the peak was based on a formitta consideration to the size of

the greenhouse, the outdoor temperature and |leanestainties (Bosgti, et al., 2009).

The calculated average needs in February was 7,2 tM@&/average method gave a
result of 7,25 MW while result of peak method wa829MW The result from average
method was loser to the real consumption of thd lesers (Bosgti, et al., 2009). The
result from peak method was 36% higher than theahconsumption of the lead user.
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The average calculated for November was 2,5 MW pek method gave an average
result of 5,65 MW, and average method gave 1,63 M¥h a daily average
temperature of C. November average temperature was’G,2it was expected that
heat consumption should be lesser than the cabclkaterage need. Also peak method
gave consumption needs of 3,15 MW higher than tleeage in November. From this
comparison, it shows that average method gaveudt ideser the expected need while
peak more than required. Table 24 below shows tmparison chart of the two

methods.

Table 24.Comparison chart (Bosgti, et al., 2009).

Calculated Peak method Average
Energy method
needs
February
Monthly consumption 4830 MWh 6600 MWh 4900 MWh
Monthly average consumption 7,20 MW 9,82 MW 7,25 MW
Absolute peak 21 MW 21 MW 15,5 MW
November
Average consumption 2,5 MW 5,65* 1,63 MW*

*daily temperature of 7C, average temperature of 62

Simulation shows that more heat is needed at rilgirt day time due to temperature
differences within the greenhouse and outside tleerdnouse; therefore there is need
for flexibility in the amount of heat generatedrfrahe power plant. The capacity of the
power plant with variation in the amount of heagde from the lead users is a serious
issue. For proper optimisation of the power plgrgposed power plant should be
running at full capacity, if over sized, it will @duced more than required that is
running at a lost.

From the simulation, the size of the power wasteé&t MW of heat. The capacity can

still cover most of the consumption of the leadruse February; the actual heat
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produced is 500 MWh more than the heat consuméaeimonth of February based on
the monthly simulation, however about 15,5 MW ieaed during part of the days. This

need is only reached within four days and onlyrie bour.

The heat peak need is 202 MWh and this is 10 MWfrerttean the heat produced from
the power plant. The amount of heat produced is NMI92h while the amount of heat
underproduction on daily production is about 5,2&6February underproduction is 40
MWh while 500 MWh was overproduction, and the tgiedduction is 5376 MWh. In
order to meet the heat needs heat storage tankecased as a buffer to avoid waste of

heat.

6.4. Question (d): How can the greenhouse farmmalsirghabitants of the municipality

buildings solve their energy problem?

In solving energy problem encountered by the greesé farmers and inhabitants of the
municipality buildings, it will require proposing tthem a viable CHP power plant
which will solve their problem now and in the néature. From the above simulation
analysis its shows that a power plant with subgthamount of energy will be required

to meet their peak needs and there after. CHP pplaet with a capacity of 8MW of

heat and 3.5 MW of electricity will be a solutiantheir energy needs.

This CHP power plant will be operating on strawtasnain energy sources since there
is an abundance of straw within this community. @esign of the power plant will as

well allow the use of other renewable energy saisteh as peat and wood chips.
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7. DISCUSSION AND CONCLUSIONS

This chapter will give a general overview of theolhwork presented in previous
chapters including a proposed solution to the gnergeds by the farmers and the

community of Pértom.

The use of energy can not be overlook due to gsifstant contribution to a nation’s
development. Using fossil fuels as energy sourcas hegative effects on the
atmosphere; and because of these, many natiorsoareing for an alternative energy
form, which will not contribute to the destructiaf their environment at large.
However, that brings the thought about renewablergn it can contribute to
diversification of energy carriers for productiohheat, fuels and electricity via the use
of combination of production heat and power (CHP).

The purpose of this research was to look at tharéubf renewable energy in the
dynamic of innovation. Also focus on how renewableergy influence technology
innovation diffusion within the field of renewabémergy. This research as well tries to
find solution to energy problem encounter by gremrsie farmers and municipality

occupants in the community of Pértom.

In finding solutions to the problems stated abdies thesis tries to look into various
research methods that are available. Due to therenaif this work, and the ways
information such as data was collected from greeséddarmers, operation analytical

approach was then used for analysing the avaitidike received.

The use of renewable energy was analysed and frouwdry based on the availability
of the source of energy within the locality wheresineeded. There are various types of
renewable energy sources namely hydropower, bignsassr, wind, and geothermal.
All of these energy sources have different typesechnology that goes along with
them.In recent times, the growth in use of renewablegnas sources of energy has

been on an increasing rate. These increments @xuar result of national and local
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policies which have been in support of the growthttee adoption of the use of
renewable energy. The adoption of renewable enasygnergy source significantly
depends on how the adopter opinion on the enengsceacompared to their needs and

how innovative it is to them.

Using renewable energy as innovation source waswexd by looking into the meaning
of innovation as defined by different scholarswhs discovered that to some people
innovation is regarded as newness. But the degredbeonewness depends on the
adoption and diffusion of the innovative technologg for the greenhouse farmers of
Pdrtom and the user of the municipality buildinge tombination of power plant with
heat generation and power (CHP) is new technologthé¢ farmers and occupants of
municipality building due to different technologiesed by them. None of these farmers
and occupants of municipality buildings generatecteicity with their current used

technology.

In conclusion there is an opportunity to use reri@&anergy as an innovation source in
the community of Portom by building a power plamtHortom with the possibility to
solve the energy problem of lead users and occspainmunicipality buildings. The
proposed power plant will then replace their curiesed oil-burners and give the lead
users and municipality as a whole green energycanapetitive price. With regard to
the present oil-market, it will also bring safetythe lead user with more sustainable

energy and a cheaper energy prices for the future.

The proposed power plant is best located in na#t ef the community of Pértom with
capacity of supplying 8 MW of heat and 3.7 MW oéatticity sold to the grid. Straw
will be the main source of the renewable energytdues availability in the community.
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APPENDICES
Appendix 1
Ring piping system

Ring system / All consumers

Solution cost:

Digging cost : 710 000 €
Pipe cost : 1 590 000 €

Solution total: 2 300 000 €
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Appendix 2

Conventional piping system

Conventional / All consumers

25

19

14,

3
1 12

10 17

27

Solution cost:

Digging cost : 700 000 €
Pipe cost : 960 000 €

Solution total : 1 660 000 €
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Appendix 3

CHP Power plant location

Region 4 Region 1

Region 3 Region 2
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Appendix 4

Emission downfall direction
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