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ABBREVIATIONS

3GPP % Generation Partnership Project

AC Admission control

ACAC Adaptive call admission control

ACACS Adaptive call admission control scheme
BR Bandwidth Reservation

BU Bandwidth unit

BW Bandwidth

CAC Call Admission Control

CAC Connection Admission Control

CB Call blocking

CBP Call blocking probability

CCl Co-Channel Interference

CD Call dropping

CDP Call dropping probability

CS Complete Sharing

DCAS Dynamic Channel Allocation scheme
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FSDCM Adaptive fuzzy service degradation controbeio

FSL Free space path loss



GAS Genetic Algorithms Scheme

GC Guard channel

GoS Grade of service

HCA Hybrid Channel Allocation

HSDPA High Speed Downlink Packet Access
ITU-T The International Telecommunications Union
MGC Multimedia Guard Channel

MS Mobile station
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RCS Reserved Channel Scheme
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Sul Stanford University Interim model
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UMTS
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WCDMA
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WPBCAC

Universal Mobile Telecommunication System
Uplink open-loop power control

Wideband CDMA

Wide Band Power Based

Wide Band Power Based Admission Control
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ABSTRACT

During the last few years, broadband wireless comoation has experienced very
rapid growth in telecommunications industry. Hertbe, performance analysis of such
systems is one of the most important topics. Howewaecurate systems’ analysis
requires first good modeling of the network trafficdloreover, broadband wireless
communication should achieve certain performancerder to satisfy the customers as
well as the operators. Therefore, some call adomnssontrol techniques should be
integrated with wireless networks in order to deey users/services if accepting them
will lead to degrade the network performance t® lggn the allowed threshold. This
thesis mainly discusses the above two issues vdainlbe summarized as follows. First
issue is the traffic modeling of wireless commuti@ma The performance analysis is
discussed in terms of the quality of services (Qa®) also the grade of services (GoS).
Different scenarios have been studies such as emggtne GoS of handover users. The
second issue is the admission control algorithndmiasion Control is part of radio
resource management. The performance of admissiotrot is affected by channel
characteristics such as fading and interferencenceéle some wireless channel
characteristics are introduced briefly. Seven déifeé channel allocation schemes have
been discussed and analyzed. Moreover, differentissibn control algorithms are
analyzed such as power-based and multi-classey-fogic based. Some simulations
analyses are given as well to show the system qmeaiace of different algorithms and
scenarios.

KEYWORDS: Admission control, Markov Models, Channel AllocatjdCall blocking,
Power Control, Propagation Models, Uplink and DankRadio Links, Fuzzy logic.
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1. INTRODUCTION

The demand of higher bandwidth increases rapidby tduintroduction of data calls in

cellular network. The researcher has divided badttwresources among multiple
classes of user to fulfill new demands of qualityservice (QoS). In cellular systems,
admission control ensures the system to meetsiéhty of service. There are tradeoffs
between QoS and traffic load in a network. For mekwto work smoothly, we need to
limit incoming rate of calls or to utilize the alable resources in a maximum level to
avoid network congestion. In addition, researchars interested in limiting call

blocking and dropping probabilities either by distiting number of channels amongst

new calls and handoffs.

1.1. Study Objectives and Aim

As the bandwidth is limited and not to be wastestwork engineers performs traffic
analysis and optimization to maintain QoS. Traffistribution based on channel
allocation depends on use registry. The aim of ttesis is to study different schemes
to maximize system capacity and make decisionsdamission control. This minimizes
extras handoff by adopting reserved channel sch@R&S) for handoff calls. In
addition, the effective mobility management forvglomedium and fast traffic also
reduce system burden.

1.2. Study Contribution

This thesis gives research problem area in admmissmntrol on theoretical and
simulation platform by providing concepts and résurhis thesis also gives an idea of
how important is to identify the problem of multass recourse assignment in future

networks.
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1.3. Focus areas defined Model

Figure 1. Defined Model.

The core of admission control include shaping badthwequirements ensuring QoS
by determining interface level, speed of users, disthnce from base station and the

factors involved in it.

Avallab‘Ie Bandwidth requirements
spreading codes
\ of the user

Interference level

Bandwidth /
Quality of Service “

Distance of the
user to the center
of the cell

Service level

Speed of the user

Figure 2. Factors influencing the quality of service and thaximum bandwidth of a
connection (Sauter 2006:164).
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1.4. Outline of the thesis

In this chapter, the importance of the topic inimed. Second chapter is based on
packet data networks in wireless communicationagdoen processes, steady- state
Probabilities and capacity equations. Third chapi@sed on introduction of channel
assignment schemes, handoff reservation channehsghalgorithms for blocking and

dropping probabilities by reserving handoff chasrtel maximize QoS. In chapter four,
we have discussed the ability of cellular netwarkptovide different types of services
for different classes of traffic. The basic funatiof admission control algorithms is to
decide on admitting new user into system only wigms parameters are satisfied.
Admission control whole mechanism based on multulze environment with power

and throughput control algorithms.

Chapter 5 includes radio link performances measentsnand significant factors

involved in determining the power from each bas#tiat (BS). The selection of

connection admission based on the BS receive pgvegrh. Pathloss problem can be
reduced by selecting suitable pathloss model tommme handoffs and maximize QoS.
In addition, we discussed load calculation for ealimission control (CAC) Schemes on
power and throughput based admission control. Kin&ldaptive CAC techniques

through fuzzy logic for multi-class CAC scheme fawngestion control have been
discussed. Last chapter contain simulation reswsted to call admission control
algorithms and handoff minimization based on resgisignal strength.
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2. ADMISSION CONTROL

A radio resource management (RRM) technique has bsed for the efficient use of
resources in wireless communication. To achieve nii@mum required quality of
service (Qo0S), the available resources have toetfsetively. Call admission control
(CAC) takes decisions on call acceptance basedredigion of Impact on network
resources. The quality of service according to Triternational Telecommunications
Union (ITU-T) ensures QoS requirements of custor@a$ planned by provider, QoS
delivered by provider, QoS perceived by customkaifio et al.2006:457)The radio
resource controlRRQ layer broadcasts system information, handlesoragsources
(i.e., code allocation, handoff, admission contesld measurement/control report), and
controls the requested QoS (Garg 2007:498,661).

The focus in this thesis is to achieve the TargeSQDifferent factors should be
considered such as: Blocking probability, droppomgbability, blocking and dropping

in different types of traffic, force termination girability required grade of service
(GoS), uplink and Downlink load factors, effectibandwidth (BW) allocation among

users, load control active connection and otherSecive link layer capacity

optimization includes efficiency in admission cahtand resource reservation that
guarantee target QoS (Glisic 2006:244).

According to (Lee 2006:335), these factors increasavice quality and come under
admission control (AC) based on network planning aower control. A problem in
wireless communication is limitedly available radtiequency spectrum. The intelligent
base station assigns resources to mobile statiefligently for power control and
power adjustment to tackle the near far problemaddition, it makes smart handoffs
between base stations. (Lee 2006:20) Traffic distion parameter includes user
mobility, cell size of the wireless link, cell cajiy, network load, scheduling at the
base stations, handoff, and location managemenmdiatain quality of service (QoS)
the traditional approach based on the Erlang-B @angiven by Erlang a Danish
pioneer of teletraffic theory in telecommunicatiogtworks.
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QoS also include large coverage area because mobdes are unevenly scattered
within the wireless coverage area. It is not pdssib have 100% coverage due to the
fact that we have to increase transmitting powecdeer weak spots. Secondly, it is
even harder to control interference in high tratsng power. Requiredgrade of
service (GoS) is specified by blocking probability of useds general, blocking
probability in a cell sites should be less then peocent. It also needs a good system
planning and a sufficient number of radio chanrelsilability. Thirdly, the total
number of dropped callmust be kept low. Call dropping causes coveragblepms and
handoff problems directly related to channel avmiity or weak reception. (Lee
2006:28) the cellular systems is defined by twormaeser states. First busy users, which
have an ongoing connection (e.g., allocated tim® skecondly, Idle users, which are
attached to the network (i.e., mobile terminalusnéd “on”) but are not active at a
particular time (Janevski 2003:84).

2.1. Admission Control Mechanism

Admission control mechanism in wireless system $i@tpdecision making for granting
the available resources for incomings requests.nidmber of connections in a cell is
based on capacity of the specific wireless netwlnrkGSM, it is the part of base station
controller (BSC) but in present communication, liigent base station (BS) itself has
authority to reject or accept calls. (Lee 2006:2nevski 2003:83) We have two models
to calculate the blocking probabilities of wirelessmmunication systems. The first
model ispure loss or blocking system modehere blocked calls cleared with zero
holding time (no buffering). This model is basedErtang’'s-B distribution. The second
model isqueuing system modbhsed on Erlang’s-C distribution that is mostlg urs
data calls. (Hammuda 1997:134)
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2.2. Random Processes

Random events are hardly predictable. One simpkmele of random event is
throwing a coin. In coin, we have two possible égea head or a tail. In this thesis,
is symbolized as call generation apd is call serviced either, completed or handoff to

another cell. There are two groups of Random vhasab

» Discrete random variables are limited and boundegde observe a number of
busy channels or number of events in given timeruatl (e.g., call arrivals,

call servicingu).

» Continuous random variables (we take time as airomiis random event such

as waiting time, busy time, and inter arrival time)

2.2.1. A Memory less process (Markov process)

The future state at any given time depends onlgsopresent state current valug but

not on past value, where the probability of thetnakuex,,,; can be expressed as,

Pr{Xni1=Xn41 1 X =2, } (2.1)

The equation (2.1) is used only for memory lesg@se (Janevski 2003:91-99).

2.2.2. The Birth-Death Process

As we are interested in continuous-time processies, birth-death process is a
continuous time Markov process. Here, the transitioccur between adjacent states
only or leave the state unchanged. When a birthirscthe process goes from sthat®
k+1. When a death occurs, the process goes from lstatestatek-1.The maximum

chance to occur a state is one. (Janevski 2003:008p-



19

(2.2)

p=1

J=0

2.2.3. Steady-State Probabilities and Erlang’s loss foemul

The steady state probability that the system &ate’]’ (j € N) can be written ag?’,
Py = lim F;() (2.3)

WhereasPj (t) denotes the probability of calls in the system at time’. (Willig
1999:11).As,

}\OPO = H'lpl Slmllarly, }\]‘_11)]‘_1 = H.]P] (2.4)
And, the steady state probability that the systeim statéj’ can also be written as,

Pj = @lPo (2.5)
Jj!

WhereA = My, offered traffic per cell and clearly assumingtthfa< 1. Thecarried

traffic is the volume of traffic actually carrieq la cell, andfferedtraffic is the volume
of traffic offered to a cell. (Garg 2007:24) thie®;’ is as follows,

P, =-E~ po

] ]|

J (2.6)
@

Putting equation (2.6) in equation (2.2) we get,
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_ 1 (2.7)

o

Yk=0"RkT

Putting the value of P, from equation (2.7) in (2.6), we get the Erlang’s formula
and can be expressed as,(Stiber 2002:33; Jan®@&Xil27)

(&)] (2.8)
M

k=0"%T

Whereas'|” is the total number of communication channels And A/u is offered
traffic. In a condition when all the available nuenlof channels in system are busy then
from equation (2.8) foj = n can be written a®locking probability of Erlang’'s
distribution.Wheren are number of busy channels in systdf@arg 2007:40)

(A)] . (2.9)
& @’ @r
&)k n. ﬂ " n (A)
W k=0 J1 k=0 Rl
k=0"F]

If we increase the number of traffic types then tidithensional Erlang’s loss formula
we obtain can be written as, (Janevski 2003:119)

n J (2.10)
( i=.0%) (Z OA)]
P, =Pj = J T = i
(el 3, G

k=0T
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2.3. Modeling of Wireless Networks

For the modeling of wireless systems, we need msider following parameters such as
new call arrival rate, handoff call arrival ratejesage call holding time, new call
blocking probability and handoff call blocking pidility. Consider a user that initiate

a fresh call as a Poisson process at tate= 1,, and receives no handoffs. The Mean

value that the call complete without handoff is ﬂ(m% and mean value that the call

complete with handoff isrl—l . Whereas, service rate for new call complete, iand

service rare of handoff calls 1 The total call service rate u; = u+n. (Janevski
2003:127) According to (Janevski 2003) using Ligtkeesult traffic intensity “A” can be

expressed as,

_M (2.11)

A, =
1liT

We have calculated blocking probability for newigdly using the Erlang’s-B formula.

(h)" (2.12)
\ur/ Aa)"
Ph. — n! _— n! '
" All n (Al)l
G o
i=0" {I

As, the total incoming call in system is the sunmeiv and handoff calls.

Ar = Ao + Ap; (2.13)

Then effective offered traffic as follows, (JanevaB03:128)

A Aot Ay (2.14)

A, =
Ur B+ 7



22

The handoffs are not self-determining processesdepeénds on the new call arrivals in
the cells. If there is no new call, there is nodwth If there is no reserve channels for
handoffs call then, new call blocking probabiliB¢ equal to handoff call blocking
probability by using Erlang’s-B formula with effegt offered traffic. (Janevski
2003:128)

(h)” (2.15)
U (4.)"
| |
P, =P, =Pb, = n. n.
b h n (h)l ?_0 (A.e')l
n U B L
=0 {1

P, = P, Only when there is no reserve channel left for lodisdthen probability of
blocking is equal to probability of handoff blocginWwhere“n” is the total number of
channels in cell. From equation (2.15) we have showat probability of blocking
handoff call and new call in a cell is same if amdy if reserved channels are zero or

currently in use.

2.4. Discussion

Cellular wireless networks based on assumption @sd®n arrival processes and
exponential distribution of service time. On thedmof traditional Erlang’s-B formula,
we extend the scenario of one traffic type to mpidtitraffic type shown in equation
(2.10), that result in multidimensional Erlang’s$adormula. Some changes are required
in process of flat traffic control and handoff os@mes. In next chapter, we plan to
reserve the channels for handoff from total avéélathannels in cell. This guarantees

the completion of handoff call and thus reducebkdrmipping probabilities.
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3. CHANNEL ALLOCATION AND ADMISSION CONTROL

According to (Hammuda 1997) we consider spread tgpac multiple access and
hexagons shape cells are assumed to avoid laeyteir@nce between users of different
cells. Base station in each cell provides air fetence. The “Cell sizes depending on
type of subscriber station, antenna, site condstiamd transmit Power” (Sauter
2006:259). To measure the performance of wirelestwork we calculate
channels/MHz/ square Km, Erlang blocking probapiitHz/square KM, and
users/MHz/ square Km (Hammuda 1997:13-17). To arae co-channel interference
(CCI) all the Channels allocated in a way that thrgyto cancel the interference of
adjacent cell in the networks. Then the concegtazfuency reuse comes into account.
(Lee 2006:45)

3.1. Channel Allocation

According to (Siddiqui 2004), the current growth wireless communications made
necessary to use efficient radio spectrum schermesurrent channel allocation
schemes, we have new calls and handoff calls itesysThe simultaneous use of
available channel comes under optimal channel @dilmc scheme. (Siddiqui 2004) To
minimize the rate of call drops, researchers haepgsed different channel allocation
schemes granting reserved channel for handoffs.dallthis chapter, non-prioritized
scheme and reserved channel allocation schemésifaioff calls is discussed in detail.
The two previous mention schemes are non-borrowirgd channel allocation

schemes.
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Channel Assignment Schemes

Fixed Dynamic

e

Basic .
Fixed Flexible
Borrowing
Predictive
Hybrid
Scheduled

Figure 3. Channel assignment schemes (Stiber 2002:646).

To avoid blocking of new and handoff calls in thasdls where traffic is high, the
combined scheme for fix, dynamic and hybrid charalkdcation is used. (Guerrero
1999) In personal communication system (PCS) theilmstation (MS) use a common
signaling channel to get communication channelimwother systems MS request traffic
channel directly. In either case, if channel is avdilable the call is blocked. (Siddiqui
2004) Fix channel allocation strategies widely used iB&and 3G systems such as
HSCSD, GPRS, cdma2000 (F.A Cruz-Perez and Gue2@d8). In this thesis, we are
also interested to minimize the new call blockiatgr handoff dropping rate, call forced
termination rate and call not completed rates fmthlno priority and reserve channel
scheme. This analytical method is valid for uniformaffic distribution.“Forced
terminations of calls in progress are worse thaoclkhg of new calls. Forced
terminations or handoff blocking occurs when arivactall crosses a cell boundary,
and the target cell cannot accommodate the additicall” (Stiber 2002:670). The
availability of channel in a system occurs wherah is terminated due to handoff, or
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on completion of request. Each cell has a set wieran use. The cell tends to use their
own carriers before borrowing carriers from othell ccalled borrowing channel
assignment (BCA)Stiber 2002)

10
100 |
[
-2
10 3
o=
10”
10*
10° - : : :
5.0 10.0 15.0 20.0 25.0 30.0

p (Erlangs)

Figure 4. Probability of new call blocking verses offeredffia without queuing,
A=FCA, B=DCA, C= Aggressive DCA (Stuber 2002:680).

3.2. Non-Borrowing Fix Channel Assignment

The non-borrowing fix channel allocation can beidld into following categories in

channel allocation schemas.
3.2.1. No Priority Scheme (NPS)

No priority scheme (NPS) fallows First in first ofiflIFO) method a approach for call
handling, but this scheme does not offer QoS supptanevski 2003:6) In NPS, each
cell has same priority, it means non-prioritizetlesoe either for new call and handoffs.
In NPS only one channel is assign to each requibstblocking probability and handoff
failure have partially control by DCA of channel$he NPS scheme is better for those
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cells with low traffic intensity. The DCA schemeeglsas last resort when we have high
traffic in NPS cells. (Siddiqui 2004; Janevski 20GRierrero 1999)

Figure 5. No Priority SchemgNPS).

3.2.2. Reserved Channel Scheme (RCS)

RCS is dynamically gives priority to every functidfunctions like new call attempts
and handoffs channel allocations. In normal coaditihighest priority is given for
handoffs calls and then for new call attempts, hawet is possible to set your own
priority as system requirements. Handoffs resersvieannels uses FCA scheme and
remaining channels using DCA scheme, help the n&tteoreduce probabilities of new
call blocking probability, handoff-dropping probhty, call forced termination
probability and, call not completed probability. Arcrease in system performance has
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been observed by varying threshold value to opentie parameters in different traffic
conditions. (Siddiqui 2004; Guerrero 1999)
o Assigned

Incaming Hand off
Calls

Yes Ongoing Calls

Channel

Chanrel

Axailability l

l o Channel Release

The call is forced to
Terminate

Figure 6. Flow chart of prioritized reserved Channel ScheRRRES).

3.2.3. Queuing Priority Scheme (QPS)

The handoff call is queued if there is no availatitlannel in destination cell when MS
send its request to BS. If a channel in destinatielh is unavailable before crossing
handoff area then call termination occur. If the&genumber of calls in queue then
system fallow First in First out (FIFO). (Siddicg004)

3.2.4. The Genetic Algorithms Scheme (GAS)

The channel assignment based on local state-badietep of call admission control is
known as Genetic Algorithms Scheme (GAS). All otlsehemes have priority of
handoff calls either by queuing or reserving chéf@ handoff calls. The purpose of
these schemes is to reduce Probability of not ceteg@lcalls. Results in (Siddiqui 2004)
shows that the proposed RCS have better results tthe NPS in terms of call

completion probability.
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3.2.5. Parameters description

In (Guerrero 1999; Siddiqui 2004) the call Blockirggll handoff failure, call forced
termination and not completed calls probabilitiessén been driven. Then the total
probability is given by Pj as, (Guerrero 1999; $igdl 2004; Janevski 2003)

toz -

Pj = I

0

Here in the cell, call intensities are denoted @k arrival intensity =10, handoff call

arrival intensity =\y,;. The total arrival rate and departure rate in NPP& follows,

Ar =20 + Ay (3.2)

Pr=p+n (3.3)

As, ur is the total service intensity, where servicenstty for handoff call igt and for
cell with no handoff ig;.

3.2.6. No priority scheme (NPS) Analysis

In No priority scheme (NPS), all users have sanm@ipy on channels availability in the
cell. We consider that is the total available number of channels. The nkhgranted,
when there is free channel otherwise, call is tegecin NPS (Siddiqui 2004; Janevski

2003) gives total arrival intensity as,
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}\T = Ao + }\hi (34)

The service intensity in a system jg-).

(u+n)  2Au+n) (o) jrn)  (-Y+n)  (1+w+n)  (s=(u+n) u+n)

Figure 7. State Diagram NPS. (Guerrero 1999; Siddiqui 2004).

From Figure (7) probability Pj for{j<s is as follows, (Guerrero 1999)

(il 39

Pj=——

0

WhereasP, is the probability of zero state.

S
ij =1
=0

(3.6)

Putting equation (3.5) in (3.6), we g&t and can be expressed as,
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1
Po = _ (3.7)
(}\O + Ahi)
s \(utn)
k=0 k!

By substituting equation (3.5) and (3.7) we geuyd@ero 1999).

(G5) .
Jj!
S <‘/\o + xhi)k

(u+mn)
k=0"" [l

Pj =

Suppose the total available channel in cell ofitafpe’j’ is‘s’ ,then to findP, atj=s
the equation (3.8) becomes, (Guerrero 1999; Sid@ia04)

20 + A\ T s (Ao + A\ (3.9)
Pb:&:<(u+s-!nl3) ;((u;n@)

Reason for keeping=s because arrival rate ¢fcalls ands calls in the cell for no
prioritized scheme is same. The call dropping pbditg P, is as follows, (Guerrero
1999; Siddiqui 2004)

(othu)' . (lothuyT" 210

s! Z k!

k=0

Ph:
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As, (Guerrero 1999) consider blocking probabilifyhandoff and new call is same in
NPS because we have same priorities for both tgpealls. (Siddiqui 2004; Guerrero
1999)

P, =P, andP, =P, ,onlyif j =5 (3.11)

The priority of handoff call generate in cell isTgaas new call generation probability in
NPS. Equation (3.10) already approved in Chapteo, tas equation (2.15) for

multidimensional traffic type calls.

3.2.7. Reserved Channel Scheme (RCS) Analysis

For reserved channel scheme, consider that thkawailable channels ar€ ‘channels
from which ‘Ch’ channels are reserved. The number of channelinleiystem are as

follows,

n=s— (Ch) (3.12)

Arrival intensityA for n channels in RCS can be expressed as, (Siddiqd)200

Ar = Ao + Ay; and At = Ay, otherwise (3.13)

From Figure (8), the total call arrival rate A3 = Ao + Ay,; from zero to ‘n’ and from
‘n+1’ to ‘s’ is Ar = Ahi. In equation (8), arrival intensity for handoffllsas A;;, and

the new call arrival intensity %o where, the total number of states aret1’ states.
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For Reserved Channels

-0 ~h] /\-m /_// m\< \\;IR f;‘_\ ,__'E‘\\
> > - 7 L /’\\,l
4 / N J

\ /\/ \/\ /\\/ \/\/

(M+n) 2 (u+n)(n-1)+n) ntu+n) (n+1)(u+n) (Me2)ae+n) (s-1)u+n) s(u+n)

Figure 8. State Diagram RCS (Guerrero 1999).

The state diagram of reserve channel scheme isrshoftéigure (8). If new call enter in
system it will be blocked if and only i’ channels are busy but handoff call will be

accepted. From Figure (8), the steady state prbtyals given by P; and can be

expressed as, (Guerrero 1999).

<‘/\o + xhi)f (3.14)
sz("]f—ln)P for0<j<n
i) ™™ (Ao + Ap)™ 3.15
sz(hl). ( .hl) Po forn£j<s ( )
jtu+mn)

Whereas, according to Figure (8), equation (3.14) equation (3.15) are independent.
The initial probability ‘Po’ can be expressed &ué¢rrero 1999; Siddiqui 2004).

. . -1 3.16
= (Mo + Ay’ o )™ (Ao + A" 3.4

=t wtm)) L j et )
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In the above equation, the first part is the inaggrand outgoing traffic for channel ‘0’

to ‘n’ and can be expressed as

Ao + Ahl) (317)

i((uﬂz)

j=0

The second part of equation (3.16) is incoming auodigoing traffic for channel
aboven, isn + 1 to s for reserved channel scheme and can be expressé¢8i@diqui
2004).

zs: i)™ (Ao + Ap)™ (3.18)
jrQu+mn)

j=n+1

The probability that the cell receives a call whke system is in state{ss) then the

new call blocking probability is as follows,

S
Pb=ZPj
j=n

Whereas, call blocking probability from -s) is given as,(Guerrero 1999; Siddiqui
2004).

(3.19)

<xo + xm) I o (3.20)
) (o + A" ﬂi SR Qi)™ (R0 + Apy)"

=y & A M)
The handoff call dropping take place when theraasreserve channel left in system for
handoff calls in other terminology, Ch=0 then fraquation (3.12), we get = s.
Therefore, Probability of handoff calls drop forseeve channel scheme (RCS) as
follows, (Siddiqui 2004; Guerrero 1999).
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(3.21)

(7\0 + }\hi

ROt
p, = (u+ n)z! (Po)

As, s =n+ ch thenn = s when Ch=0 the Probability of handoff calls drom dze
expressed as,

(?\o + )\hi>s (3.22)
(n+n) (Po)

Po = s!

From equation (3.22), we achieved same equatiaf M®S handoff probability,.
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3.3. Call admission control Algorithm flow chart (Guenwel999)

Enter the values of:
s(Available
channels)X;h,mu,eta,rh

v

A, = 0.2*% A,

o

=S |step|< 0.000

YES

> flnd :pft’pnc

End
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3.4. Call admission control Algorithm (Guerrero 1999)

To see the performance of system parameter®li®g, P, P, have been introduced.
Steps:

Inputs = s (Available channelgjguard)Ch, mu ,eta, rho

Outputs =Py,,pp, Prt, Py

StepO=Zhandoff= 0.2* Anod, Where,

Stepl=if |[step| < 0.0001 jump step 4 and calculgt® force_termination) probabilit

Pt and Rc (pro_not_complete)
Step2= calculate and Pj, calculate Bock , Ph.

Step3= find the new value ofhandoff [Ahandofine} and also value ofini from

Ani = Z Aho_new

If difference between the old handoff and new b#indhlue ofino is [step] then jumg

to stepl.

Step4 = Find R and Rc ,i.e. force termination probability, call not cofefe

probability respectively.

~
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4. CELL BASED CALL ADMISSION CONTROL WITH QoS

The target for next generation cellular systemgoisprovide QoS for multimedia
applications. For this purpose, (Nasser et al.20p7ppose multiple-threshold
bandwidth reservation scheme combined with call iasiion control Algorithm. The
proposed method provides better QoS and efficidilization of bandwidth in
M/M/C/C queuing systems. (Nasser et al.2007)

In this system, (Nasser et al.2007) compute caltkhg and dropping probabilities
based on Complete Sharing (CS) policy. Next germratellular systems demand of
multimedia services like audio, video conferenceeb\Wservice with guarantees high
data rates and Quality of Service (QoS). To hawh $ugh data rates, new broadband
wireless systems have introduced. For example3th&eneration Partnership Project
(3GPP) introduces High Speed Downlink Packet Acc¢dSDPA) in (3.5G
specifications of Release 5) cellular system, wihscéxtension to 3G Universal Mobile
Telecommunication System (UMTS). The data rate 8DRA theoretically support up
to 14.4 Mbps, which is seven times more than data offered by the 3G Universal
Mobile Telecommunications System (UMTS). HSDPA improve the WCDMA
performance for downlink packet traffic. The muléidia demand for bandwidth in
wireless networks is much more so it is importamtallocate system bandwidth
efficiently among connections with different QoSjueements. (Laiho et al. 2006:60;
Nasser et al.2007)

4.1. Background

In order to achieve higher transmission capacity batter performance, (Nasser et
al.2007) divided the total area into small unitlechcells (microcells or picocells).

Thus, pico or micro cells increase handoff rateiciviincrease handoff dropping rate,
thus QoS to the multimedia services is difficulagser et al.2007) According to

(Nasser et al.2007), the problem in cellular suggbmultimedia wireless system is to
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balance objective of both cellular system provided mobile users. Cellular system
provider wants best system utilization so to inseeaumber of users, revenue and later
wants to receive better QoS. GoS parameters indaleBlocking Probability (CBP)
and Call Dropping Probability (CDP) that we havscdissed before in detail.

The important goal of QoS is to reduce CDP thislmamchieved by reserve bandwidth
for handoff mobile users. However, this procedui wcrease call-blocking rate of
new connections. One should tradeoff between ttacten of CDP and CBP. The
Efficient Call Admission Control (CAC) and BandwhdReservation (BR) schemes are
necessary for desired QoS. In guard channel (GRgnse, a percentage of the base
station’s capacity is reserved for handoff callsraintain the targeted QoS of handoff
calls. This decreases the CDP as Lower the CDPewenythis increases probability of
new calls blocking. Generally, it is not possibteachieve 0% CDP unless the no of
reserve channel is larger than the number of h&néguests. Thus, importance of
balance between the user’s, level QoS and systdhzatibn increases. Since
multimedia connections need different amount ofdwadth to achieve their QoS
requirements. Call Admission Cont(@AC) and bandwidth reservation (BR) schemes
should take action to provide multimedia services aeduce probabilities of call
blocking and dropping. (Nasser et al.2007) In (Mast al.2007), Nasser proposes call
Multimedia Guard Channel (MGC) to achieve bettelSQm terms of CBP and CDP.
The Markov birth-death M/M/C/C queuing model praidecision for call admission
by mathematical derivation of call blocking probiép and call dropping probability

for each separate class.

4.2. System model

In (Nasser et al.2007), CAC and bandwidth contsolconsider in each cell. The
correlation between sub-systems called cell, resalhandoff connections between the
cells, which is an input to each sub-model. Unties assumption, each cell have been

modeled and analyzed individually. A similar modséd for all cells, but with different
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parameters as reflecting index, mobility, traffionditions, and channel assignment
policy. We also assume Fixed Channel Allocation Al;Gvhich means each cell has
fixed capacity. The calculation is based on baamdwidth units (BBUs) for guarantee
desired QoS.

Consider that total capacity of cell G BBUs. We have two types of connections in
system:newconnections andandoffconnections. Class-1 traffic refers to voice sexvic
while class-2 traffic is video service. These tveparate classes based on bandwidth
requirements. Each classequires Bandwidth (BWgi BBU (i = 1, 2). The classes
order increases according to their bandwidth requants, such that < c, The block

diagram of cell admission control is shown in Fgy(®).

Class 1- HandofT -

- at———»
Class 1- New C Accept

Call Admission
controller
(CAC)

Class 2- HandoHf—————p»

Class 2- New Cafl

Q0+ OOO

Figure 9. System Model call admission control (CA@)asser et al.2007).

The Connection Admission Control (CAC) algorithmmtiols whether, the connections
have granted to a user or not. First, we discuassiwi@th reservation scheme and then
proposedCall Admission Control (CAC) AlgorithmAccording to(Glisic 2006:245)
admission control and resource reservation algosth requires source traffic

characterization and service characterization.
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4.2.1. Bandwidth Reservation Scheme

Any bandwidth reservation scheme provides guaran@eS and low Call Dropping
Probability (CDP) due to fixed bandwidth allocatiemclusively for handoffs, thus
priority given over new connections. However, itrigesly decreases Bandwidth
Utilization (BU) and cause high Call Blocking Praidday (CBP) for new calls. For
each service, the QoS targets have to be set dndciiyamet. QoS specified by speech
coverage and blocking probability only (Laiho e2806:93). As, (Nasser et al.2007)
proposed bandwidth reservation scheme reduceD@abping Probability (CDP), Call
Blocking Probability (CBP), and improves Bandwidthilization (BU) at the same
time. In this (Nasser et al.2007), consider tymes of traffic in system; one is new
calls and other handoff calls these further dividedo four traffic categories: class-1

handoff, class-2 handoff, class-1 new call, andsz&anew call.

To create a balance between CDP and CBP to impBaveén a cell, the (Nasser et
al.2007) priority order is as follows: class-1 hafichas highest priority, class-1 new
call, class-2 handoff, and finally class-2 new dads the lowest priority in all. The
purpose of bandwidth reservation scheme is to vesdifferent bandwidth to each
class. Giving four bandwidth thresholds, t1, t2,a8d t4 whereas (8 t2<t3<1t4) as

shown in Figure (10).

Class 1

Class 2 Handoff Class 2 New
Used Handoff Class 1 New Calls e
Bandwidth \/ \/
s u )
t2
t3 t4

h@Lk IRZ/\ I%/x [ R

Reserved
Channels <

Highest Lowest
Priority Priority

Figure 10. Priority base bandwidth reservation (Nasser e0alr.
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Either the bandwidth represents the cell bandwill#t is currently in use by new calls
or handoff calls. The reserved bandwidth portiosereed for future calls and shared
with all type of incoming calls. In reservation sahe t1, t2, t3, and t4 are thresholds for
class-1 handoff, class-1 new call, class-2 handwfl, and class-2 new call,

respectively. As reserved bandwidth of the corradpuy category decreases, the
priority level decreases. For example, accordingptiority assignment for class-1

handoff has highest priority, it means more banthvishould be reserved for future
incoming class-1 handoff connections. It also mefresources equally divided among

classes then for highest priority class threshalde ‘t1’ should be smallest.
4.2.2. Call Admission Control (CAC) Algorithm

The call admission control (CAC) algorithm usessinold values to make the decision
of call admit or call handoff reject, this algonthcalculates bandwidth according to the
priority level given to arrival call request aslév's. As we have two classes thenifer

1, 2. LetG,, represent total bandwidth occupied by classw calls and,, represent

total bandwidth occupied by classandoff calls. Lein; is number of class-i new calls,

andn; denote is number of class-i handoff calls.

Cnci =m;c¢; (4.1)

Ch, = NiCy (4.2)

Wheread},,= total bandwidth occupied by classew calls, and’,, = total bandwidth

occupied by classhandoff calls. The total bandwidth occupied ine#l s as follows
Cog , (Nasser et al.2007).

2 (4.3)
Con = ) (Cne, + )
i=1
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Fori =1, 2, 3, 4 the threshold values &tget2,t3, and t4, where as it; + Cop < R;
then class-1 handoff call is accepteds,if Cop < R, class-1 new call is accepted, if
¢, + Cop < R; then class-2 handoff call is accepted;,if Cpp < R, then class-2 new

call is accepted.

4.2.3. Cell bases call admission control Algorithm Flovarch

Call Arrival Reject
NO A
YES
Class 1 + < YES
Handoff G COB = Rl
NO NO
YES YES
Class 1 New —T—@—>
= Cl + COB < R2 Accept
NO NO
YES YES
Class 2 c,+C, <R
Handoff
NO NO
YES
C, +Cos s R4
YES

Figure 11. Cell bases call admission control Algorithm FlovadhNasser et al.2007).

In (Nasser et al.2007) Nassproposed Multimedia Guard Channel (MGC) scheme
based on M/M/C/C queuing system. The steady stabdapility distribution for
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M/M/C/C queuing system gives calls intensity measwnts, which used to compute
system CBP and CDP.

4.2.4. Assumptions

If bandwidth (BW) totally occupied then the incomicall is blocked or dropped as
real-time traffic never buffered. For= 1, 2, new call arrivals and handoff call arrssal
assumes to follow Poisson process at rates\,,, + Ay, respectively. The call holding
time of a class-calls follow exponential distribution with mebfu;, asu = yy + u,.
The cell residence time (CRT) is the amount of tthvet a mobile stays in a cell before
handoff, is an exponential distribution with mégn;. Call in any class follows the
CRT distribution, where represents the call handoff rate. The channel arwptime

for new calls and handoff calls in classaffic is exponentially distributed with means

1/.unci andl/ﬂhi Whereas,ynci = Up, = U + 7.
4.2.5. Analysis and Derivations

The cell fallows an M/M/C/C queuing systems in Marian birth death process with
threshold state®; = 1,2,3,4, as shown in Figure (12). The state space of aisell
defined af) = {0 < x < C} and the nonnegative number of ongoing classlls (new
and handoff calls) for i=1, 2. The call blockiRg,and droppingP,, probabilities given
in Table 1.

R, (u+1n) R(u+mn)

Figure 12. Markov model for CAC Scheme for data calls guardrnctel (Nasser et
al.2007).
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Table 1. Blocking/Dropping Probabilities (Nasser et al.2Q07)

Category

Blocking/Dropping Probabilities

Class-1 handoff

Class-1 new calls

Class-2 handoff

Class-2 new calls

The call arrival rat@ can be expressed as,

A= )\hl + )\ncl + )\hz‘l‘ )\ncz

(4.4)

ProbabilityPj of the states for<<C in terms of Po is as followlasser et al.2007).

(¢
For0 <j<R4

ForR4 <j <R3

Pj
(@)
(e + n))
Tt
(}\h1+ }\7“71 + }\hz)j_R4 O\)n Po
= Jtu+mn)/
O‘h1+ }‘ncl)j_R3 ()‘h1+ )‘ncl + }‘hz) O\)n Po
Jt+n)/
j—R2 R2-R3 R3-R4 ) \n
A, )7 A+ Aney) (Apy+ Ane, +2n,) 0] P

Jru+m)/

(o]

ForR1 <j<R2

ForR1<j<C
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Whereas, initial probability is expressed as,

Po (4.6)
(i)
:; iy

R3 i— .
£y (o Ay +2) " Y

Lt J' e +m)/
P R3-R4 ;
+ O‘h1+ )\ncl)l R3 ()\h1+ )\ncl + )‘hz) O\)j
13 JHu+m)/

)R3—R4

A’

C .
+ Z (Ahl)]_Rz (An, + Ancl)Rz_RS ()\h1+ Ane, + An,
JHQu+m)

j=R2+1

Consider that, total cell capacity is ‘C’ basic daudth units (BBU) with two types of
real time traffic voice and video. The voice BWcisand video ig,, where ¢; < c,.
The call arrival process is poisson process in whew calls of both classes arrive with

rate A = A, = A, (Calls/sec/cell). The Call Holding Time (CHT) is exponential
distribution with meari/u. Note thaty = u; = u, .

4.2.6. Performance measurements Parameters

The offered traffic is call arrival rate the perftance measurement based on call
blocking, dropping probabilities and bandwidth ia@tion (BU). First case we
determine the impact of non sharing policy and themplete sharing policy (CSP)
such that the call admission for class-i only adthé call whenever there is BW to
accommodate the call.
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4.3. Discussion

To ensure the quality of service (QoS), Call admrssontrol (CAC) and bandwidth

reservation plays significant role in cellular st Traditionally guard channel scheme
used for single traffic type this chapter goaldsmiake go beyond to multi-class, multi
channel recourse utilization by reducing call biogkand dropping. Our next chapter

model is to develop Adaptive CAC based on mobditg traffic volume.
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5. POWER BASED ADMISSION CONTROL

In WCDMA standard, both the uplink and downlink degower control management.
When a call initiate in cell, it adjusts its tranission power based on the received
common pilot signal power. The ideal power at euwegeiver should be constant. The
path loss between the UE and the base statiotimsagsed using pilot signal power. The
stronger the received common pilot power, the ilggisl transmission power is needed.
This type of initial power adjustment is made Ugylink open-loop power controln
Open loop power control (OLPC) mainly focuses ofustthent of uplink of the
communication. (Laiho et al. 2006:28) The WCDMA ffiast closed loop power control
in both uplink and downlink, used to improve systeapacity. In this case, BS
commands MS to increase or decrease its power imtaimathe targeted QoS. The BS
takes its decision based on the Received SIR.r&it eate or block error rate determine
the target SIR. To reduce error rate, the targRtiSlincreased until achieve affordable
error rate. The closed-loop power control adjusts transmission power of the
transmitter until the target SIR is reached. ThigabSIR is controlled by theuter-loop
power control (Laiho et al.2006) When a call originates in ystem it requires
resources like CDMA codes and power and thus cseatilitional interference in
system existing users. CDMA use soft handoff (mlakiore break), Soft handoff has
the disadvantages in terms of system complicity atditional resource requirement.
Researchers have proposed different schemes tomuzaximacro diversity gain to

minimize handoff failure.

5.1. Radio Link Performance Indicators

The radio network dimensioning and planning in WCBNhk improves performance
of radio network. The link performance indicatoreasure channel condition of BTS
and UE using channel simulator. The signal quaditgpecified asThe level at which
75% of users state that the voice quality is eitheod or excellent in 90% of service
area” (Hammuda 1997:162). The receiver and transmatgorithms of the simulation

models must be as realistic as possible. One wagchdeve this is to require at least
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compliance with the link performance requiremeiiise “Assumptions regarding the
radio propagation channel must be carefully choasrnthe propagation channel has a
significant effect on the link performance indiaatthus speed of the UE must be taken
into account” (Laiho et al.2006:75).

According to (Laiho et al. 2006), received signablle power indicate the received
power of the Common Plot Channel (CPICH) as measbrethe UE and used to
estimate the path loss. The UE transmit power igomant to verify power control
performance, to estimate the Targeted SIR and BI(E&ho et al.2006:90) The power
receives at BS for line of sight (LOS) is as follgwWGarg 2007:49).

b = Pt(/l/zl,n-d)szGm

WhereasP;= transmit powerd=distance (;,= gain of BS antenné&,,,=gain of mobile

antennad =wave length.
5.1.1. The Propagation Problem

The propagation path loss increases with increladeeguency and distance between
base station and mobile. Propagation models shoaldble to estimate radio wave
propagation as accurately as possible. Differentetso have created for different
environments to predict the path loss betweenrtdresmitter and receiver to maximize
received power transmitted by BS. (Mishra 2007:EXed station (FS) and mobile
stations (MSs) moving through the cell. The celusially assumed as a hexagon in
shape, although its propagation profile is more bkkcircle with the fixed station in its
center. Cell radii vary from meters in heavily wip urban areas to 30 km somewhat
more in rural areas. The wave propagation modelkidie factors like Line of sight
(LOS) between transmitter and receiver, mobility usfer cause Doppler shift, the
position of user in serving area causes shadowimg) lauilding obstacle causes
multipath problems also called fading and delayea@r The short wave fading called
Rayleigh fading the most severe kind of fading.e@fnan 2007:509; Laiho et
al.2006:94; Lee 2006:39-40)
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5.2. System Model

Once the maximum allowed propagation loss in aiséthown, it is easy to apply any
propagation model for cell range estimation. Theativd cellular radio propagation
have been roughly characterized by three nearlgpeddent phenomenon’s; path loss
variation with distance, slow log-normal shadowiagd fast multipath fading” (Stuber
2002:20).

5.2.1. Propagation Models

As antenna of MS is low, it is difficult to make SOwith BS antenna. Propagation
model should be selected in such a way that itshedpmodel the effects of obstacles
and reflecting objects. (Sauter 2006:289). Differemmulas for path loss have been
introduced some have force-out frequency factar IlMRJ-R Formulafor broadcasting,
British Urban Path Loss Formula proposed by Allesik and ParsonsOkumura
carried out a detailed analysis for path predidianound Tokyo for mobile terminals
published an empirical formula based on Okumur&sults to predict path loss.
(Freeman 2007:510-511)

First transmission
path

Direct line of
sight blocked obstacle

%f’/ obstacle

obstacle \

MS

Second
transmission
path

obstacle

Figure 13. Path loss effect in Urban Area (Sauter 2006).
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5.2.2. Free space path loss (FSL)

Free space path loss (FSL) is a function of theusgjof the distance and the square of
the frequency plus a constant. FSL formula is & weeful formula if the strict rules of
obstacle clearance are obeyed but unfortunately, nbt possible to obey rules due to
transmission path loss effect for building hillsdaatmospheric condition. The (FSL)
equation can be expressed as, (Freeman 2007:3/&€19a 2007:40; Garg 2007:51)

L(free) = 32.4 + 20log,o(f.)MHz + 20log,,(d)Km (5.1)

5.2.3. Okumura Model

Okumura propagation model is famous for signalngfite estimation, Cell Range and
Cell Coverage Area Estimation. It can support earfiequencies up to 3000 MHz’s.
This model gives us path loss of signal of BS anfi M terms of distance. The
Okumura model support distance between BS and Mt® a0 km and receiver (Rx)
height ‘hni" is between 3 to 10 m. The transmitter (Tx) heitjb” is between 30 to

200 m. Okumura model path loss equation have bedculated as, (Laiho et
al.2006:126; Mishra 2007:51; Garg 2007:67; Free@@0v:511)

Lp(d) = 69.5 + 26.1log,o(f;) — 13.8log o (hp)—x (h,,) + (5.2)
(44.9 — 6.55log,(hy)) log,, (d)

Correction factor for mobile antenna height givext{h,,) as,

« (hy) =[1.11log10(f;) — .7]hy — [1.56l0g1o(f;) — 0.8] (5.3)

Whereas,f. > 400 MHz's.




51

5.2.4. SUI Model

The SUI model developed by Stanford University edhlStanford University Interim

(SUI).It has accommodate frequency greater thar® MBiz’'s The WIMAX may use

frequencies above 3500 MHz, which increase the needsUl model. In this

propagation model, Sun (Sun 2007) have shown pathfbr different areas type called

terrains but in this case, we show path loss in &y for Terrain A Hilly with heavy

tree densitieswith highest path loss, the region is very densd populated. The

pathloss equation in SUI path loss is as follo@sin(2007).

d (5.4)
PLSUI = A + 10}/log10 (d_> + Xf + Xh + S
0
Here, PLg;;= Path Loss (dB), d is distance between MS anddB$s reference
distance equals to 100m for outda¥r,is frequency Correction factot,; is BS height

Correction factorSis Shadowing (use only in flat ruler aregs) Path loss

c
y=a—bhy, +— (59)
hy,

Whereas,h, = BS height and value of a, b and c (terrain Ajapagters. we are usin

terrain A for these specific results.

47‘[d0> (5.6)

A=20 l0g10 ( A

Where A = path loss for free space while=100m is the reference distance betw
MS and BS andi =wavelength= 0.025. The frequency correction facan be
expressed as,

(5.7)

_ f
Xf = 6l0g10—2000

Here, f is the frequency in MHz’s, The BS heighti@otion factoix» is expressed ag

h (5.8)
X, = —10.86log10(ﬁ)

g

een
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Where ‘hr’ is the MS height. For urban highly pogield area®» can be expressed as,

h, (5.9)
Xp = —2010910(m)
S = 0.65(logyof)? — 1.3logsof + B (5.10)

Here, for rural and suburban af&a5.2 dB.

5.3. Load Factors in uplink and downlink Radio Link B

Average capacity of the system has estimated thrdogd equation and noise rise in
system. In order to estimate the load we need ﬁoejme(i—b) of each connection. It

defined as required bit energy per noise specaasitly. (Holma and Toskala 2004:191)

(Eb> _ e signal power of user j (5.11)

N, i "Total recieved power — signal power of user j

WherePG is processing gain, the spreading consists ofdparations. The first is the
channelization operation, which transforms eacla dgmbol into a number of chips,
thus increasing the bandwidth of the signal. Thecessing gain is the ratio of the
WCDMA chip rate (W) which is 3.84 M chip/s and datde, also called spreading
factor. The second operation is the scrambling aifmer, where a scrambling code
applied on top of the spread signdlo estimate the maximum range of a cell the radio
link budget, calculation is needed. The outputhef tadio link budget calculation is the
maximum allowed propagation path loss, which immetdetermines the cell range and
thus the number of sites needed. (Laiho et al. B3)@®5)
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5.3.1. Uplink Radio Link Budget

The interference is a function of cell loading. sre users are allowed in the system, a
larger interference margin is needed in the upénkl the coverage area shrinks. The
uplink load factor has derived as following, fomgiicity the derivation is performed

with service activityy;=1. The voice activity factor ig; , then Processing gainR& =

—.and R; is bit rate. The load factor of one connection banwritten as, (Koivo H.,
J

Elmusrati M. 2009:228; Holma and Toskala 2004:1%iho et al.2006:96)

R

1 (5.12)

Where, Eb/NO= signal to noise rat¥= chip ratey = activity factor and R = data rate.
The uplink load factor for all the users is asdul$,

n]ul_zl’ W
=1 -

(5.13)

When system reaches its pole capacity uplink I(mxﬂofnj ; 9oes to unity andhe

corresponding noise rigéR; approaches infinity. As is the other-to-own cell

. .. Other cell interfarance
interference ratia =

, then sum of all load factors ¢fusers in
Own cell interfarance

system is as follows, (Holma and Toskala 2004:1&P),2

n,ul—<1+l>ZL —(1+0Z

(5.14)
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5.3.2. Downlink Radio Link Budget

Downlink dimensioning has same logic as for upliflor a particular cell total BS
transmits power estimation is needed. If power eded the required QoS guaranteed,
either the cell range should be limited or the nemtf users in a cell should reduce.
(Laiho et al.2006:96) The downlink load factor asdldws, (Holma and Toskala
2004:264)

v (& (5.15)

0 R
Njpt = [(1 —og) + 5]

2

i
[y
=

Average downlink load factor gives the predictidmamber of user in system can be
written as,

E, (5.16)
v (7).
Toi = ) — (1 -&) + 3]
ST

«; the orthrogonality factor in the downlink of uger. WCDMA uses orthogonality in

the downlink to separate the users, as 1 correspngerfectly orthogonal users. The
average downlink orthogonality is estimation bagsadhe multipath propagation in the
uplink. Typically, the orthogonality is between Oahd 0.9 in multipath channels.
(Holma 2004:264)

5.3.3. Pilot Power Adjustment

Common Pilot Channel power allocation is anothgranant task in WCDMA network
design. Optimum pilot powers graph ensure maximuoneage with minimum
interference to neighboring cells. Excessive pilotvers take maximum proportion of
the total available BS transmission power so that enough power left for traffic
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channels.Typically, 5% of the totabase station powedllocated to pilot channel, ai
same amount to other common chani If a casewhere a mobile receive numerc
pilots with relatively equal signal strengtithen a particulapilot signals which is
dominant enough to enablhe mobile to start a call takes the requdtot coverage
from neighboringBSs must overlap in cell border areas to accomnechandoffs.
Receiving the number ofilpt signal has decrease capacity and @ufs referred ¢ an
obstacle in network planni. (Laiho et al.2006:180-182)

Figure 14. Power receive from in 7 cell sec

Handoffcriteria measure signal strength from all receiv&g is

Step1: Information on Handover measurement (Eb/No)
Step 2: Handover target recieve power at (BS) fullfill
Step 3: Handover Finnish

Figure 15. Handoffproces.
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5.4. Measurement of Air Interface Load and CAC Schemes

WCDMA systems uplink and downlink are a separask tdat is why congestion
control done separately for both links. Two diffearapproaches are used for measuring
the load of the air interface. The first load c#tion via received and transmitted
wideband power and second based on bit rates @libda each user. The objective
mathematical model of call admission control (CACMWCDMA network is to drive
admission control models. We are focusing on aihigsion algorithms firstly through
wideband power based (WPB) call admission contetondly through throughput
based (TB) call admission control and last is agtaptall admission control (ACAC)

algorithm.
5.4.1. Wide Band Power Based (WPB) Admission Control

When a new call arrives, admission control caladatnpact on system and decide
either to accept new request or reject. If the nally degrade the quality of service and
cause coverage area reduction up to a certainhibicegevel the system block the call,
otherwise accept. The required quality of servigs hhree parameters, maintain

required SIR, inter cellular interference, intrdldar interference. (Islam 2008) From

equation (5.11)(%) can be written as,
o’ j

(ﬂ) _pe b (5.17)

o’ j Irx Total

Where, P;=receive power of a user at B, r,:4= Interference caused by the mobile

stations plus thermal noise. The interferences ezhusy MS should have certain
threshold for uplink and downlink to accepting avr@ll. In uplink I, 7,:q; Should be,
(Islam 2008; Holma 2004)

Irx Total < Irx Threshod (5-18)
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The equation of total received power as followsailio et al.2006:233; Holma and
Toskala 2004:265)

Lixtotat = lowntlother + Nj (5.19)
NR] — IrxTotal=Iown+Iother+Nj — 1 (520)
Nj Nj 1_nj,ul

Where, Noise rise (NR]j) is due to one new call admon. (Holma 2004; Laiho et
al.2006), interferenck,,, is the received power from users in the own cell,
I,tner cOmMes from users in the surrounding cells Apcepresents the total noise power,

including background and receiver noise.

NR
(dB)

Marginal Load Area

Figure 16. Graph between uplink load factor and noise rise.

In Figure (16), as the uplink load factor increasese rise (NR)dB increases from
Targeted load to over load area. Every time a nser geeks admission cause some
interference to the system in uplink (Subramanianale 2005; Islam 2008) The

interference before admitting the new call 45;,; and can be expressed as,

ITotal + Al < Irx Threshod (5-21)
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The new call in system is accepted only whén,.(; + AlI) caused by the new call is

less than the threshold vali}g 11 eshod-

Interference A

new

Al

I old

AL

>
old Lnew Load Factor

L

Figure 17. Uplink load curve and the estimation of the loadrease due to a new UE
(Holma and Toskala 2004:26lam 2008).

In Figure (17), the relation between load factod anterference has showed. Bg; =
Interference before admitting new cdll.,, = expected new interference cause after
admitting new call/,xrhresnoa =The maximum interference the system accepts. On the
other hand, L,;; = The load before admitting new call in system at amstant,
L,.w =After new call estimated load/ = interference caused by the new call, where
as Irotar ota + AI. Whereas, connection is based on difference betwwevious
interference and new interference the uplink datefhe load change due to single

connection is as follows, (Subramaniam et al. 2608ma 2004:265; Islam 2008)

1 (5.22)




59

The downlink admission control strategy is the samean the uplink, i.e. the MS is

accepted, if total downlink transmission power ighim predefined target value. The

load increase depends on initial power that dependdistance between the BS to the
mobile. (Subramaniam et al. 2005; Islam 2008).

PTotal_old + APTotal > PThreshod (5-23)

Where Pryeq1 01 =The power transmited before new célP =expected transmission
power required for the new calyy,,.sn0qa =Threshold value set by radio network. The
power increaseAPr,., IS calculated through initial power and it deperas the
distance between user and BS and determined byople® loop power control.
(Subramanian et al 2005; Holma 2004:267; Islam 2008

5.4.2. Throughput Based (TB) Admission Control

Throughput based (TB) CAC take decision on basesuofent load. The threshold
values is set for uplink and downlink. For UplinBTAC if a new requesting UE is
admitted into the radio access network it  should Il fufill
Nju + AL > M uiThreshod simarlary, for downlink
Njpt + AL > MjpiThresnoa Where m= Load before admitting new user,
AL =predictable load §rpresnoa =Threshold value for the uplink load factor. Thevne
user is rejected, only when new total load incrdaseplink threshold value otherwise
accepted. (Subramanian et al 2005; Holma 2004nI2@08) If we add one terminal in

UL then load factor is given as,

1 (5.24)
Njutnew = Njw t AL = Njw + W

Whereas, downlink load can be expressed as,
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i=1R; (5.25)

Rmax

Njpl =

Wheren is the total number of connectioR; = bit rate of usef andR,,,,,= allowed

maximum data rate. The base of WPB and TB schesn&@sstudy the performance of

voice and data users. (Islam 2008)

According to (Subramanian et al. 2005), WPB isdyeitt reduction of voice blocking
probability and TB has better performance in datth ldocking probability reduction.
The voice user required low power to be reached teta users hence WPB is more
power limited in downlink, which is a bottleneckr fdata user in WPB. On the other
hand, TB in uplink is capacity limited so it workell with data users because results
shows data users are less in number then voice heace uplink form a bottleneck for

voice users. (Subramanian et al. 2005)
5.4.3. Adaptive Call Admission Control

The Adaptive Call Admission Control gives us an agpnity to combine wideband
power based admission control and the throughpsgdadmission control algorithms.
As results shows that wideband power based admigsiotrol works well with voice
calls. On the other hand, throughput based admmssomtrol algorithms works well
with data Calls (Subramanian et al. 2005; Islam80®s mansion, voice call blocking
probability have reduced by Wide Band Power Ba@atPB) Admission Control
(WPBCAC) and the data call blocking probability uedd by using Throughput Based
(TB) Admission Control (TBCAC). On these resultglaptive call admission control
utilizes WPBCAC together with TBCAC depending onstgyn requirements and
current number of users in the system. The contisugpdates by BS about the Total
number of users the system switches between WPBT&a@ccording to need by
calculating number of each type of users presdat &st complete call. If voice users
are more then Adaptive Call Admission Control shés to WPB. On the other hand, if
data users are in large quantity in particular itedlvitch to TB scheme. We have two

parameters: andg, a predictnumber of call in coming period afthas data of total
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number of calls initiate in the system from stast.andp fluctuate between 0 and 1.
Following equations determined forecast number aliscarrives in the system.
(Subramanian et al. 2005; Islam 2008)

)

n+1 = aV n + (1 - a)v + IBV total (526)

o)

n+1=aD g, + (1 - a)ﬁ + BD totar

=~

V p+1,D 41 = forecasted number of voice/data calls arrival in the coming period

V ., D, = Originated number of voice /data calls in the previous period
V, D = Forecasted number of voice/ data calls in theipus period
V totalD totat = Total number ofvoice, data calls originate in system since startup

In a system, we havwa channels when (m-k) channels are busy by follovaggation.
(Subramanian et al. 2005)

B(m—1k—1) (5.27)

Blm k) = ——
1+ﬁ25:_(%‘4rbr.8(m_1:br_1)

Where R= the number of traffic classes (0-R-1), haee R-1 classes in this system
with R-1 having the highest priority and O the lowdst, = Required data raten =

Number of servers in the system as, k>0 Where adftnaffic can be expressed as,

>

r (5.28)

A, =—
r ur

The initial values off when k = 0 measured by the following equationsb(@manian
et al. 2005)
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o) = YR A b BOm =1, — 1) (5.29)

1 or-
1+m2§:(}‘4rbrﬂ(m_1:br_1)

Using the Erlangs’s loss formul{M/n/n) the loss probability of highest priority class
R-1 can be expressed as,

(&)n (5.30)
8 @r
Pyro1i = ,B(n, PR—l.i) = n'(k)i = n n@
= i=0" 1
St

Whereas, offered traffic A is as follows, (Subramaret al. 2005)

A=pgpq.n,andpg_1 = Ag_1/(Ug-1.1) (5.31)

In a scenario where there is dominant number ofevand data users ACAC gives us
tremandus improvement in performance upto totalclbhg probability 3.1+0.05.
(Subramanian et al. 2005)
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Figure 18. Uplink load factor and blocking probability in WPBB, and ACAC (Islam
2008; Subramanian et al. 2005)

5.5. ACAC in Multi-Class through fuzzy logic for congest control

Fuzzy logic systems have been successfully appdieteal with traffic-control-related
problems and provide a robust mathematical framkevior dealing with real world

imprecision. Fuzzy sets, attempt to a make systamptexity manageabl&he network

resource estimatodoes the accounting for system-resource usageitddnspectrum

resource and mobility of users degrade qualityestise (QoS) in wireless networks.
The terms used to describe the cell loss ratiochvlis one of the dominant QoS
requirements, are “Satisfied” and “Not Satisfie®econd main issue is network
congestion control that remains a critical issud anhigh priority, especially in the
growing size, demand, and speed (bandwidth) ofinbeeasingly integrated services
networks. Adaptive call admission control schem€ALS) for multi-class services in

wireless networks contain adaptive fuzzy servicgragation control model (FSDCM),
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and optimal service degradation allocation moddie Tcalculation of handoff call
dropping probability and new call blocking probégibased on queuing model. Each
class of service competes for bandwidth resoura#s avcertain probability, which is
proportional to its priority coefficient. The maidea is to adapt an adaptive fuzzy
service degradation control model (FSDCM) that ddgs the existing services in the
system, in order to release appropriate amourgagfurses to admit more handoff calls.
The degradation is according to handoff call draggdrobability. (Hongwei 2008; Ma
et al. 2005; Pedrycz et al. 2001, 55-70)

One of the major goals of 4G systems is to proviebile users with wireless
multimedia services anywhere and anytime. Differgqes of services may have
inherently different Quality of Service (Qo0S) caasts in terms of handoff call
dropping probability P4,.,,,, Nnew call blocking probabilityP,,;,.. To this end, efficient
wireless resource management and call admissiottatd@AC) schemes have to be
established. We us®;,,,, andPy;,., to monitor the QoS level of a specific serviceetyp
The whole multi-class CAC scheme abstracted of ased-loop feedback control
system.(Hongwei et al. 2008) introduce8ervice differentiation vectdo provide an
overall frame to characterize and differentiatefedént classes of services. Fuzzy
service degradation controller dynamically degraitiesexisting services in the system
when the system resource becomes scarce, seekingdeoff between network
resource utilization and user satisfaction. (Pedstal. 2001)

5.5.1. Mathematical model of system services

Mathematical model uses Poisson process to destrgbrew call arrival and handoff
call arrival of a certain class of service as pvagi modes in chapter 3 and 4 when we
have complete knowledge of available resourcesnAstion in chapter 2, 3, and 4, we
assume that the average service times by averagmehholding times, of new call and
handoff call are both exponentially distributedpBaose that there are totallyclasses

of services in the system. Thus, for a certainisertypek, k = 1, 2, ..., J its new call

arrival rate and handoff call arrival rate can nated byA,., (k) and A, (k) ,
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respectively. The average service times of its nallvand handoff call can be denoted

by L _and—— respectively. The total system bandwidth resquiCé BU, has
Enew (k) un (k)

already been used out. (Hongwei et al. 2008 ;Pedryal. 2001:39)

Then offered traffic can be written as,
B AT (5.32)

A=7

New call arrival rate is as follows,

J
A=Y Dhnew() + 20001 BW (R &3

Service rate can be expressed as,
J 5.34
W=D T8+ (0] BW (R 39

Where,BWK) denotes the bandwidth resource demand of eatbfadhssk.

5.5.2. Service differentiation

In this example we assume that we have three ssrteccaccommodate so k=3, voice,
video, and data. According to the 3GPP QoS ardhuitecthe three classes of services

have the following relationship.

voice > video > data (5.35)

Symbol™" means “stricter then” when transmission rate siadbility is considered. We
considering bandwidth requirement we got follownegation according to 3GPP QoS

architecture.
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Bindeo > BWdata > BWvoice (5-36)

We introduce priority coefficienz, and resource demand coefficiehfitto characterize
and differentiate different classes of servicesréfore, for a new call or handoff call
of any service typé, there is a unique vectos (k), f(k)) to differentiate it from any
other class of services. This vector is calledvice differentiation vectoilhe value of
a (K), (0<a (k) <1) depends on the priority of classervice. The higher the priority of
classk service is, the greater the valueoofk) is. The resource demand coefficiefit,
(K), (0<p (k) <1). We assume that for any service typehe control ofPy,.,, (k) is
more important than that d¥,,,.x (k). A handoff call request is given higher priority

than a new call request. (Hongwei et al. 2008)

Before the total system resource has been usedathutlasses of services will be
admitted with equal priorities as soon as thewarrAfter the total system resource has
been used out, priority-based waiting queues valletablished to provide buffers for
incoming handoff calls. The waiting queues areugeby different priorities. If it is a
handoff call, the request will be processed; otewthe request will be rejected
directly. Then for the incoming handoff call, weadethe priority coefficient(k) from

its service differentiation vector. Finally, theguest is added to corresponding waiting
gueue according to the obtaing@). For a specific queue, it is operated iRist Come
First Served (FCFS)nanner. Suppose that a counting prock§8(t) is used to

describe clask service at timé. N®)(t) is then defined as follows:

N®(t) = total system resources consumed by all claséeservices + buffering
resources of priority{k) (waiting queue consumed by cldsfhandoff calls) and the
maximum buffering resources of each waiting quauassumed to b@ BU. Actually,

N®(t) is acontinuous time Markov processith state space:
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S=01234ucuuiCCH+L e C+0 (5.37)

In order to calculat@;,,, (k) andPy;,.«(k), the counting procesg®(¢t) is modeled
as aM/M/C/C+Q/-type Markov queue, which can be analyzedbbth-death process.
(Ma et al. 2005; Hongwei et al. 2008)

Pdrop(k) = PC+Q(k) (5.38)

Ppioc (k) = 2528 P;(k) (5.39)

When theC (BU) system bandwidth has been used out the systasnno more
resources to allocate upon this point. Therefooay o accommodatéhe successful
competitors selected through the above model besamproblem. (Hongwei et al.
2008)

To solve this, (Hongwei et al. 2008) propose anptida Fuzzy Service Degradation
Control Model (FSDCM). While satisfying their Qo8nstraints, FSDCM degrades the
QoS levels of existing services in the system saelease appropriate amount of
resources, which will be used to accommodate mma@ming handoff calls admitted by
Priority-based Queuing Model (PQM).

5.5.3. Membership Functions

When its Py, (k) increases above a reasonable level, FSDCM shooicbw (by
degrading existing services) system resourcesnatadore clask handoff calls so as
to mitigatePy,,, (k). On the other hand, whefy,,, (k) is under control and decreases
to a satisfactory level, the borrowed resourcealshbe returned (by upgrading the
degraded existing services). FSDCM designed to seelesirable tradeoff between

network recourse utilizatiorand QoS of usersThe first input isAg..p,(k)Where,
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Parop toterance (k) is the worst-case handoff call dropping probap#ilowed by clas&

service. (Hongwei et al. 2008)

Adrop (k): Pdrop,tolerance(k)l - Pdrop (k) (540)

The second input is degradation degree, whichneted ag”, (0< y? <yP? max<
1), where, the superscript D stands for takingitfigal of “degradation”. WhereyD
max = maximum degradation degree in order to gueea@oS of existing services,
yPC BU= incoming handoff calls after no resources, lefhile the (1- yP)C =
“squeezed” existing services to accommodaftC . y;,D, and y,,D is output
degradation degree how much is degradation to dekesion on bases of fuzzy logic.

The membership functions for in linguistic paramet@e shown as,

Adrop (k) = NBAgrop, NSAgrop, ZOAgrop, PSAdrop, PBAdrop (5.41)

As, NB= Negative Big, NS= Negative Small, ZO= ZeR%= Positive Small, and PB=

Positive Big.P(k)drop, tolerance elements of set is defined as (Ma &04l5)

Parop,toterance (k) = —big, —small, 0, +small, +big (5.42)

Fuzzy set of;,D can be expressed as,

YinD = VSDegrade; SDegrade; MDegrade: LDegrade: V]-'Degrade (5-43)

As, VS= Very Small, S= Small, M=Medium, L= Largeda¥L= Very Largey,,:D set

of fuzzy is define as,
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youtD = VSDegrade' SDegrader MDegrader LDegrader V]-'Degrade (5'44)

The call dropping probability varieg,.,,(k) from 0 to 0.01 where, 0.01 is

Pdrop,tolerance (k)

ZO MNEB NS Ps PB

0 0.01

Figure 19. Membership functions for call dropping probability.

Suppose y;,D,and y,,:D varies within the range from —-12% to +12% of tbéal

capacity degradation of a cell.

Vs s M L VL Vs s M L VL

Figure 20. (a) Membership functions for positive degradatidh) Membership
functions for negative degradation.
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The fuzzy interference rule is as follows,

Table 2. Fuzzy interference rule for negative degradatioan@ivei et al. 2008)

VoutD Adrop (k)
NBAgrop NSAgrop ZO0Agrop PSAgrop PBAgrop
VSDegrade MDegrade SDegrade VSDegrade VSDegrade VSDegrade
SDegrade LDegrade MDegrade SDegrade VSDegrade VSDegrade
MDegrade V]-‘Degrade LDegrade MDegrade SDegrade VSDegrade
LDegrade V]-‘Degrade VLDegrade LDegrade MDegrade SDegrade
VLDegrade V]-‘Degrade VLDegrade V]-‘Degrade LDegrade MDegrade

Table 3. Fuzzy interference rule for positive degradationribwei et al. 2008)

YinD Adrop(k)
NBAgrop NSAgrop ZO0Agrop PSAgrop PBAgrop
VSDegrade MDegrade SDegrade VSDegrade VSDegrade VSDegrade
SDegrade LDegrade MDegrade SDegrade VSDegrade VSDegrade
MDegrade V]-‘Degrade LDegrade MDegrade SDegrade VSDegrade
Degrade Degrade Degrade Degrade Degrade
Lpegrade VLpegrad VLpegrad Lpegrad Mpegrad Spegrad
VLDegrade V]-‘Degrade VLDegrade V]-‘Degrade LDegrade MDegrade

5.5.4. Adaptive Admission and Congestion Control logic

Fuzzy interference rule for degradation degreis given in Table (2) and (3).
Suppose ‘IF’ the change in dropping probability.,, (k) is PBAgr.p, ‘AND’ negative

degradatiory, D is VLpegrage THEN' tune Medium degradatiomMpg.q.. Similarly,
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‘IF" the change in dropping probabilithg.o,(k) iS PBAgrep, ‘AND’  positive

degradatiory;,D iS VLpegrage THEN' tune Medium degradationp.gyaqe -
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6. ALGORITHMS ANALYSIS AND SIMULATION

The service intensity in a system js-f). Service intensity for handoff call isand for
cell with no handoff ig). In simulation we considered that the total numdfeshannels
s=10 both for NPS and RCS. We see a comparisomariging the value of handoff
channels €h) in system. As mention in above NPS has no redechannels and we
have fix number of users in cell. On the other hamd have scenarios in RCS with
reserved channel€'k). We simulate probabilities ¢tb, Ph, Pft andPncdiscussed in

chapter 3,and relative effect of each probability on otHesr all the cases, we assumed

the mean call holding time for handoff call%lis3minutes and mean call holding time

for call with no handoff i% also 3minutes.

Casal:

Suppose we have 10 numbers of users in systenfdhew priority scheme (NPS) we
have 10 channels (number of users (traffic lodd)jeserved channel scheme (RCS) we
have conditions = s — (Ch) where, n= remaining number of channel left in systs=
total number of channels and Ch= reserved numbehafnels for handoff, for handoff

channels €h) = 5 (50% reserved channels)in= s — (Ch) where n=5, s=10.The call

arrival intensity is4A = %,ranges from .6 to 3 erlang’s.

Case2:

Suppose we have 10 numbers of users in systenfdhé&PS we have 10 channels, In

RCS we have conditions = s — (Ch) where handoff channel§k) = 2 (20% reserved
channels).Imm = s — (Ch) where n=8, s=10. The call arrival intensity4s= ﬁ,ranges

from .6 to 3 erlang’s.
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6.1. Probabilities Comparison Steps

Stepl: Define Total available channels in sysféatal reserved channels for Handg
Step2: Define Call service intensities ‘mu’ anda'eto calculate valve ofo, and
offered traffic.

Step 3: If ch=reserved channel th&nanpdofi= 0 else Ahandofi= 0.2* Ao.

Step 4: Calculate call arrival intensity and ilibéocking probability of system.

Step 5: Run the loop for 1000 seconds to get @iffepoints of blocking probabilitie
and dropping probability.

Step 6: Sum the blocking probabilities to get tdikcking probability and droppin
probability.

Step 7: Find the probabilities of call not compietghich depends on call blockir
probability, and call force termination probabilityat depends on dropping probabilit

ff.

S

[(®]

=

6.1.1. Comparison of call Blocking Probability (Pb)

Call Blocking Probability ,Pb
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Call Blocking Probability,Pb

Elacking Probahility ,Ph

........... _"_HCS f'-.-"-.-'llth handl:l"."Ef ChannE|5:| |

2 3 4 ] G 7 g g 10
Traffic load

(b)
Figure 21. (a) Blocking probability B with s=10 andCh=5 (50% reserved channels).
(b) Blocking probability Pwith Ch=2 (20% reserved channels).

In case of RCS, as number reserved channels dectbasblocking probability of
system decrease gradually as shown in Figure 91k, means when we decrease
number of reserved channels, decrease in new malsability can be seen and few
more channels are available to accommodate new icadlystem, but at the same time,
we see increase in dropping of handoff calls. Isecaf NPS, blocking probabiliti,
remains same due to lack of reserved channels. Bimation, results showed above
both in NPS and RCS cases blocking probabhjtyncrease with increase in number of
busy channels. However, the greatest advantag€Ct $tenarios we have guaranteed

channel allocation for handoff users.
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6.1.1. Comparison of Handoff dropping Probabili#,§

s

Handover Faliure Probability, Ph

— === Plo Priarity Scheme (MNPS)
] — - RCS (WWith handover channels)
I I I I

5 =] 7 a =]
Traffic load

—
]

(@)

Call Handover Faliure Frobahility ,Ph

Handover Faliure Probahility, Ph

S ---------- R ------ — #= - RS MWYith handover channels)
| | | |

2 3 4 5 = 7 =] =] 10
Traffic load

(b)
Figure 22. (a) Handoff dropping ProbabilityRwvith Ch=5 (50% reserved channels). (b)
Handoff dropping ProbabilitylRvith Ch=2 (20% reserved channels).
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In case of RCS, decreasing the number of reserlradnels call dropping of handoff
calls probability of system increase gradually et be seen in Figure (22,a,b) clearly.
It means decreasing number of reserved channelsawe increase in handoff failure
probability P, of calls, so we face the situation of call dropedo unavailability of
guard channels. In case of NP, remains same due to lack of reserved channels.
From results each simulation shown above for bd$Mnd RCS cases, handoff failure

probability Ph increase with increase in numbebudy channels.

In addition, NPS if all the channels are busy thieneo channel for handoff call and in
result handoff call faces dropping. On the othardhaven if all channels are busy we
have Ch) for handoff purposes. By decreasing number ohnbbs for new calls, the
chance of handoff of new call also decreases saldifirswitching automatically

reduces.
6.1.2. Comparison of call Forced Termination Probabiliy)(

Probability that a new call origination in a paudi&r cell accommodated by system is

given in (Guerrero 1999) as,

_ (A-Py (6.1)
 (1-PT)

Probability that continuing call face forced teramiion after successful handoffs to a

neighboring cell can be expressed as,

_ _Pn (6.2)
1+ NPy

P =SXE (6.3)
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Call Farced Termination Prabability ,Pft

Farced Termination Probability pft
=)
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Call Forced Termination Probahbility |Pft

Forced Termination Probahility pft
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Figure 23. (a) Force termination probabiliti with Ch=5 (50% reserved channels). (b)

Force termination probability with Ch=2 (20% reserved channels).



78

Force terminatiorP;, means a handoff failure, when a call returns gootiginal call-

originating cell after successful handoff to neighbg cell. Call force termination

probability depends on occurrence of Fh case of RCS, decreasing the number of

reserved channels Force termination probabilitgystem increase gradually as shown

in Figure (23 a, b). It means that, when we dee@asnber of reserved channels we

have increase in Force termination probabity of calls. The results fqr, andP; are

almost same because it dependsPgnFrom simulation showed above both for NPS

and RCS caseB;; increase with increase in number of busy channel

6.1.3. Comparison of call Not Completed ProbabiliB; )

Probability of not completingH;.) in a cell are in (Guerrero 1999) as,

p _q_17P (6.4)
I |
o
o Mot Completed Calls Porbability Pnc
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Mat Completed Calls Porbahility pnc

........... — #=-RCS (With handover channels) [
I I

2 3 4 5 5] 7 a o 10
Traffic load

(b)

Figure 24. (a) Call Not Completed ProbabilityPnc) with Ch=5 (50% reserved
channels). (b) Call Not Completed Probabiliiync) with Ch=2 (20%

reserved channels).

In case of RCS, decreasing the number of reservadnels probability not completed
calls Pnc of system decrease gradually as showigure (24a, b). It means that, when
we decrease number reserved channels we have sleendy,. of calls and few more
channels for new calls will be available in systét#ere,P,. include call not complete
due to either call blocking or call dropping in daff. In case of NPSB,. remains
same due to lack of reserved channels. From resdtsh simulation showed above
both for NPS and RCS casé, increase with increase in number of busy chanhels.
case of RCSCall Not Completed Probability,,. has reduced by reduction in call
blocking or call dropping in handoff.
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6.1.4. Recommendations

RCS should be use in cell where the number of isséigh in system as number of
users is high relative mobility increases and thance of handoff call are more.
Handoff failure reduced in RCS as compare to NP&oAmodating handoff call in
RCS plays important role in guaranteed call conntethat increases significant GoS

in cellular networks.

6.2. Cell based call admission control Algorithm simigdat

Table 4. Simulation parameters for cell-based Admission @ntith QoS.

Parameter Value Units

Total Bandwidth available, 10 BBU

C

Class 1¢; 4 BBU

Class 2¢, 7 BBU
R1,R2,R3,R4 Variable BBU

Call arrival rate A Calls/secl/cell
1/u Variable Calls/sec/cell
1/n Variable Calls/sec/cell
Tsim 1000 seconds

The performance measures obtained through simaolare call blocking P, and

Handoff failureP,, probabilities.
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6.3. Simulation for multi-class resource reservation

Stepl: Define total available channels in systastal treserved channels for clagsl
Handoff, total reserved channels for classl1 Newsc#dtal reserved channels
for class2 Handoff and total reserved channelslass2 New calls.

Step2: Define Call service intensities mu and etealculate valve ofo, and offered
traffic.

Step 3: If ch=reserved channel th&fapdof= 0 else Anandofi= 0.2* Ao.

Step 4: Calculate call arrival intensities of eatdss and initial blocking probabilities

of each class.

Step 5: Run the loop for 1000 seconds to get @iffepoints of blocking probabilities,

Step 6: Sum the blocking probabilities to get tduimicking probability and dropping

probability.

Step 7: Find the probabilities of call not comptetghich depends on call blocking

probability.

6.4. Call blocking probability?, on channel sharing

o Call Blacking Probability ,Pb
10

.............................

Blocking Prabability Pb
o

1] —a—— class1 Handoff

o ] ———class1 Mew calls |]

el R, AR AR —+— class2 Handoff

----------- class2 Mew calls ||
1 1 1 T T

2 3 F ] =1 =] 7 =] =] 10

Traffic load

Figure 25. Call blocking probability P on channel sharing, s=10, r1=4, r2=3, r3=2,
r4=1.
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Call Blocking Probability ,Ph

Blocking Probability Ph
=

: : : —#— class1 Handoff
........... —+#— |ass1 Mew calls

_ —t—class2 Handoff
: : : : class? Mew calls
1|:|'2 1 1 ] i T T
2 3 4 5 B 7 ] =] 10
Traffic load

Figure 26. Call blocking probability P on channel sharing, s=10, r1=8, r2=7, r3=6,
r4=5.

From Figure (25) and (26), as number reserved aHanimcreases the blocking
probability of system increases gradually. It meavi'en we increase number of
reserved channels, increasedl blocking probabilityP,, but at the same time, we see

decrease in dropping of handoff calls.
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6.4.1. Handoff failure probability, on channel sharing

Call Handowver Faliure Probability ,Fh

.| —#* -class1 Handoft
] —m-class1 Mew calls
] — = -class2 Handoff

....................................................... class2 Mew calls
I I

(=] d 10

Handover Faliure Probability Ph

Traffic load

Figure 27. Handoff failure probability Pon channel sharing, s=10, r1=4, r2=3, r3=2,
r4=1.

Call Handover Faliure Probahility ,Ph

Handuover Faliure Probability, Ph
=

4 — ¥ -class1 Handoff

-

1 ] — = -classt Mew calls |3

q == -class? Handoff 3

----------- class2 Mew calls [H
1|:|'g i 1 1 i 1 1 T

2 3 4 5 B 7 g =] 10

Traffic load

Figure 28. Handoff failure probability Pon channel sharing, s=10, r1=8, r2=7, r3=6,
r4=5.
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From Figure (27) and (28), as increasing the nurobegserved channels for each class
call dropping of handoff calls probability of systalecreases respectively in each class
and depends on resource allocation to any particldas. It means decreasing number
of reserved channels, we have increase in handibdiré probabilityP, of calls, so we

face the situation of call drop due to unavail@pibf guard channels in each class. In
addition, even if all channels are busy we have2ji3,r4 reserved channels for each

class to accommodate incoming request in each.class

6.4.2. Call blocking probability?,, and handoff failure probabili,in unfair resource

allocation
o Call Blocking Probability ,Ph
10
10"
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Figure 29. Call blocking probability P in unfair resource allocation for class 2 new
call traffic at s=10, r1=6, r2=4, r3=1, r4=0.
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Call Handover Faliure Probability ,Ph
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Figure 30. Handoff failure probability Pin unfair resource allocation for class 2 new
call traffic at s=10, r1=6, r2=4, r3=1, r4=0.

Now we see the impact on the blocking and dropmhgalls on unfair resource
allocation. For this suppose we choose the leastifyrclass in system i.e. class-2 new
calls. We can see from Figure (30) that class-2 walls faces maximum handoff
failure probabilityP;,. when the traffic load is low the performance of priority and
reservation scheme is identical because both havegh bandwidth to accept the
arrival calls i.e. new or handoffs. However, whea tall arrival rate is high and unused
bandwidth increases that causes Call blocking fitba P, to increase. From Figure
(30), we see a substantial improvement in Call giragp probability (CDP) because of
bandwidth reservation admission control algoritnmchapter 4 that give priority to
handoff calls results in low CDP. Reduction in CDEreases the QoS of a network.
(Nasser et al.2007)
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6.5. Power received graph, Propagation model GoS siioalat

Stepl: Define height of base station antennadters, height of receiving antenna of
mobile station in meters, standard deviation ofseoat Base station A
standard deviation of noise at Base station B,en@f A and B through

standard deviation respectively, Carrier Frequeanuy distance between user
and BS in Km.

3>

Step2: Calculate path loss between MS and Bagerstat
Step 3: Calculate path loss between MS and Bagersi

Step 4: Calculate power received at Base stationtA noise and power received |at
Base station B with noise.

Step 5: Plot path loss between MS and Base statiand path loss between MS and
Base station B.

Step 6: Plot power received at Base station A wilse and power received at Base
station B with noise.

Tableb5. Propagation model and GoS parameters

Propagation model parameters

System Parameters System Parameter Values
Carrier Frequency 2500 MHz
Height of base station antenna in meters 200m

Height of receiving antenna of mobile station|il.5m

meters
Distance between user and BS in Km 1-50Km
Urban area SUI Model
y = Path loss parameters a=4.6,b=0.0075,c=12.6
Wavelength. 0.025

Reference distance=do 100m
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GoS parameters
Relative mobility of low mobility traffic 0.3
Relative mobility of medium mobility traffic 0.6
Relative mobility of high mobility traffic 0.9
Offered traffic in Erlang 20 Erlang
Total available channels 100
Number of reserved channels Varies
Balancing factor for mobility: 1

Filot signal power
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Figure 31. Power received from two base stations havl@gumura propagation

pathloss model at 1 dB Standard deviation.
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Figure (31), shows receives pilot signal of two éagation using same propagation
models to mitigate path loss. we have seen thahémeloff occurs at 25Km from the
base station which can cause rapid handoffs betweda and have increase call
blocking probability and eventually degrade syst@wS. The base station height is
200m at standard deviation (SD) 1dB.

The network Performance parameters also includeldfhalecisions based on signal
measurement graph, Call blocking probabilityHandoff dropping ProbabiliB, and
grade of service (GoS). As we considered low ndisedoff occurs at receive signal
strength of -70 dB. The handoff margin is changestite bases of traffic density.
According to (Laiho et al. 2006:121) minimum noiae receiver antenna, receiver
height and standard deviation results in quick @ady identification of possible
problems and verification of overall network covggacapacity and QoS. (Laiho et al.
2006:121)

When the receiving BS channel power is greater thanserving BS by a threshold
level set by network administrator on bases of @itor rate, traffic density, call
blocking and dropping probability, grade of serviG®S), and defined QoS an bases of
user demand then call is transferred and soft Hamdourred. Similarly, when the
receiving BS power is less then threshold leveh@ftt queued BS then call disconnect
from receiving BS and connected to other. Whenevaffic load of network is high
during busiest hour. The mobile station (MS) arevimg fast and rapid within and
between the cells. This increases the handoff smterof network. To tackle this
situation of rapid handoffs intensity the Outerdqmwer control consists of algorithms
that calculate pilot signal strength in soft harid8obft handoff is different in a sense
that the MS is communicating with number of basgi@h to receive and get maximum

of available received power.

In simulation shown in Figure (31), the MS is coomeating with two BS at a time
i.e., BS1, BS2 simultaneously. In the uplink, thehie station (MS) use Omni-

directional antenna. The two base stations redéwesignals simultaneously in CDMA
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systems. All received pilots signals have same CDi&juency, due to frequency
reuse factor. The BS, which receive better pilosaetected and other is discarded. In
downlink, mobile station combine signals receiveahf different BSs. An extra channel
needed in downlink to tackle multipath effect. Shéndoff is a form of diversity,
increasing the signal-to-noise ratio when the tr@ssion power is constant. Soft
handoff smoothes the movement of a UE from onetoalnother, it helps to minimize

the transmission power needed in both uplink andntiok. (Laiho et al. 2006:27)
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Figure 32. Comparison of Path loss of free space, Hata-okuraath SUI pathloss

models.

If we compare the path loss of above, mention lé&tanara model and SUI model
with free space path loss model at carrier frequesfc2500 MHz’'s we have seen a
significant improvement in SUI model as comparetteer.
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6.5.1. Capacity of system and grade of service (GoS)

Stepl: Define relative mobility of first mobileglative mobility of second mobile
relative mobility of third mobile and offered tradf

Step2: Define total number of channels availabkkr@served number of channels.

Step3: Sum the blocking probabilities to get tdilcking probability and droppin
probability.

©

Step 3: calculate GoS throughick+X Pgrop, X> 1.

Step 4: Plot the GoS.

System capacity equation (3.14) in chapter 3, @mitis following:

J (6.5)
Pj=(ptj+l)Po For0<j<n
Then Po is written as
1 (6.6)
Po = — —
n (ptotal) + Z (phi)] (ptotal)
j=0 j=n+1 j!
(Prota)’ (6.7)
, Jj! )
Pj = — ForO0<j<n
n (ptotal) + Z (phi)] " (ptotal)n
j=0 j=n+1 j!
(phi)j_n (ptotal)n (6'8)
, Jj! )
Pj = — Forn<j<s
n (ptotal) + Z (phi)] " (ptotal)n
j=0 j=n+1 j!

According to (Boumerdassi 2000), grade of

As, relative mobility 4" is a = —

service (GoS) of network can be written as
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GOS = PblOCk+°C Pdrop , x> 1 (69)

Whereasx is balancing factor for different value of Relaimobility “a”. GOS is the
ability of a MS to get the access of trunk duringsiest hour. Busy hour depends on
time duringAt. (Boumerdassi 2000)

relative mobilities and Phlock Pdrop

| —&—GoS at low mobility traffic 3
—¥ — GoS at medium maobility traffic []
Go3 at high mobility traffic

ZoS(Phlock 410 Pdrop)

: : | : :
o 05 1 1.5 2 25 3 34 4 4.5 5
Total traffic load in erlang

Figure 33. Grade of service (GoS) at Total channels, s=10/abmcking probability,

reserved channels =4, offered traffic A=6 erlang’s.

Increasing relative mobility introduces increase Gall blocking probability,;ock.
Handoff dropping Probabili#,,,. As we have seen from Figure (33) that low
mobility traffic has no effect on GoS but high mldlj traffic got blocking and
dropping of approximately equal to 0.1%. As we @ase the offered traffic of a
network as shown in Figure (34) the blocking prolitsband dropping probabilities
increases and we have seen unsuccessful call ast@amiggh mobility traffic.
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relative mobilities and Pblock Pdrop

10
10k
=
=2
T 107k
=
T
=
= L
=
& 1o°
5]
(]
0
1|:|'4 ..... : T S : ' : ; :
%.. ''''''''''' P A T E GDS at ||:|W m|:||:||||t3.' trafﬁc E
.................................. Y —#4 —GoS at medium mobility traffic |]
: Ga3 at high mobility traffic
i 1 1 ] 1

a 1 2 3 4 ] ) 7 a g
Total traffic load in erlang

Figure 34. Grade of service (GoS) at total channels, s=1@% Blocking probability,
reserved channels =4, offered traffic A=10 erlang’s

6.5.2. Results and Conclusion

If network traffic is constant with variable reka, mobility “a” it increase the Call
blocking probability,,;,ck, Handoff dropping ProbabiliB,.,,,.We also know that force
termination P, probability increase as handoff calls increasesyatem. As Relative
mobility “a” increase there are more chance of handoff as Relative mobility ‘a”
decrease cells capacity hence QoS of a systemed@juProbability has direct relation
with handoff acceptance and availability of chanr@hll blocking probabilit$,;ock,
Handoff dropping Probabilit§, 4,,has impact on traffic load. GoS increases with

decrease in traffic load. There is tradeoff betwRgprobabilities handoff attempts.
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il - |

4 ,
* Dropping

Blocking
Figure 35. Tradeoff for Admission control

We conclude from simulation results that there lisags been a tradeoffetween
Throughput, blocking and dropping of calls basepomer allocation and admission

control algorithm used.
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7. CONCLUSIONS AND FUTURE WORK

In this thesis, we have discussed the admissiotraloproblem on the bases of the
availability of resources using two channel allamatschemes. We have analyzed the
performances of channel allocation schemes namethnadg channel allocation
schemes and cell bases call admission control sshehrough simulation. We also
analyzed two algorithms for dynamic channel allmsatnd cell bases call admission
control for multi-class to get better QoS and mimmmblocking and dropping of calls.
Each of the above mentioned call admission conatgbrithms are implemented
separately to check the variations in terms of @dthit and call handoff rejection. The
cell bases call admission control algorithm calt@dabandwidth according to the
priority level given to arrival call requests. las1also been proved within the scope of
this thesis that reserved channel schemes (RC@&sgdbalgorithms performs more
efficient in high traffic and multi class environntse. The channel allocation techniques
have been designed to achieve certain objectivésrins of QoS and user needs. The
implementation possibility of all the schemes dejseon their individual performances
and network demands. For instance, cell basesadalission control algorithm poor in
reducing blocking probabilities but good in redaantof handoff dropping of calls.

In this thesis, power based adaptive call admissmmirol combining the wideband
power based (WPB) admission control and the thrpughased (TB) admission control
algorithms is discussed. According to (Subramasmtaal. 2005; Islam 2008) adaptive
call admission control algorithms work better thesth above mentioned admission
control algorithms. We have seen through simulatienefficiency of different pathloss
models in urban environment. They have their irdiliei benefits as per channel
condition is concerned. We have discussed a adgapalN admission control scheme for
multi-class services using adaptive fuzzy serviegrddation control model for
congestion control when all the resources are @yreaused. The aim of this thesis is to
analyze and explore the resource allocation teci@sidor the wireless systems. Thus,
the resource allocation plays the key role for amgless technology. This is the fact
that makes us interested to do research in this.top
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Future work:

During my work on this thesis, | have realized ttras topic is very wide and | could
not handle all questions and problems that | hased. Hence, le have decided to

continue working in this research topic in futus®me of the research points are:

* More theoretical and practical analysis for thezfubased admission control
* Fairness and Optimization in call admission cdntith QoS.

* Neural network and call admission control.
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