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Abstract—The accuracy of similarity measurement between
sentences is critical to the performance of several applications
such as text mining, question answering, and text summarization.
This paper focuses on calculating semantic similarities between
sentences and performing a comparative analysis among
identified similarity measurement technignes. Comparison
between three popular similarity measurements which are
Jaccard, Cosine and Dice similarity measures has been
conducted. The performance of each identified measurcment was
evaluated and recorded. In this paper, we use a large lcxical
database of English known as WordNet to calculate the word-to-
word semantic similarity. The result of this research concludes
that the Jaccard and Dice performs better in measuring the
semantic similarity between sentenees.

Index Terms—Semantic Similarity, Similarity Measnrement,
Sentence Similarity

[. INTRODUCTION

The similarity between sentences becomes important in
several applications of natural languages such as text
summarization. example-based machine translation, automatic
question-answering,  information  extraction and  text
clustering. The fundamental function in applications such as
text mining and text summarization that usually operates at the
sentence or sub-sentence level is to measure the similarity
between sentences [ 1.

Sentences are a complete set of words in itselll It typically
contains a subject and predicate. conveying a statement,
question. exclamation, request. command or suggestion
typically. Thus, sentences can represent different meaning
although it consist the same words. This happens if the words
are put together in a different way.

Naturally. human usually usc natural languages to express
their needs in order to retrieve information. Therefore they
tend to create the query by using sct of sentences that based on
daily use of language. This becomes a critical task in order to
determine the similarity between sentences that have large
impact in many text applications. [2-4].

Existing work in this area have attempted (o compute text
similarity by analyzing co-occurring words and word statistics
in a probabilistic model. Despite of its inherent simplicity.
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such methods are efficient in handling long texts, which
usually include a number of co-occurring words. however
these method produces lower performance result for short text
such as a single sentence.

In this rescarch, we usc different similtarity measurement
techniques to compute similarity between sentences and
perform a comparative analysis among those similarity
measurement  techniques. We  performed a comparative
analysis (o identify the suitable text similarity measurement
for sentences levels. Comparison between three  popular
similarily measurcments which are Jaccard. Cosine and Dice
similarity mecasures  was conducted. In addition. the
performance of cach identified measurement was evaluated
and recorded. The next section briefly introduces the
identified similarity measures.  Section Il presents related
works. Scction 1V explains the proposed methad followed by
experimental results in section V. Section VI concludes the
article.

I1. SIMILARITY MEASURES

Similarity measure is the distance between various data
points [5]. Similarity measures are also used in measuring
similarity between sets based on the intersection of the two
sets. Similarity measures are also known as a function that
computes the degree of similarity between a pair of text
objects. In summary. similarity is an amount that reflects the
strength of relationship between two data.

There are several types of similarity measures such as Dice
cocfficient |6]. Jaccard Similarity [4]. Cosine Similarity [4].
Luclidean distance {7} and others. Research conducted in {6]
shows the importance of these similarity measures. Similarity
measure can represent the similarity between two scntences
and make it possible to rank the retrieved information in the
order of presume importance. There are three types of well-
known similarity measures that have been selected to be
included in this research:

1) Dice Similarity Measure {8].
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2) Jaccard Similarity measure |8].
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3) Cosine Similarity measure [8].
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H1. RELATED WORKS

The techniques for discovering the similarity between long
texts or document have centered on analyzing shared words.
These techniques are only available to deal with long texts
because they contain adequate co-occurring words that
express very similar meanings [9]. This will pose a tough
challenge for computational method as the information in
short texts is very limited.

There is a valid assumption for large-size text fragments
such as document. where the more similar two texts are. the
more words they have in common. The assumption does not
hold for small-sized text fragments such as sentences. since
two sentences may be semantically similar despite having few,
if any, words in common. One approach to measure similarity
between two sentences is based on representing the sentences
in a reduced vector space consisting only of the words
contained in the sentences.

There are a lot of researches have been conducted to
evaluate the similarity between documents or long text [4],
sentences |10] and short text [ 1 1]. [n these cases, they used the
same method that has been adopted from the approaches used
for long text documents to evaluate the similarity measures for
textual data. [12-14] have conducted research to determine the
similarity between long texts or documents but there are lcss
work related to the measurement of similarity between
sentences or short text [15].

Research have been conducted in [12] by combining the
information from multiple linguistic indicators to determine
the semantic distance between pairs of the small textual units
by presenting a new composite similarity metric over shorl
passages. The potential features and the optimal combination
selected via machine learning have been investigated in this
research. In this method the syntactic information have been
ignored, it only considers the semantic information.

A mcthod for similarity measurc between sentences that
based on semantic information and word order has been
presented in the study conducted by |10]. Their focus is to
directly calculate the similarity between very short texts of the
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sentence length. Firstly. semantic similarity was derived from
a lexical knowledge base and a corpus. Secondly. based on the
number of different words and the number of word pairs in a
different order, the word order similarity is measured. The
overall sentence similarity is defined as a combination of
semantic and word order similarity.

Semantic similarity mcasures have been proposed using a
bag-of-word approach and the use of word specialization to
calculate the similarity of the word [16]. The word in another
sentence that has higher semantic similarity for cach word in a
sentence can be identified by the method. [n order to combine
the semantic similarity of” cach text segment in turn with
respect 1o the other text segment, the metric has been used.
Iowever. the method always calculated and selects the higher
similarity between words from two sentcnces. Therefore.
many non-similar scntence pairs will be judged similar.

[7] presented the results of the study that identified
similarity measure that was used for both Information
Retrieval and Document Clustering. The similarity measurcs
that have been used in [7] were Cosine similarity, Jaccard
measure, and Euclidean measure, Based on their result, they
indicate that the Cosine similarity measure is more eflicient
compared to others. In the study, they also mentioned that
Cosine similarity measure is more efficient for text
particularly.

[17] has conducted a study that identified the similarity
measurement technique to be compared through SimReq
Framework such as Consine similarity. Jaccard Similarity and
Dice Similarity. Their study have been conducted using two
different scenarios in which with removing of the repetition
words {rom cach and all requirements and without doing this.
Based on their similarity measurement result, they concluded
that Cosine similarity measure is more etficient to find out the
similarity among requircment as compared to others.

[18] has conducted a survey on measurement of semantic
similarity between words. They have described the methods
based on precompiled databases like WordNet and Brown
Corpus as well as the web search engine. Along with this they
have compared all the methods on the basis of performance
and their limitation. From the study, Expcrimental result on
Miller-Charles benchmark datasct showed that the method
based on page count outperforms all the existing semantic
similarity measures by a wide margin, achieving a corrclation
coefficient 0f 0.87.

A number of researches have attempted to perform a
comparative analysis on similarity measures for textual data.
for example the work in [19] where 4 similarity measures
were compared for web-paged clustering and the study
performed in [4]. In [4]. 5 measures were compared via
empirical experiments  i.e. Euclidean distance, cosine
similarity, Jaccard coefticient, Pearson correlation coeflicient
and averaged Kullback-Leibler divergence. However, their
work aims on document clustcring where text was compared
at document level.

Previous work [4] showed that the choice of similarity
measure depends on the level of the compared text units. Text
can be compared at document level, or sentence level. or
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phrase level or even word level.  Although previous studies
proved that cosine distance performed well in text comparison
at documents levcl. its performance decrcases substantially
when smaller text units are processed. It failed to perform
well when the document is decomposed into sentences [20].

1V. THE PROPOSED COMPARATIVE ANALYSIS METHOD

This study aims to provide a focused comparative analysis
of three popular text similarity measures applicable for
sentence level comparison. We proposed to compare laccard.,
Dice and Cosine similarity mcasures in order to evaluate the
performance on calculating sentence level similarity. This
perlormance has been cvaluated based on score from 0 to 1.
The higher the score of each measurement. the more efticient

the similarity measure is. We have measured the similarity of

the sentences by comparing samples of sentences with same

meaning but expressed in a different way and samples of

sentence which are entirely different in meaning. Before
calculating the similarity the sentences are transformed into
Bag of Word representation {21]. The set of sentence that have
been transformed was used in the calculation of each of the
identified similarity measures to evaluate their performance.

Figure 1 illustrates the steps for measuring the sentence
similarity between (wo sentences.
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Fig. 1 Proposed Comparative analysis Method

As shown in tigure 1. a joint distinct word set is formed for
two compared sentences. The process begins by removing the
stop words such as articles in the sentence. For example: “a™,
“an”, "the™ ete. The remaining words are transformed into bag
of word vectors. Then, we use the WordNet [22] to find the
synonyms for all words in the sentences and measure the
semantic by weighting the overlap synonyms and comparing
all the words in the sentence. Two set of vector is derived from
the overlap synonym weight calculation. Next. the semantic
similarity is calculated using the identified similarity
measurement techniques; Dice. Jaccard and Cosine Similarity
measures. Using the method proposed in Figure 1. the semantic
veetor of words is formed for the compared sentences. To
illustrate the above method consider two sentences. S1 and S2,
and a joint distinct word set S. is formed between S| and S2 as
follows:

S1US2=S; where S = (wi,w2,......wn); wi are distinct.
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[For example. if we have the sentences:

St a soldier was killed Monday and another wounded vwhen
their convoy was ambushed in northern Iraq.:

S2: On Sunday. a US soldier was killed and another injured
when a munitions dump they were guarding exploded in
southern Iraq.

Then we will have:

S = St U S2 ={soldier, killed, Monday, wounded, convoy,
ambushed, nortliern, iraq , Sunday ,US, injured ,munitions,
dump ,guarding ,exploded ,southern}.

The S set is derived by removing the stop word in both
sentences and set S is represent as the scmantic information
for the compared sentences. A term matrix is constructed to
derive the semantic information content of St and Sz
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Whereby xijrepresents the similarity measure between the i-
th word in the compared sentences and j-th word of the joint
set. The value of xi/=I. il q: and w. ar¢ the same word.
whereas if qi # wi. xij=0; while if the synonym of the word is
the same ., qi(synonym) = wi. xiy=1. The produced vector is
applied in the similarity measurement lor semantic similarity
calculation. The result is compared with the benchmark record
that was obtained from [3].

V. EXPERIMENTAL RESULY

We have conducted an experiment in order to perform the
comparative analysis of similarity measurement techniques for
sentences. The testing as illustrated in Table | is conducted
using the 8 sample data obtained trom [3]. We compare the
first sentences of the list with the remaining 2 sentences. To
assist discussion, we called the first sentence as = S™ and the
remaining are S| and *S2'.Each of the two compared
sentence("S1 and S2%)  is compared against the target
sentence( "S7). For Example we have:

St 'l am proud that | stood against Richard Nixon. not with
him. Kerry said.

Sy I marched in the streets against Richard Nixon and
Vietnam War.' she said
S={proud,stood,richard,nixon,lvim,kerry,marched,streets,
vietnam,war, said}.

Before representing the sentence in a vector formal. we use
WordNet [22] to lind the synonyms for each of the word for S.
Vector representation will consider the [ollowing condition:



2013 IEEE International Conference on Control System, Computing and Engineering. 29 Nov. - | Dec. 2013, Penang, Malaysia

if S= 81, S2 =1, while § = S), S2 =1 (synonyms), whereas , S
#8S1,S2=0

For Example:
Si={1,I,,,1,1,0,0,0,1} , S2={0,1,1,1,0,1,1,1,1,1}
Afler deriving the vectors, we applied the vectors in the
identified similarity measures. In this paper we have computed
the semantic similarity between sentences by considering the

synonyms that arc derived [rom WordNet [22].

TABLLE 1. SEMANTIC SIMIL ARITY BETWEEN SENTENCES

Based on Table |. the same § samples have been experimented
using the identified text similarity mecasurc to mcasure the
semantic similarity. For Sample 1. the result [or Cosine is
(.961, Jaccard is 0.923 and Dice is 0.960. For Sample 2. the
result of Cosine is 0.738, Jaccard is 0.583 and Dice is 0.737.
The results for Sample 3-8, for Cosine, Jaccard and Dice arc
as depicted in Table [. From the results in Table | it can be
concluded that the nearest result to benchmark is Dice
similarity. Figure 2 shows the relatedness of the 3 similarity
with the benchmark value.

e Cocine Simi arity
=) :ccard Similar ty

« - Dice Similarily

Similarity scores
o
o

—+—Benchmark [3]

Sainple sentences

Fig. 2 Similarity scores graph

As can be Icarned from Figure 2, Cosine and Dice performs
similar to benchmark for sentences with same meaning (sample
1-4) however for scntences that are dissimilar in meaning
(sample 5-8) Jaccard’s score are similar to benchmark. To
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Sample I "('().xine:* .I‘IIC‘CIII'f/ ] D]‘ce ) Bench i
Similarity Siwmilarity Similarity | Mark{3] i
Sumplel 0.961 0.923 0.960 0857 |
Samplc3 0738 0.583 0.737 0583
Sample3 0.667 0.500 0.667 0929 |
Sampled 0966 0933 0.966 0,975
Samples 0.481 0313 0.476 0.375
Sample6 0589 0.417 0.588 0381
Sample? 0668 0.500 0.667 0.386
Sample8 0.645 0.471 0.64 0.398

confirm the findings we have calculated the correlation
between the three similarity mcasures with the benchmark
scores as shown in Table 11.

TABLLE Tl. CORRELATION RESULT SEMANTIC SIMILARITY BETWEEN

SCNTENCES
Method Correlation
Cosine & benchmark 0769
Jaccard & Benchmarks 0.771
Dice & Benchmarks 0.771

Based on Table II, we found that Dice and Jaccard
similarity is more correlated to the benchmark scores. From
the correlation result, we can conlude that Jaccard and Dice is
more suitable to measure sentence level semantic similarity.

VI. CONCLUSION

Semantic sentence  similarity is important in  many
applications such as information retricval, information
extraction and ontology learning. This paper has presented an
approach based on bag of words in order to provide semantic
similarity. This approach compares pair of sentences by first
finding the similarity mecasures among words. The word-
synonyms are derived from WordNet [22]. The obtained word
synonyms are then used to construct the semantic vectors.
Lastly the sentences similarity is calculated and compared
using three well known similarity measures i.e.; Dice. Jaccard,
and Cosine.

By conducting an experiment on  implementing  this
approach, we have concluded that Jaccard and Dice performs
better in measuring the semantic similarity between sentences.
However more testing and evaluation works need to be
conducted particularly involving rcal test data and human
experts.
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