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Measurement of the Z° line shape
parameters and the electroweak couplings of
charged leptons.
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Abstract

We report on an improved measurement of the mass of the Z° boson, its total width and its partial
decay widths into hadrons and leptons, as well as the effective axial vector and vector couplings to
charged leptons. These measurements are based on a data set of approximately 166,000 hadronic
Z° decays and 18,000 decays into electrons, muons and taus, recorded by the OPAL experiment at
centre of mass energies near the mass of the Z°.

The total width and the partial widths to visible final states, derived from the measured cross
sections, are used to extract the invisible width. The effective couplings of the Z° to charged
leptons are studied using measurements of the lepton pair cross sections and forward-backward
asymmetries at the different centre of mass energy points of the Z° scan. The implications of our
results in the context of the Standard Model are discussed.
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1 Introduction

After the first year of operation of the electron-positron collider LEP, experimental tests of the
Standard Model and thereby of the unification of the weak and electromagnetic interactions have
reached a new level of accuracy. The mass of the Z° boson, the massive neutral carrier of the
"electroweak field, is a fundamental parameter. Within the framework of the Standard Model, the
precise determination of Mz, in conjunction with the knowledge of the fine structure constant, «,
and the Fermi coupling constant, G, leads to well defined predictions for the couplings of the Z°
to all fermions. The predicted couplings are affected by the unknown masses of the top quark, M.,
and of the Higgs, My. Both the mass of the Z° and its couplings to fermions are measured to high
precision at LEP: comparison of these measurements with the predictions of the Standard Model
provide a stringent test of the model and place bounds on the allowed ranges of M, and My.

Here we present measurements performed with the OPAL detector of the mass of the Z° boson,
Mgy, its total width, I'z, and partial decay widths into hadrons, charged leptons and invisible final
states. The axial vector and vector couplings of the Z° to charged leptons are extracted from
measurements of the leptonic partial widths and forward-backward asymmetries.

In previous publications [1,2] we presented a similar set of measurements using the data sample
collected in 1989. The data added in 1990 correspond to an approximately five-fold increase in
statistics with respect to the 1989 data set. The analysis presented here is based on a total of
approximately 165,700 hadronic and 18,300 leptonic Z° decays. The cross sections and forward-
backward asymmetries were measured at seven centre of mass energies, spanning an interval of
approximately +3 GeV about the peak of the Z? resonance.

Compared with the previous measurements, several improvements were made in the analysis
of the 1990 data set. The luminosity measurement underwent considerable evolution and as a
result the systematic uncertainties on the absolute and point-to-point normalisation were much
reduced. The hadronic event selection for the 1990 data included charged track information, so
that the efficiency was increased, while the backgrounds were reduced with respect to the earlier
analysis. For the ete™ channel, in order to facilitate the extraction of electroweak parameters from
the data, an acceptance symmetric in cos # was defined, with somewhat different kinematic criteria
than those used in [2]. For u*x~ and 77~ events the geometrical acceptance was extended, and
for rtr~ events the selection efficiency within the geometrical acceptance was increased. With
the increased statistics available the understanding of systematic effects improved for all the event
selections, resulting in significantly reduced systematic uncertainties on the calculated acceptances.

A description of the OPAL detector is given in section 2. The luminosity measurement and
the hadronic and leptonic event selections are described in sections 3, 4 and 5 respectively. Sec-
tion 6 discusses the treatment and analysis of the measured cross sections and forward-backward
asymmetries. Finally, the results are summarised in section 7.

2 The OPAL detector

The OPAL detector is described in detail elsewhere [3]. Here we briefly mention those aspects of
the detector which were relevant to this analysis. For the following we define a coordinate system
where the z axis follows the electron beam direction, r is in the plane perpendicular to the z axis
and ¢ and ¢ are the polar and azimuthal angles with respect to the z axis. _



The measurements of the trajectories and momenta of charged particles were performed with
a precision vertex chamber, a jet chamber and z-chambers. The vertex chamber is divided into 36
sectors with 12 axial and 6 stereo wires each. The jet chamber is a large volume drift chamber di-
vided into 24 azimuthal sectors, each sense wire plane having 159 wires. Each of the wires provided
true three-dimensional coordinates, from the wire position and from a drift-time measurement in
the r-¢ plane and from a charge-division measurement in the z direction. In the barrel region,
the jet chamber is surrounded by a set of z-chambers, designed to provide an accurate z coordi-
nate measurement where the tracks leave the jet chamber. The chambers are positioned inside
a pressure vessel, surrounded by a solenoidal coil which provides a magnetic field of 0.435 Tesla.
The pressure vessel and the coil have an effective thickness of about 2 Xy/sin@ in the region of
| cos@| < 0.7, where X is one radiation length. The coil is in turn surrounded by a barrel time-of-
flight counter array consisting of 160 scintillator bars with photo-tube readout at both ends. A lead
glass electromagnetic calorimeter with a presampler, corresponding to 24.6 radiation lengths and
about two hadronic interaction lengths, measures the positions and energies of showering particles.
The magnet return yoke serves as a hadron calorimeter and was instrumented with 9 layers of
streamer tubes, read out via charge induction onto pads and ontc 4 mm wide aluminium strips.
The hadron calorimeter also aids in muon identification. The detector is surrounded by four layers
of drift chambers for the detection of muons emerging from the hadron calorimeter. At both ends,
end cap detectors provide similar calorimetry over nearly the full remaining solid angle. Four layers
of muon chambers, consisting of streamer tubes, give good solid angle coverage of the end caps.

At the time of this analysis, the momentum resclution of the tracking detectors was Ap/p =~ 10%,
for p = 45 GeV. The electromagnetic energy resolution was typically AE/E = 3% for E ~ 45 GeV,
except in the region 0.73 < |cosf| < 0.83, where additional material in front of the calorimeter
degraded the energy resolution. The end cap muon chambers provided a precise coordinate mea-
surement for muons, which was used to define the acceptance with a resolution of better than
1 mrad.

The primary event selection was performed by the trigger system [4], which initiated the readout
of data from the detector if sufficient activity occurred. The vertex chamber and the jet chamber,
which together formed the “track trigger”, the time-of-flight detector, the electromagnetic barrel
and endcap calorimeters and the barrel and endcap muon chambers each provided independent
trigger signals, where the electromagnetic calorimeter triggers with the lowest threshold were sen-
sitive to particles depositing more than about 1 GeV, and the other triggers were sensitive also
to minimum ionising charged particles. Therefore visible decays of a Z° into a fermion pair gave
rise to at least 6 independent trigger signals in the barrel region and at least 4 in the endcap re-
gion. Typically two such signals per event were required in order to accept an event at the trigger
level. In addition, events were accepted if the energy deposited in the electromagnetic calorimeter
exceeded a threshold of approximately 7 GeV. This high redundancy allowed the efficiencies of
individual triggers to be accurately measured from the data and led to a high overall efficiency of
greater than 99.9% for each visible decay mode of the Z°, within the acceptance of the analysis
cuts. Small-angle Bhabha events were selected with an efficiency greater than 99.9% by triggers
based on the total energy deposited in the forward detector calorimeter. On-line data reduction
was achieved by a filter program which rejected cosmic ray and machine related backgrounds as
well as events triggered by detector noise, based on a partial event reconstruction. The filter was
found to have a negligible inefficiency for the analyses presented here.

For Monte Carlo studies the QPAL detector was simulated using a program [5] that treated in
detail the detector geometry and material as well as effects of detector resclutions and efficiencies.
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3 The luminosity measurement

The luminosity of the colliding beams was determined by the observation of smalil-angle Bhabha
scattering events using two identical forward detectors mounted at each side of the interaction
point [3]. Their acceptance covered angles from 40 to 150 mrad from the beam line and 27 in
azimuth.

A schematic illustration of the forward detectors is shown in Figure 1. Four elements of each
forward detector play a central role in this analysis. A lead-scintillator sandwich calorimeter accu-
rately measures energy deposition (QEQ = 18%//(E) for E in GeV). The calorimeter also measures
shower position by virtue of azimuthal segmentation and separate inner and outer edge readouts,
and gives shower development information through longitudinal segmentation into presampler and
main sections.” Each forward detector also contains a set of proportional tube chambers [6]. Situated
after the four radiation lengths of the presampler section of the calorimeter, the tube chambers
provide measurements of the shower position in § and ¢. Two planes of drift chambers [7] are
upstream of each forward calorimeter (i.e. closer to the interaction point). Drift chamber tracks
from electrons which did not shower in the beam pipe or other upstream material were used to
survey the position of the tube chambers. Also upstream of the calorimeters are precisely machined

“scintillators (the fine luminosity scintillators). In each quadrant in ¢ there is an acceptance defining
“A” counter, which is a trapezium with an area of 92 cm?. The inner edge of the “A” counters is
at approximately 52 mrad from the beam line. Downstream of each “A” counter is a coincidence
or “C” counter, which is 1 cm larger on all sides.

The analysis was carried out in three parts: an absolute Iuminosity determination using the
forward proportional tube chambers, drift chambers, and calorimeters (method I); a second absolute
luminosity calculation using the fine luminosity scintillators and calorimeters (method II}; and a
stable, high-statistics, relative luminosity counter using the calorimeters alone. Variants of method I
and the relative luminosity counter analysis were used for the 1989 data; method II was completely
new. The two absolute measures of the luminosity were largely independent and were therefore
combined to provide a more accurate measurement. The main uncertainty common to the two
methods stemmed from the theoretical calculation of the Bhabha cross section; this was taken as
completely correlated in the error calculation.

For method I, tube chamber and calorimeter position information was used to select events
in a well-defined acceptance region, and an energy cut was made to eliminate the off-momentum
beam particle background. In order to reject spurious clusters, only the largest energy calorimeter
cluster at each end and the tube chamber cluster nearest to it in ¢¢ were considered. The difference
in ¢ between the tube chamber and calorimeter clusters was required to be less than 6°. The
tube chamber clusters selected according to this procedure were used to define the coordinates of
the event. When no tube chamber cluster satisfied this association, the calorimeter coordinate
information was used. The calorimeter coordinates were also used in fiducial regions outside the
main acceptance defining cuts where the tube chambers were known to be inaccurate (Bcalorimeter
<53 mrad). No significant bias was introduced by the 5% of cluster coordinates which came from
the calorimeter; when we repeated the method I analysis using only calorimeter information, the
luminosity changed by less than 2%. ' '

To eliminate any first-order dependence of the acceptance on a displacement of the interaction
point with respect to the detectors, the essential cuts were made on the average of angles measured
at the two ends, § = (81 + 9r)/2 and ¢ = (@ + ¢r + 180°)/2 (where 87 and fg are the scattering
angles of the positron and electron respectively, and ¢ is always reduced to the interval 0 to 360°).



The acceptance cuts were:

e 58 mrad < 8 < 110 mrad;
s ¢ > 10° away from the vertical and horizontal axes;
¢ 48 mrad < #; g < 120 mrad;

s acoplanarity {|A¢ — 180°|) < 20°, where A¢ = |¢L — ¢r|.

The angular regions defined by these cuts excluded the beam pipe support web, ensuring that
the final state particles in accepted events traversed less than 0.4X, before entering the forward
detectars. The cuts imposed on the polar angle at each end were 10 mrad cutside the cut on the
average polar angle, allowing sufficient tolerance to avoid significant first-order sensitivity to the
beam position, while requiring even the particles in radiative events to lie within a well understood
region of the detector. There was a small contamination from off-momentum beam particles which
survived these cuts (<3%; see Figure 2}. This was eliminated by requiring that the sum of the left
and right cluster energy be greater than two thirds of the centre of mass energy:

e EL+ER>2/3-\/s

The remaining events observed within the accepted sample with low energy in both forward de-
tectors (see Figure 2) were consistent in energy distribution and other kinematic variables with
the radiation of two hard initial state photons. The cut on acoplanarity excluded only 0.6% of
events passing all other cuts, and could have been dropped entirely without introducing significant
additional backgrounds (see Figure 4).

Studies of events taken with a trigger demanding electron-positron coincidences delayed by one
turn of the bunches in LEP confirmed that less than 1.0x10~% of the events selected by method I
were due to accidental backgrounds. The calculated contamination of ete™ — v events was
0.15%, and was subtracted. Other physics backgrounds were shown to represent less than 6 x 10~4
of the accepted events.

The final sample of selected events was compared with events generated using the BABAMC
O(a) Monte Carlo program (8] and gaussian smearing to model the detector response. The data
and Monte Carlo showed only subtle deviations in the important kinematic variables, which we
attribute to the omission of higher order terms in BABAMC. (see Figures 3, 4 and 5). The
acceptance for events selected by method I was determined to be 21.9 nb at /s=91.1 GeV, including
the corrections to the O(a) calculation which are discussed below. The energy dependence of the
accepted BABAMUC cross section, including the term due to Z% interference, displayed a maximum
change of 1% with respect to the simple 1/s dependence expected from quantum electro-dynamics.

Two aspects of the forward detector geometry had irreducible importance in determining the
absolute acceptance: the distance between the two forward detectors and the absolute scale of the
radii they measured. We measured the distance between the detectors directly to a precision of
0.5 mm, resulting in a 0.1% uncertainty in the luminosity. The average radial position of the tube
chambers (with respect to the beam axis) was crucial in determining the acceptance for method I.
The mechanical survey of the tube chambers presented a significant source of systematic uncertainty
in our previous measurements {1,2]. We were able to overcome these limitations by using single
electron tracks reconstructed in the drift chambers, thus referencing the tube chamber coordinate
system to the accurate mechanical survey of the drift chambers. To achieve the required level of
precision, we used a method for comparing drift chamber and tube chamber coordinates which



relied only on the linearity of the relation between drift time and distance from the drift chamber
wires.

The absolute radial positions of the tube chambers were determined by comparing the hit times
of clean electron tracks in the second plane of drift chambers with the coordinates of showers
reconstructed by the tube chambers. Each plane of drift chambers is aziimuthally subdivided into
4 modules, one per quadrant. A schematic drawing is shown in the insert of Figure 6. The main
part of Figure 6 shows the drift time for Bhabha electrons as measured in one drift chamber, as
a function of the corresponding tube chamber coordinate. Most hits lie close to the longer of two
straight bands, corresponding to the large number of Bhabha events at scattering angles smaller
than the corresponding sense wire position (which is at approximately 100 mrad). Hits in the drift
chamber at angles larger than the sense wire position lie close to the shorter straight band. The
drift chambers had an intrinsic resolution of better than 300 um. The scatter of points is due
to the +2 mm resolution on the shower centroids measured by the tube chambers. The lines are
a fit to the data, assuming that the drift speed is constant and the same above and below the
sense wires. The intersection of the lines gives the position of the image of the drift chamber sense
wires in the tube chamber coordinate system. This was compared with the surveyed values for
the drift chamber position and was used to determine the tube chamber position. The separation
of the wires in each pair of diametrically opposite drift chambers was measured with a precision
of 93 pum, of which 45 pum was correlated between the four such pairs. The resulting uncertainty
in the average radial wire position was 30 pm. The average tube chamber radius was determined
with an accuracy of 135 um, corresponding to a systematic uncertainty of 0.3% on the luminosity,
where the error is largely the statistical error of the fit.

Since the determination of the tube chamber position by the drift chambers was made at
approximately 100 mrad, while the important inner edge cut was at 58 mrad, an uncertainty in
the precise pitch of the tubes led to a further 0.4% systematic uncertainty in the luminosity. The
coordinates of the tube chambers at the inner edge were checked by examining the reconstructed
positions of tracks in events which were selected by means of the fine luminosity scintillation
counters (see method IT below). The image of the A counters in the tube chambers is clearly visible
in Figure 7, and agreed with the drift chamber survey, albeit with a limited systematic accuracy of
300 pm.

Possible detector reconstruction inefficiencies and local distortions due to tube chamber gain
variations were studied extensively. Inefficiencies were found to be negligible (<0.1%). Evidence
of inhomogenéity in tube chamber reconstruction was found and led to the assignment of a 0.5%
systematic uncertainty. One method used to quantify this effect was to examine the variation of
the luminosities measured in different portions of the acceptance. We divided the acceptance in
¢ into sixteen identical telescopes, of which opposite pairs were summed to cancel the azimuthal
modulation of the acceptance due to any inclination of the beam with respect to the detector axis.
The r.m.s. variation in the eight resuiting measurements was 1.5%, well beyond the 0.5 + 0.3%
expected from statistics. Since systematic errors due to tube chamber inhomogeneities varied
independently for the eight measurements, the resulting variation in the overall luminosity was
expected to be only 1.5%/v/8 or 0.5%. Several other studies corroborated this result.

The contributions to the experimental systematic error in method I are listed in Table 1. Of
the total 0.8% experimental error in the luminosity determined by method I, 0.3% was due to the
finite statistics of the Bhabha sample.

A second, experimentally independent luminosity calculation was made using the fine luminosity
scintillation counters (method II). The scintillators were arranged in four independent back-to-back



telescopes, each consisting of two A-C scintillator pairs. The basic geometrical selection for Bhabha
events required hits in one of the A counters and the two C counters in a telescope. By summing
the events from all four quadrants and averaging over the luminosities found when the A counter
requirement was imposed separately at each end, the sensitivity of method II to first order effects
in the position of the beam interaction point relative to the counters was removed. The energy
deposited in the calorimeter quadrants associated to an ACC coincidence was required to be greater
than 72% of the centre of mass energy to remove background. Additional cuts on the longitudinal
development of the showers in the forward calorimeters reduced the effect of spurious coincidences
due to showering in the beam pipe support web.

The accepted cross section for method II was determined to be 8.2 nb at /3=91.1 GeV by
means of a simple Monte Carlo detector simulation based on events generated using BABAMC.
Two corrections to the calculated cross section based on the results of a full showering Monte
Carlo and studies of the data were made to account for effects ignored in the simple detector
simulation. The first considered scintillators hit by particles accompanying Bhabha electrons, the
second considered scintillators hit by the Bhabha electrons themselves but only because they were
scattered by the beampipe. Corrections of 1.6 £0.9% and 1.9+ 1.0% were made to account for these
effects. The effective broadening of the electrons due to scattering in the beam pipe is apparent
as the low angle tail in Figure 7. Small uncertainties in the simulation, such as the effect of the
finite scintillator thickness, resulted in a 0.5% error. Imperfect simulation of hard radiative events
led to a potential overestimate of the acceptance. Studies showed this effect to be less than 0.3%.
The position of each of the scintillators was surveyed to an accuracy of 300 um, leading to a 0.2%
uncertainty in the acceptance. The resulting total experimental error was 1.5%, to which finite
event statistics contributed 0.4%. The complete list of correction factors and uncertainties is given
in Table 2.

The integrated luminosities determined by methods I and II for the sample of 1990 data used to
determine the multihadronic cross section were 6.58 £ 0.05 pb~! and 6.68 £ 0.10 pb~? respectively.
The final luminosity value was taken as the average of both measurements, weighted according
to their experimental errors. This resulted in an overall experimental uncertainty in the final
luminosity determination, including statistics, of 0.7%.

Recent theoretical work {9,10] has led to a better understanding of the accuracy of O(a) calcu-
lations and of higher order corrections, including the effect of direct light fermion pair production
(resulting in four-fermion final states). In calculating our experimental acceptances we followed the
method outlined in reference [10]. We first validated the numerical accuracy of BABAMC within
our acceptance by generating events without vacuum polarisation or s-channel and interference
contributions, and compared its results with the exact O(a) analytic calculation of reference [9].
We find agreement to within 0.1% when Ko, the photon cut-off parameter, is 0.001. We then
re-enabled the s-channel and interference contributions and included leptonic loop diagrams and
the parametrisation of hadronic vacuum polarisation of reference [11], and generated events to
determine the O(a) experimental acceptance. We did not modify the structure of BABAMC to
include the effect of loop diagrams in radiative events. Leptonic loops changed the reference t-
channel cross section by +3.73% and quark loops by +2.1 + 0.1%. We then used the LUMLOG
program [10] to calculate higher order QED corrections in the leading log approximation. These
represented —0.10% for method I and +0.15% for method IT. The magnitude and sign of the higher
order corrections are sensitive to the detailed definition of the experimental acceptance. Cuts
which constrain the geometry of radiative events tend to result in large negative O{a) corrections,
which are then partially offset by positive corrections in higher order. An independent higher order
calculation [12], which required 3° < 8(e%) < 8° and E,+ > 0.5Fpeam resulted in a higher order
correction of (+0.4 £ 0.5)%. The LUMLOG program, within the same acceptance cuts, obtained



in a correction of (+0.3 £ 0.2)%, in better agreement than the errors would suggest.

The theoretical uncertainty resulting from the procedure adopted was as follows: 0.3% total
QED uncertainty [10], 0.2% from the exclusion of hadronic loops in hard radiative events, and 0.1%
from uncertainty in the parametrisation of hadronic vacuum polarisation [11}. We therefore assigned
a 0.4% total theoretical uncertainty to the absolute luminosity calculation, which we assumed to be
completely correlated between methods I and II. The resulting total absolute luminosity uncertainty
was then 0.83%.

A simple calorimeter-based luminosity counter which offered a considerably larger acceptance
to Bhabha events was used in calculating all physics cross sections described in this paper. The
requirements of the counter were that it be stable with time and beam energy, and be background
free. The only two selection cuts imposed were that the total cluster energy in the main calorimeters
be greater than 70% of the centre of mass energy, and that the acoplanarity angle be less than 20°.
Selected events contained only a small fraction of background (4.0x107?). Careful calibration of
the energy scale of the forward calorimeters reduced the uncertainty in measured shower energy
for each LEP fill to less than 0.5%. This corresponded to a fill to fill uncertainty in the luminosity
measurement of 0.8%; the energy point to energy point luminosity uncertainty resulting from this
instability of the calorimeter calibration was therefore 0.8%/ v/ Nyis, where Ny, is the number of
fills contributing to the measurement at a given energy point. This uncertainty was always smaller
than the statistical error.

The relative and absolute scales of the counter’s acceptance were established in three steps.
The BABAMC program [8] was used to determine the energy dependence of the Bhabha cross
section within the counter’s acceptance. Interference caused a maximum deviation of 0.8% with
respect to a simple 1/s dependence. At each energy point the statistical accuracy of the Monte
Carlo calculation was 0.1%. Since the effective width of the Z° resonance in BABAMC differed by
150 MeV from the measured value, we assigned 25% of the calculated interference effect at each
energy point as a systematic error. The total uncertainty on the Z%y interference was added in
quadrature to the uncertainty resulting from the calorimeter instability to give the final energy
point to energy point systematic error in the luminosity.

The counter luminosity was then compared with that of methods I and II as a function of
time and beam energy; no statistically significant deviations were observed. Finally the absolute
acceptance of the calorimeter counter was determined by requiring the counter luminosity to agree
with the luminosity determined by methods I and II for the entire 1990 data sample. It was found to
be 43.6 nb at /3=91.1 GeV. By determining the counter’s Bhabha acceptance from methods I and
II, we avoided the difficulty of accurately simulating electron showers in a complicated geometry,
while obtaining high statistics luminosity measurements at each centre of mass energy point.

4 The Hadronic Decays

The criteria used to select hadronic Z° decays were based on energy clusters in the electromagnetic
calorimeter and the charged track multiplicity. Clusters in the barrel region were required to have
an energy of at least 100 MeV, and clusters in the end cap detectors were required to contain at
least two adjacent lead glass blocks and have an energy of at least 200 MeV. Tracks were required
to have at least 20 measured space points and a distance of closest approach to the interaction
point of less than 2 cm in the direction perpendicular to the beam axis and less than 40 cm along
the beam axis. Tracks were also required to have a minimum momentum component transverse to



the beam direction of 50 MeV.

The following four requirements defined a multihadron candidate:

o at least 7 clusters

at least 5 tracks

a total energy deposited in the lead glass of at least 10% of the centre-of-mass energy:

Rvi: = EEdu:/\/‘; > 01:

where E.., is the energy of each cluster

s an energy imbalance along the beam direction which satisfied

Rba( EI E(Ech‘g * COSG) I /EECIU.S < 0-65-

where 6 is the polar angle of the cluster. For the modelling of hadronic decays we used the
JETSET 7.2 [13] parton shower model event generator, with five flavours and string fragmentation.
The model was used with a set of optimised parameters determined from a study of global event
shape variables performed by OPAL [14]. The events generated were then processed by the detector
simulation Monte Carlo program [5].

The measured distributions of the variables used in the selection are shown in Figure 8 for the
Monte Carlo simulation and the real data (at the Z° peak), in each case after all cuts except that
on the distribution shown have been applied. The differences between data and Monte Carlo are
discussed below. Figure 9 shows the distribution of the cosine of the polar angle of the thrust
axis of selected multihadronic events, | cos @rpryst|, for data and Monte Carlo. The data are well
reproduced by the Monte Carlo in the critical region of | cosé| > 0.9 .

The cut on the number of clusters and the number of tracks efficiently eliminated Z° decays
into charged lepton pairs. The vertex requirements on tracks served to eliminate events caused by
cosmic rays. The R,;, cut discarded two-photon and beam-gas events. The cut in Ry, rejected
beam-wall, bearn-gas and beam-halo events, as well as cosmic rays in the end caps.

Alternative selection criteria which used only charged tracks, as well as the selection criteria
based on the electromagnetic calorimeter and the time-of-flight counters, as described in the pre-
vious publications [15,1], were used to check the selection described above. The numbers of events
and the overlap of the selected samples were checked for these different selections and no signif-
icant fill-to-fill variations were observed. The relative cross sections as functions of energy were
compared and were found to be identical at the level of 0.3%. The absolute peak cross section for
the selection described here also agreed to better than 0.1% with that obtained using the selection
decribed in [15,1].

The main contamination in the hadroni¢ data sample came from r+7~ events and two-photon
multihadronic events. For v+ 7~ events, a background fraction of 0.11 & 0.03% was estimated by
using Monte Carlo events generated with the KORALZ program [16]. The background from two-
photon processes was estimated from the data by measuring the ratio of the numbers of events
with high and low R,;, and the ratio of the numbers of events with high and low R4 as functions
of the beam energy. This resulted in a background estimate of 0.02 & 0.01 nb, corresponding to
approximately 0.5% of the resonant cross section at the extreme energy points of the scan. This
estimate also accounted for other non-resonant background sources with a small energy deposit
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and a large energy imbalance, such as beam-related background. Possible beam:-wall and beam-
gas interaction events were investigated by changing the vertex requirements on tracks and were
found to be negligible. Any remaining cosmic ray background and the background contribution
from ete” — ete” and ete™ — utyu~ to the hadronic event sample were also estimated to be
negligible.

The acceptance of the event selection procedure was determined to be 98.4%, with a negligible
statistical error, for the Monte Carlo sample of simulated multihadronic events. Various checks
were made to estimate the uncertainties in the acceptance calculation, which might arise from
shortcomings of the detector simulation as well as in the modelling of fragmentation in hadronic
Z0 decays.

The distribution of the energy deposited in the electromagnetic calorimeter showed a clear
systematic shift in scale between data and Monte Carlo, of approximately 6%, and both the cluster
and track multiplicity distributions showed an coffset of the Monte Carlo with respect to the data
of approximately 0.5 to 1 unit in multiplicity (see Figure 8). Possible errors in the acceptance
calculation resulting from these discrepancies were estimated by calculating the acceptance after
rescaling the electromagnetic energy response in the Monte Carlo by 6%, and after offsetting each
of the Monte Carlo cluster and charged muitiplicities by 0.5 and 1 units respectively. This study
resulted in an estimated uncertainty of 0.2% on the hadronic acceptance calculation, which was
attributed to possible shortcomings in the detector simulation.

The effect of uncertainties resulting from modelling of hadronisation was investigated in two
ways. We compared the acceptance calculated using the JETSET model with that obtained with
the HERWIG model [17], with a set of optimised parameters determined by OPAL {14) (HERWIG
versions 4.6 and 5.0). We observed a difference of 0.23 £ 0.07%. We also repeated the acceptance
calculation with the JETSET model varying the optimised parameters of the model by one standard
deviation (see {14] for details). The parameter Qg, the invariant mass cut-off for parton showers,
was varied in the interval 0.7 < Qp < 1.8; Agcp was varied in the interval 0.28 < Agep < 0.31;
the width of the transverse momentum distribution of primary hadrons, o,, was varied within
0.32 < o, < 0.40 and the fragmentation parameter a was varied within 0.13 < a < 0.30. We
also varied the parameter A(s/u), the suppression of strange quark pair production in the colour
field with respect to up or down quark pairs, within the range 0.24 < A(s/u) < 0.36 . The
largest change in the acceptance (0.2 + 0.1%) resulted from the variation of Q9. The sum in
quadrature of the deviations observed in this study and of the difference between the JETSET and
HERWIG hadronisation models was 0.3%. This was added in quadrature with the uncertainty of
0.2% attributed to the detector simulation, and resulted in a total systematic uncertainty on the
hadronic acceptance of 0.4% at the peak.

The energy dependence of the acceptance in the region of the scan was evaluated as 0.2+ 0.2%
for the points at +3 GeV from the peak, where the error was due to the lower statistics of the
Monte Carlo events available at these energies. No energy dependent correction to the acceptance
was applied, but an energy point to energy point uncertainty of 0.2% - |AE|/(3 GeV) was assigned,
where AE is the difference in energy, in GeV, with respect to the point at the peak of the Z°
resonance. The correction factors and systematic uncertainties in the multihadron selection are
summarised in Table 3; they result in an overall correction factor of 1.014 £ 0.004 at the peak of
the Z° resonance. The multihadron cross section results are given in Table 7.
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5 The Leptonic Decays

The cross sections and the forward-backward asymmetries were obtained for each charged leptonic
final state at the seven centre of mass energy points of the scan. The criteria used to select
ete — ete™,ete” — utu~ and ete™ — 7+ 71~ events were similar to those used for the analysis
of our 1989 data sample [2]. In the present analysis, however, the acceptance for the e*e™ — ete~
channel has been defined by |cos8.-| < 0.7, which refers only to the electron direction, and no
attempt is made to exclude events with non-colinear radiation. The angular region of acceptance
has been extended to | cos8| < 0.90 for 77~ and | cos§| < 0.95 for u+p~ and the systematic errors
have been reduced substantially. For each reaction, the cross section was determined from the
subset of the total data sample for which a reliable luminosity and efficiency could be evaluated.
For the asymmetry measurements these restrictions were relaxed, in order to reduce the statistical
errors, but a reliable charge determination was required. Quality cuts similar to those used in the
hadronic event selection were also applied in the lepton analyses to eliminate noisy calorimeter hits
and to define a well understood set of tracks. None of the analyses was sensitive to the details of
these cuts.

In order to study efficiencies and backgrounds in the following analyses, use was made of Monte
Carlo generated events which had been processed by the detector simulation program [5}. Unless
otherwise stated, multihadronic events were generated using the JETSET program (version 7.2) as
described above. The HERWIG program (version 4.3) [17,14] was also used for some systematic
checks. The program BABAMC (8] was used to generate ete™ — e*e™ events and KORALZ
{(version 3.7) {16] for ete™ — u*tu~ and ete™ — r*r~ events. Backgrounds from two-photon
processes were studied using events generated by the Monte Carlo program of reference {18].

5.1 ete” — ete™ .

The selection of eT¢~ — ete™ events used information from the electromagnetic calorimeter and
the central tracking detectors. The events were required to have low multiplicity, at least two high
energy electromagnetic clusters, and had to contain at least two e* candidates, each consisting
of an electromagnetic cluster associated to a charged track. The polar angular acceptance was
restricted to the barrel part of the electromagnetic calorimeter in order to eliminate the forward
regions where the ete~ — e*e™ cross section is dominated by QED t-channel contributions and
has a very strong dependence on polar angle. The selection cuts were:

¢ 2 < number of electromagnetic clusters < 8
e 2 < number of charged tracks < 8

e At least two electromagnetic clusters were required each with energy greater than half the
beam energy and within | cos 8] < 0.85.

o The sum of all electromagnetic energy had to be greater than 80% of the centre of mass
energy.

Near the region of overlap between the barrel and endcap parts of the electromagnetic calorimeter
(0.715 < [cos@| < 0.835) the energy resolution was degraded due to extra material in front of the
lead glass. Lower energy thresholds were used for clusters in this region. The final acceptance cut
for ete~ — ete™ events (see below) required the e~ direction to fall within | cosf,-| < 0.7 and so
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the final number of clusters affected by this degradation was small. The association of clusters to
charged tracks was done as follows:

¢ at least two of the three highest energy clusters within |cos 8| < 0.85 were required to be
matched with charged tracks to within |A¢| < 3° and |A6] < 10°, where A¢ and A are the
differences in azimuthal and polar angles between the track and the cluster.

When two clusters were matched to charged tracks, these were taken to be e* candidates. When
three clusters were matched to charged tracks, the set corresponding to the two highest energy
clusters were used. If one track was assigned to two clusters, the combination with smaller opening
angle was chosen. If more than one track was associated to a single cluster the highest momentum
track was taken. The measurement of the direction of each particle was optimised by taking the
polar angle, @, from the position of the energy cluster in the calorimeter and the azimuthal angle,
@, from the charged track. The final acceptance cuts were:

» The acolinearity angle between the two e* candidates was required to be less than 10°.
e The polar angle of the e~ candidate had to satisfy the condition |cosf,-[ < 0.7.

Electron and positron were distinguished by the sign of the charge of the track. For a small fraction
of events both e* candidates were assigned the same charge due to conversions of high-energy
radiative photons and some tracking problems near to jet chamber sense-wire planes. The cosé
dependence of the fraction of these same sign events was consistent with a uniform distribution,
within the angular acceptance of this analysis. For same sign events only the charge of the highest
momentum e* candidate was considered. The charge determination for this sample was less reliable
than that for the sample of opposite sign events. Applying the geometrical acceptance cut randomly
on the e~ or et changed the acceptance by less than 0.5% with respect to that defined by the
canonical cut on the e~ direction. Since only about 1.2% of events accepted had same sign e*
candidates, no significant bias to the cross section measurement was introduced. Same sign events
were not used for the forward-backward asymmetry measurement. The possible bias was estimated
and also found to be negligible.

The multiplicity requirements rejected multihadronic events and most ete™ — 74 events.
The energy cuts removed events from ete™ — r+r~ and two-photon processes such as ete~ —
ete~ete~. The requirement that charged tracks be associated with two of the three highest energy
clusters in the event further reduced the remaining backgrounds, mainly from e*e~ — vv. The
effects of these selection criteria were studied using Monte Carlo generated events, and with checks
based on the data themselves.

Figure 10 shows the total energy distribution, after all other cuts have been applied, for Monte
Carlo ete~ — ete™ events together with the expected background from ete” — 77~ and
ete~™ — hadrons. The measured distribution is well described by the Monte Carlo. the events
at low energy are mainly due to ete~™ — 7+7~. The inefficiencies of the electromagnetic energy
cuts were evaluated using the Monte Carlo. This was checked by making a separate ete~ — ete™
selection in which the energy cuts were relaxed but high momentum charged tracks were required.
The resulting energy distributions in the data were well represented by the combined Monte Carlo
prediction for e*e~ — ete™ and background and the final cross section measurement did not
show a strong dependence on the precise choice of cut applied. As a result of these studies the
inefficiencies of the cluster energy cut and the total energy cut were estimated to be 0.1 £0.1% and
0.3 £ 0.2% respectively.

13



Another check was carried out by using a set of slightly different calorimeter energy based
selection criteria, in which the selection efficiency, background fraction and their energy dependence
were different from the standard selection. The energy of the highest energy cluster, Ey, was
required to be E; > 0.8 Epesr and the energy of the next highest energy cluster, F,, was required
to be E3 > 0.4FEpum. No cut was applied to the total electromagnetic energy. The resulting
numbers of events were compared after correcting for inefficiency and backgrounds. They agreed
within 1% (the agreement was better than 0.1% at the energy point closest to the peak of the
Z° resonance which had the best statistical accuracy) and the deviations were consistent with
statistical fluctuation.

A small fraction of the ete~ — ete™ events contained also a high energy photon due to hard
final state bremsstrahlung or interaction of a particle with detector material. For these events a
track might not have been matched to a cluster if the particle left only a very small energy deposit
in the electromagnetic calorimeter, below the energy threshold for a good cluster. This potential
loss of events was reduced by using, for low-momentum (p < 2 GeV) tracks, the direction of the
track at the origin, before bending in the magnetic field, when matching to clusters. In this way
the track could be matched with the cluster from the high-energy photon and the event could
be selected. The remaining inefficiency was studied using Monte Carlo generated events and by
varying the cuts used to define good clusters and for matching tracks with clusters. It was checked
by scanning the events in the data which were rejected by these cuts. These studies gave consistent
results and the inefficiency was estimated to be 0.2 £ (.1%. An additional 0.1 £ 0.1% inefficiency
was included to account for losses due to tracking problems at jet chamber sense-wire planes.

The main background in the final ete™ - e*¢~ sample came from e* e~ — r*7~ events. This
was evaluated by Monte Carlo to be 0.2£0.1%, with an energy dependence of less than 0.1% within
the range of this analysis. The Monte Carlo models predicted less than 0.1% background from mul-
tihadronic events and negligible backgrounds from two-photon processes. The contribution from
ete” — 44 was estimated to be less than 0.1% based on the measured conversion probability
{6% [19]) of high energy photons in the material around the beam pipe, and checked by scanning
events with no or only one charged track matched with an electromagnetic cluster. The total back-
ground fraction at the Z% peak was 0.3 £ 0.2%. The effect of the ete~ — 77~ background on the
measurement of the eTe™ — ete™ forward-backward asymmetry was estimated to be smaller than
0.001, assuming the background fraction determined above and the angular distribution predicted
by the standard model. The measured forward-backward asymmetry was corrected accordingly.

Because the ete~ — e*e™ cross section rises steeply with increasing cos ¢, a small imprecision
in the definition of the acceptance cut, |cosf,—| < 0.7, could lead to a significant error in the
measured cross section and forward-backward asymmetry. This acceptance cut depended on the
cluster position reconstructed in the lead glass electromagnetic calorimeter. This was checked by
comparing, between data and Monte Carlo simulation, the reconstructed positions of the boundaries
between lead glass blocks. These could be identified by the energy sharing between blocks in
a cluster. This distribution was sensitive to the detailed simulation of the shower development
through the magnet coil, and directly affected the reconstructed cluster coordinates. Showering in
the coil led to a correction of the reconstructed & angle for Bhabha electron clusters of about 0.1°
at |[cosf| = 0.7. An upper limit of 0.15° was set for any apparent offset of the reconstructed lead
glass block boundaries from their nominal geometry, corresponding to a systematic uncertainty
of 0.5% for the ete™ — ete™ cross section and 0.002 for the forward-backward asymmetry. In
addition, the finite angular resolution for acceptance and acolinearity cuts led to systematic errors
of 0.2% on the cross section and 0.004 on the asymmetry. Displacement of the true event vertex
along the beam direction from the centre of the detector could also distort the measurement of
cos . Systematic errors of 0.1% for the cross section and 0.001 for the asymmetry were attributed
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to this effect.

The systematic errors on the inefficiency, background and acceptance are summarised in Table 4.
The overall correction factor, within the acceptance cuts of |cosé,-| < 0.7 and acolinearity angle
less than 10°, was 1.005 £ 0.007. There was no significant energy dependence of the acceptance,
and the background varied by less than 0.1% over the range of the scan. The total systematic
error on the asymmetry measurement was 0.005. The resulting cross section and forward-backward
asymmetry measurements are summarised in Tables 8 and 11.

As discussed in Section 6.3, the ALIBABA [20] program was used for estimating the t-channel
and s-t interference contributions to-ete~ — ¢*¢~. In Figure 11 the measured angular distribution
and acolinearity distribution, at the peak of the Z° resonance, are compared with the ALIBABA
predictions. The data are unfolded for effécts of resolution, inefficiency and backgrou.nds The
measured distributions agree well with the predictions of the ALIBABA program.

5.2 ete” - ptu

The selection of et e~ — u* u™ events used information from the central tracking detectors together
with muon identification from the outer detectors. Time-of-flight (TOF) measurements were used
to reject cosmic ray events. The selection cuts were:

e The charged track multiplicity had to be no more than 5.

At least two good. tracks, within the polar angular range | cos#| <0.95, had to be separated in az-
imuthal angle by A¢ > 320 mrad and be identiﬁed as muons by‘a.ny one of the fo]lowing conditions:

o At least 2 muon chamber hits associated with the track wlthm A¢ = (100 + 100/p) mrad,
with the momentum p, in GeV. '

e At least 4 hadron calorimeter strips associated with the track within A¢ = (20 + 100/p) mrad,
with p in GeV. The average numbe‘r of strips in layers containing hits had to be less than 2 to
discriminate against hadrons. For |cos8| < 0.65, where tracks traverse all 9 layers of stnps
in the barrel ca.lonmeter, a hlt in one of the last 3 layers of stnps was required.

¢ The track had momentum p > 15 GeV a.nd the electromagnetlc energy associated to the track
within Aqb < 70 mrad was less than 3 GeV

Backgrounds from e+e — ete~utu~ and ete™ — 77~ were rejected by demanding that the
scaled visible energy, F.,, defined as the sum of the momenta of the two muon candidates and the

energy of the highest energy electromagnetic cluster in the event, divided by the centre of mass
energy, satisfied

s F,;y > 0.6.
The remaining background from cosmic rays was removed by the following TOF and vertex cuts:
o In the barrel region, at least one TOF measurement was required within 10 ns of that expected

for a particle coming from the interaction point. In addition, back-to-back paxrs of TOF
counters were used to reject cosmic rays which had traversed the detector.
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e In the forward region, which is not instrumented with TOF counters, the matching of the
central detector tracks to the interaction vertex was used in order to remove cosmic ray
background.

The high degree of redundancy provided by the OPAL experiment for the detection of ete™ —
p#t 4~ events enabled efficiencies to be calculated from the muon pair data themselves.

A systematic check of the TOF cuts to remove cosmic rays was provided by the matching of the
central detector tracks to the interaction point. The inefficiency for ete~ — utyu~ events and the
remaining background from cosmic rays were both found to be less than 0.1% in the barrel region.
In the forward region the events that failed the cut on matching to the vertex, but satisfied looser
vertex requirements, were used to estimate a residual background from cosmic rays of 0.1 & 0.1%
of the total dataset. The efficiency for e*e~ — u*u~ events to pass the vertex matching cuts is
discussed below as part of the study of tracking efficiencies.

For 98% of the tracks in the region close to the edge of the angular acceptance the polar angle
was measured using the track seen in the endcap muon chambers. Otherwise the central detector
track was used. The systematic uncertainty on the acceptance was less than 0.1%.

The remaining efficiency and background calculations made limited use of Monte Carlo models.
The selection efficiency for e*e~ - putu~ was predicted to be 91.61+0.2%, with a background of
1.340.1% from ete~ — 777~ and no background from ete~ — ete~utu~, where the errors given
are purely statistical.

The muon identification efficiencies per track measured directly from the data were: 91.7+£0.2%,
67.7£0.4% and 94.2:+0.2%, for the muon chambers, the hadron calorimeter and the electromagnetic
calorimeter, respectively. Taking angular correlations into account this led to an overall muon
identification efficiency of 99.8% per muon. For the Monte Carlo generated events the overall muon
identification efficiency per track was found to be 0.05% higher than that measured in the data.
Since both muons were required to be identified, a correction of —0.1 & 0.1% was applied to the
acceptance calculated by the Monte Carlo.

A comparison of the scaled visible energy distribution, F.,, beiween data and normalised
Monte Carlo samples is shown in Figures 12 (a), (b) and (c) for the angular regions | cosf| <0.8,
0.8< |cos8| <0.9 and 0.9<.}cosd| <0.95. The background below the cut, F,i, < 0.6, was well
described, giving confidence in the reliability of the background prediction. The region dominated
by ete™ — utu~ events (Fyi, > 0.6) was not so well described. In the angular region | cos 8| <0.8
the peak due to e*e™ — utpu™ events was slightly broader in the data than in the Monte Carlo,
whereas for | cos 8| >0.9 it was slightly narrower. The discrepancy was due mainly to the imperfect
simulation of stiff tracks close to the sense-wire planes of the jet chamber. A correction of 0.1£0.1%
was -applied to the efficiency calculated by the Monte Cazlo to account for the discrepancy within
| cos 8| > 0.9. The loss of events in the barrel region is discussed below.

A direct check on the 7*7~ background predicted by the Monte Carlo was provided by the
distribution of the acoplanarity angle; most 747~ events had a large acoplanarity due to the
undetected neutrinos. A subsample of the selected eTe~ — utu~ candidates that was enriched in
ete” -» rFr~ background was obtained by requiring that they satisfied either of the following two
additional criteria: 0.6 < F,;, < 0.8, or the event contained at least one track within the muon
chamber acceptance that was identified as a muon by only the electromagnetic calorimeter or only
the hadron calorimeter. Such tracks were likely to be pions misidentified as muons. Radiative u* ™
events were removed from this subsample if the acoplanarity expected from any observed photon
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in the event was greater than 10 mrad. The acoplanarity distribution of the remaining events is
shown in Figure 13. For acoplanarity greater than 10 mrad data and Monte Carlo agreed well. The
excess of data over Monte Carlo in the first bin was due mainly to the differences between data
and Monte Carlo discussed above (Figure 12). This check confirmed ‘the level of ete™ — rt+7-
background predicted by the Monte Carlo model. Because of the limited statistical accuracy with
which the check could be performed a systematic error of 0.3% was assigned to the estimate of the
ete” — 71~ background of 1.3%.

A direct search was made for ete™ -— putu~ events that failed the selection cuts due to possible
track reconstruction problems not already taken into account by the detector simulation. A loose
preselection was made of possible lost events, using criteria based mainly on information from the
outer detectors, relying as little as possible on the central tracking. An inefficiency of 0.6% was
estimated due mainly to ete™ — utu~ events lost when one track was mismeasured close to a jet
chamber sense-wire plane. A systematic error of 0.3% was assigned due to e¥e~ — 77~ or endcap
cosmic ray events which might have been wrongly classified as lost muon pairs, and a possible bias
due to the weak dependence on tracking of the preselection of events.

The various corrections and systematic errors for the cross section measurement are summarised
in Table 5. Note that the effects labelled “muon identification”, “F,;, resolution for | cos@| > 0.9”
and “tracking losses” were, in principle, slmulated by the Monte Carlo. The quoted corrections were
applied to take into account the observed dlscrepa.nmes between the data and Monte Carlo for these
effects. The efficiency within the geometrical acceptance of | cos 8] < 0.95 was 98.7%. The overall
correction factor was 1.084 £+ 0.005 and the results of the ete~™ — utpu~ cross section measurement
are given in Table 9. There was no significant energy dependence of either the acceptance or the
background fraction over the range of the scan.

For the purpose of the measu.rement of the forward-backward charge asymmetry additional
event selection criteria were imposed to ensure an unambiguous charge determination:

e An acolinearity cut at 15° was applied in order to seleci':' back-to-back muon pairs and to
suppress radiative events. At the peak of the Z° resonance, this cut rejected about 1. 3% of
the muon pair events.

¢ It was demanded that there be exactly two good tracks. ‘About 1.8% of events were rejected
by this requirement, because they had converted photons or split tracks at sense-wire planes.

o Events where both muons had the same charge were not used for the asymmetry measurement.
This rejected about 1.2% of the events remaining after all other cuts.

Since the dominant background was small (1.3%) and was from ete~ — 771~ events, which
were expected to have the same asymmetry as ete~ — ptu~ events, no correction was applied for
the background. Uncertainties due:to charge mismeasurement and distortions arising from angular
resolutions and displacements of the event vertex were investigated. The overall systematic error of
the asymmetry measurement was estimated to be 0.003, much smaller than the statistical error of
even the data point with the highest statistics (0.013). The forward-backward asymmetry results
are listed in Table 12.

53 ete” —7rtr-

The selection of e¥e~ — 7+7~ events used information from the central tracking detectors and
electromagnetic calorimetry to identify events with two back-to-back, collimated, low multiplicity
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jets, Time-of-flight measurements were used to reject cosmic ray events and muon identification to
reject e¥e~ — utu~ events. The selection cuts are detailed below.

Multiplicity cuts were imposed to reject Z° decays into hadrons:

¢ 2 < number of cha.r.ged tracks < 6, and

e the sum of the number of charged tracks and the number of clusters < 15.

The multiplicity distributions are shown in Figures 14 (a) and (b). The total energy of an event
was restricted in order to reject events from e*e~ — ete~(y) and two-photon processes:

o E,;, > 0.18./3, where the total visible energy E,;, = E.hw + Etrk, Eanyw was the total energy
in the lead glass calorimeters and E,;,; was the sum of the track momenta

o B,y <0.84/s, for the region | cosd| < 0.7

o E,, < 1.054/s or Epe < 0.254/5, for the region | cos#| > 0.7, where there was additional
material in front of the electromagnetic calorimeter.

The shower and total energy distributions are shown in Figures 14 (¢) and (d). Vertex and TOF
cuts were imposed to remove cosmic ray events. Finally,

o the ete™ — utu~ events identified by the criteria described in section 5.2 were removed.

The remaining background was mostly from multihadronic events and events from two-photon
processes and ete~ — ete~ 7, which were characterised by relatively wide-spread or acolinear event
topology. In order to suppress them, a narrow back-to-back structure was required. Charged tracks
and lead glass clusters, each treated as separate particles, were combined in the following way. First
the highest energy particle in the event was selected and a cone with a half angle of 35 degrees
was defined around it. The particle with the next highest energy inside the cone was combined
with the first. The momenta of the combined particles were added and the direction of the sum
was used to define a new cone, inside which the next highest energy particle was again looked for.
This procedure was repeated until no more particles were found inside the cone. Similarly, starting
with the highest energy particle among the remainder, a new cone was initiated and treated in the
same way. This process continued until finally all the particles in the event had been assigned to a
cone. At least one charged particle was required for each cone, and the sum of the energy in the
lead glass and the track momenta in a cone had to have more than 1% of the beam energy.

o Events which had exactly two such cones were selected as ete~ — 77~ candidates.
The direction of each T was approximated by that of the total momentum vector of its cone of
particles. The vectorial difference between the momenta of the two 7 jets was used to define an

event axis.

The following final acceptance cuts rejected most of the remaining background from two-photon
processes: _

s acolinearity angle < 15° and

e event axis satisfied | cosé| < 0.9.

The acolinearity angle distribution and the |cos#| distribution of the event axis are shown
in Figures 14 (e) and (f). Monte Carlo generated ete~ — 7+7~ events were used to calculate
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the geometrical acceptance and efficiency of this selection. The total efficiency was 76.9 + 0.2%
at /s = Mz. The quoted uncertainty includes only the Monte Carlo statistical error. The 15°
acolinearity cut introduced a significant energy dependent correction factor to the acceptance,
which was calculated using KORALZ. At the extreme points of the energy scan this correction
factor was approximately 2%. .

The distributions of the variables used for the selection are shown in Figure 14, along with
the Monte Carlo expectations.. The hatched parts of the histograms correspond to background
contributions: multihadronic, ete™ (), ut 1~ (v) and two-photon (e*e~e*e™ and ete~u* ™ only)
events. The systematic errors arising from the specific choice of selection cuts were estimated from
the changes in the cross section which resulted when these cut values were varied over reasonable
ranges. With the exception of the cut on the sum of the number of charged tracks and clusters,
there was no indication of any systematic variation beyond that expected from the statistical errors.
Systematic errors, reflecting the limited statistical sensitivity of this procedure, were assigned to
each of the cuts and added in quadrature resultmg in a total of 0.8%. :

In order to determme the systematic uncertainty associated thh the measurement of the event
axis used to define the geometrical acceptance the analysis was repeated, first using only tracks,
and secondly using only clusters, to measure the event axis. From the resulting changes in cross
section a systematic error of 0.6% was estimated.

By examining the distribution of vertices, and scanning events which were close to the vertex
cuts, a systematic error of 0.1% was assigned to the effect of these cuts. The TOF inefficiency was
found to be less than 0.1% by checking the vertex distribution of events which had no TOF hits.
This was assigned as a systematic error. Rema.mmg backgrounds from cosmic ray, beam-gas or
beam-wall events were estimated at 0.2 + 0.1%.

The background coming from multihadronic events was estimated at 0.4% using Monte Carlo
events. The difference between the predictions of the JETSET 7.2 and HERWIG 4.3 programs
was included in the estimate of the systematic error. The estimate of the uncertainty in the
multihadronic background was affected by the discrepancy between data and Monte Carlo in the
multiplicity distribution of figure 14(b). The background simulation was best checked in the high
multiplicity region, were the proportion of multihadronic events was largest. In this region a small
excess of data over Monte Carlo was observed. The analysis was repeated with the multiplicity
cut relaxed and the results were compared with those obtained from the standard ete™ — 7t7~
selection. As a result an overall uncertainty of 0.4% was assigned to the hadronic background
fraction.4%.

The background from ete~ — putpu~(y) events was estimated to be 0.6 + 0.2% by using Monte
Carlo generated events and taking into account the inefficiencies discussed in section 5.2. A direct
search for residual ete~ — utu~ events within the ete™ — 7++~ data sample was performed in
order to check the calculated muon identification efficiency. One of the 7 candidates was required
to have electromagnetic energy less than 10% and visible energy larger than 60% of the beam
energy. Of the ete™ — utu~ events within the geometrical acceptance 97% should have had a
visible energy between 88% and 112% of the centre of mass energy. The numbers of predicted and
observed events in this region agreed well w1th.m the statistical error of 0. 2% '

The background from e*e™ — ete~(y) events was predicted by Monte Carlo to be 0.3%. This
was checked by repeating the analysis after removing the high visible energy cut. A systematic
error of 0.3% was estimated.

Background from two-photon processes entered at lower visible energies as seen in Figure 14(d).
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The Monte Carlo predicted 4.1+0.8 pb from ete™ — ete~eTe™ and 1.1£0.4 pb from ete™ —
ete~utu~, while the other two-photon contributions were negligibly small. This was checked by
comparing the angular distribution of the missing momentum vector in events between data and
Monte Carlo, especially in the forward direction where two-photon events were concentrated. As
a result a total systematic uncertainty of 4.3 pb was assigned to backgrounds from two-photon
processes.

The correction factors and systematic errors are summarised in Table 6. The efficiency within
the geometrical acceptance of |cosf| < 0.90 was 88.8%. The overall correction factor at the peak
was 1.276 & 0.013. The cross section results are given in table 10.

For the measurement of the forward-backward asymmetry the charge of each 7-jet was defined
by the sum of the charges of the tracks within its cone. The charge assigned to each r had to be
different and at least one 7 was required to have a charge of +1 or —1. About 1.7% of the sample
was rejected due to this criterion. From this number and a comparison with the Monte Carlo
simulation, the forward-backward misassignment probability was found to be small. The effect of
residual et e~ — ete™ background, angular resolution and displacement of the event vertex on the
forward-backward asymmetry was also studied. An overall uncertainty of 0.003 was assigned to the
forward-backward asymmetry measurement. The asymmetry results are summarised in Table 13.

54 eTe = It

For some of the fits (described in section 6.5) the data were analysed under the assumption of
lepton universality. In these cases the individual cross section and forward-backward asymmetry
measurements from ete™ — ete™, ete™ - ptp™ and ete™ — rt7~ analyses were still used as
separate input data, but were combined in the fit by assuming a universal leptonic decay width of
the Z° and universal leptonic couplings.

It has been demonstrated in sections 5.1, 5.2 and 5.3 that the analyses of the three lepton
pair decay channels each suffered from different sources of systematic uncertainty; this resulted
in the definition of rather d1ﬁ'erent geometrical acceptances for each channel. By retaining the
separate ete”, utp~ and 777~ measurements, even after the assumption of lepton universality,
the optimum use was made of all the available data, without the need to compromise the analysis
of any one channel by the requirements of another.

There was no overlap between the ete™ — ete™ and ete™ — u*pu~ samples, nor was any
inefficiency introduced by separating the two samples. The cuts used to discriminate between
the other leptonic channels were chosen to be complementary. The ete™ — e*e™ and ete™ —
7+7~ channels were distinguished according to whether the total energy in the electromagnetic
calorimeter was grea.tér or smaller than 80% of the centre of mass energy. The cuts used to identify
ete™ — ptu~ events were used to explicitly veto such events in the ete™ — r+7~ sample. Hence,
on combining the three sets of measurements in the fits, by assuming lepton universality, an inclusive
analysis of et e~ — [+I~ events was obtained. Within the region of common geometrical acceptance,
the systematic errors which were assigned to the separate measurements due to uncertainties in
signal identification efficiencies and background misidentification probabilities of each lepton species
were almost entirely anticorrelated with respect to one another and cancelled in the combined
ete™ — I*ti~ analysis. Also, the fact that the remaining systematic uncertainties were largely
uncorrelated between the three analyses led to a reduced systematic error in the combined analysis.

The error matrix used in the fitting procedure took into account the full correlation matrix
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of systematic uncertainties between the three lepton-pair analyses. The effective final systematic
uncertainty in the leptonic cross section, due to the lepton event selections, was somewhat less than
0.4%.

6 Analysis

6.1 Summary of measured cross sections and forward-backward asymmetries

In extracting final results the measurements of the hadronic line-shape and the lepton line-shapes
and forward-backward asymmetries performed with the 1990 data set were combined with our
previously published measurements [1,2], with the exception of the ete~ — ete™ channel, for
which the 1989 data were re-analysed to reflect the same kinematic acceptance region defined for
the 1990 analysis. !

In Table 7 the numbers of hadronic events, the integrated luminosities and the corresponding
acceptance corrected hadronic cross sections are listed as functions of the centre of mass energy,
separately for the data taken in 1989 and 1990. Tables 8, 9 and 10 list the numbers of lepton pair
events observed as functions of centre of mass energy together with the corresponding luminosities
and cross sections. For the ete™ ‘events, the cross section is given for the acceptance | cosf,-| <0.7
and an acolinearity < 10°. For the u*u~ and 71~ events the total cross sections, after all
corrections for acceptance and efficiency, are given. The error on the cross sections includes the
statistical errors of the event sample and the point-to-point systematic errors on the acceptance
and luminosity. The absolute acceptance errors and an overall normahsatlon error of 0.8% and
2.2% deriving from the luminosity measurements in 1990 and 1989 respectively a.re not included in
the tables, but were taken into account in the subsequent analysis.

The forward-backward charge asymmetries measured for leptons at different centre of mass
energies are listed in Tables 11, 12 and 13. For the e* e~ analysis these have been evaluated at each
centre of mass energy point by counting the numbets of events in which the électron direction was
in the forward and backward polar angular regions, Ny and Ng, .and using the definition Apg =
(Np— Ng)/(Ng+ Ng). In the p*p~ and 77 analyses the direction of the anti-lepton was used for
the determination of the forward-backward asymmetry. The forward-backward asymmetries were
determined both by the counting method (applying bin-by-bin efficiency corrections in | cos 8|}, and
by fitting the function (1 + cos? @) + bcos8 to the inferred cos § distributions of the leptons using
a maximum-likelihood method. The forward-backward asymmetry within an angular acceptance
|cos@| < K, App(K), could then be calculated from the fitted para.meter b, using the relationships
App = 3b/8 and

4K
3+ K?
In each case the asymmetry is quoted only within the experimental polar angular acceptance region
for each final state. Whereas the results of the counting method make no assumptions about the
underlying angular distribution of the events, the maximum likelihood method offers a somewhat
enhanced statistical sensitivity and, in the absence of charge asymmetric inefficiencies, does not
require efficiency corrections. The presence of radiation, and in particular initial state radiation,
distorts the cos@ distribution with respect to the naive form assumed in this fitting method. We
have checked that, at the present level of statistics, these distortions had no significant effect on

App(K) = Arp

!For the reanalysis of the 1989 data only the two highest energy clusters in the event were considered for matching
to charged tracks. This led to a reduction in efficiency by approximately 0.5%.
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our results. In the fits which follow, the forward-backward asymumnetries derived from the maximum
likelihood fits were used for the u*u~ and r++~ channels.

6.2 Treatment of the LEP energy scale

During the scan of the Z? resonance in 1990, data were taken at seven nominal centre of mass energy
points. The energy of the colliding beams was measured by the SL division, for each fill of the LEP
machine. Typical variations from the mean beam energy were less than 10 MeV. Measurements
at nearby energies were combined intc one data peint at the luminosity-weighted average energy.
Since different subsets of the total data sample were used for each measurement, this resulted in
slightly different energy values in each table.

The uncertainties in the LEP energy scale are discussed in references [21,22]. The 0.02 GeV
uncertainty in the absolute centre-of-mass energy scale of the LEP machine, close to the Z% peak,
dominates the uncertainty on Mz. The point-to-point energy scale uncertainty, the fill-to-fill re-
producibility and the beam energy spread also have an important impact on the results of our
measurements. All these effects may potentially distort the line shape and, given the current level
of statistical precision of our measurements, must be correctly taken into account. The uncertainty
in the point-to-point LEP energy scale is taken as 10 MeV, the fill-to-fill energy scale uncertainty
is assumed to be of the same order and the beam energy spread results in a one standard deviation
spread in the centre of mass energy of about 50 MeV, known to about 5 MeV. The point-to-point
energy scale uncertainty dominates other contributions to the systematic uncertainty on Iz, but
does not introduce a significant net bias in the measurement; it contributes approximately 5 MeV
to the uncertainty on I'z. The effect of 10 MeV fill-to-fill fluctuations in the centre of mass energy
is negligible, because measurements at each energy point contained data from at least 5 fills. The
beam energy spread uncertainty, on the other hand, is large enough to have a significant, albeit
second order, net bias on the measured line-shape. We correct for this in our fitting procedure by
estimating iteratively the effect of the beam energy spread on the measured cross section at each
energy point using the Taylor expansion:

d*e(E)

gz AF

Ac(E) =~

where o(E) expresses the energy dependence of the total cross section and AF is the centre of
mass energy spread. The differentiation of ¢(F) is carried out numerically at each energy point.
We have verified that, for a 50 MeV centre of mass energy spread, this approximation reproduces
well the results of convoluting a Gaussian with o = 50 MeV with the line-shape. For our line-shape
measurements, this results in a correction to 'z of —4 £ 1 MeV. Since the centre of mass energy
spread is known to about 5 MeV, no additional uncertainty is ascribed to this effect.

In our fits the correlation matrix of the uncertainties in the LEP energy scale for data taken in
1989 and 1990 was also taken into account. To facilitate comparison with other LEP experiments,
we quote experimental errors on Mgz derived from a fit ignoring all energy uncertainties. The second
error quoted on My reflects the uncertainties in the LEP machine energy, which are correlated for
the LEP experiments.
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6.3 Treatment of QED radiative corrections

Radiative corrections significantly modify the ete~ — ff cross sections and forward-backward
asymmetries with respect to the tree level (Born) calculation. Photonic corrections, defined as the
set of all diagrams incorporating an additional real or virtual photon with respect to the Born
diagrams, form a gauge-invariant subset and can therefore be considered independently of other
virtual corrections [23].

For the parametrisation of the total and differential cross section of the ¢g, utp~ and 7+7~
channels the program ZFITTER [24] was used. This is an updated version of the program pack-
age ZBIZON [25], which was used in our previous publications [1,2]. In this program photonic
corrections are included as a complete O{«) calculation; leading O(a?) corrections and the expo-
nentiation of soft photons are also included. The total cross section agrees with that obtained
from the program ZSHAPE [26] to better than 0.2%, for all final state fermions concerned. The
effect of cuts on the differential cross section reproduces the results obtained with KORALZ [16]
to better than 0.5% over the range of the energy scan. This allows us to fit the lepton pair cross
sections and forward-backward asymmetries determined within both the geometric acceptance and
the acolinearity cuts applied in each analysis.

The treatment of the ete™ — ete(7) differential cross section is technically complicated by
the presence of ¢-channel exchange diagrams; these diagrams are not included in the ZFITTER
program.

In our previous publication [2] a parametrisation of the differential cross section for ete™ —
ete~(v) based on the formulae given in references [27] was used. The approximations made in this
parametrisation are expected to be valid only within a restricted phase space, which is defined in
a way that does not correspond directly to experimentally accessible cuts. Application of these
formulae is therefore complicated by the need for Monte Carlo corrections to map the experimental
acceptance onto the phase space of the calculated cross section. The correction required was
minimised by explicitly rejecting events with large angle hard radiative photons; even so, the size
of the correction varied from a minimum of ~0.3% at the peak, up to —5% at 95 GeV. Once
the acceptance cuts were imposed, the s-channel part of the parametrisation differed from the
parametrisation of KORALZ (by 1.5% at the peak) thus introducing a small, but increasingly
significant, bias. Finally, there was no reliable estimate of the systematic uncertainty for the t-
channel exchange and s-t-channel interference, and no other sufficiently accurate calculations with
which to compare the resuits. In view of these difficulties, the effect of the t-channel was reduced by
the use of an asymmetric acceptance cut for the ete~ channel: —0.7 < cosf,- < 0.4. A systematic
uncertainty corresponding to 25% of the remaining ¢-channel contribution was assigned to the total
cross section at each energy point.

Since that publication, a new calculation of the cross section for the process ete™ — ete™(7)
has become available in the form of the program ALIBABA [20]. This calculation includes, in lowest
order, all diagrams associated with the s- and {-channel exchange of a 7 or a 2%, and all possible
interference terms between them. Weak corrections are calculated in O(a), except for propagator
terms in which some of the O(a?) terms are included.  Photonic corrections are treated exactly to
first order. The O(a?) corrections are evaluated in the leading log approximation and soft photons
are resummed to all orders. The authors assign an uncertainty of 0.5% to the calculation of the
cross section, over the full range of the energy scan, for scattenng angles greater than 10°

In the program, acceptance cuts may be dn'ectly apphed to the dn'ectlon of the e, a.nd to the
acolinearity of the final state e* e~ pair: .this eliminates the need for Monte Carlo corrections to the
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experimental acceptance. For the acceptance cuts applied to the data, the s-channel parametrisa-
tion in ALIBABA. is found to agree with that of KORALZ and ZFITTER to better than 0.2%, and
the forward-backward asymmetries to better than 0.001, over the full range of the energy scan.

Because the ALIBABA program is too slow to be used directly in the fitting process, and in
order to ensure a consistent treatment of s-channel exchange for all processes, we have adopted the
following ansatz. For the model independent fits and those based on improved Born approximations,
which cannot be directly formulated in terms of Standard Model parameters, we constrain the top
quark mass M;=150 GeV, and the Higgs mass My=100 GeV and use the value of a,=0.118,
determined from the measured hadronic jet production rates in Z° decays [28], in the ALIBABA
calculation. For each point of the energy scan, the calculated ¢-channel contribution, including
s-t-channel interference, is then added to the total, forward and backward s-channel cross sections
calculated, in a manner analogous to the other Z° decay modes, with the ZFITTER, program. (Note
that ZFITTER also allows the acceptance defining cuts used for the ete™ — ete~(y) channel).
We assign the quoted uncertainty of 0.5% to the calculated t-channel contributions. The resulting
set of cross sections and forward-backward asymmetries are then fitted directly to the measured
data points. This technique ensures a transparent error calculation which preserves the gaussian
nature of the experimental statistical errors.

This procedure, in principle, results in both a loss of information and a possible bias. We have
therefore repeated the model independent fits varying the input parameter M, from 50 to 230 GeV
in the ALIBABA calculations: this changed the results of the fits concerned by less than 5% of the
respective experimental uncertainty.

For the fits discussed in section 6.5.4, which explicitly reference the Standard Model, we have
used the program ALIBABA to calculate the contribution to the cross section and forward-backward
asymmetry due to t-channel exchange and s-¢ interference terms at each centre of mass energy point,
in a grid which treats the Standard Model set of input parameters (Mz, My, My, a,) as interpolation
points.

8.4 The Hadronic Line Shape

All fits are based on a x? minimisation procedure, which takes into account the full correlation
matrix of the experimental uncertainties. We perform a model independent fit to the hadronic
line-shape data based on a Breit-Wigner line-shape with s-dependent width. Excluding photonic
corrections the line-shape is parametrised as:

2
T}

ols) = o_pole
)= %hmd (22 ¢ 2213
]

where o{:::f represents the resonance hadronic cross section at s = M (in the absence of initial
state photonic corrections}. The s-dependence of the propagator is introduced to account for the
effect of higher order virtual corrections (see section 6.5.1 and reference [23]). The fit, including
the convolution of the cross section given above with photonic corrections, is performed with the
program ZFITTER([24]. We treat Mz, I'z and aph;lf as free parameters. The results are summarised
in Table 14. The parameter values obtained are

Mz = 91.156 + 0.009 (exp) + 0.02 (LEP) GeV
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Tz = 2.492 £ 0.017 GeV
oP°® = 41.01 & 0.41 nb.

The x? value for this fit is 8.8 for 15 degrees of freedom. The errors on Mz have been separated
into the experimental error and the uncertainty due to the LEP beam energy. The error on I'z
includes a contribution of 5 MeV due to the beam energy uncertainty. Figure 15 shows the central

values and the confidence contours for our measurement of I' and oF°%.

The Standard Model predictions for the pole cross section, 011::‘11', the width, I'z, and the partial
decay widths discussed below are a function of Mz and depend on the values assumed for the top
quark mass, M,, the Higgs mass, My and the strong coupling constant, a,. In order to compare
our measurement with the Standard Model predictions we calculate those assuming M, = 150 GeV,
My = 100 GeV, and setting a, = 0.118. The errors on the predictions are derived by allowing a
variation of M, from 50 to 230 GeV, My from 50 to 1000 GeV and «, by +0. 008 . Figure 15 shows
that the effect of varying the number of light neutrino generations from 3 to 4 is large compared

to the uncertainty in the predicted values of a'f::; and T'z.

The number of light neutrinos, ¥, can also be found by using the Standard Model partial
widths for M, = 150 GeV and My = 100 GeV in a fit to Mz and N, [15]. This two parameter fit

yields : .
Mz = 91.154 £ 0.009 (exp) £ 0.02 (LEP) GeV

N, = 3.046 + 0.068 (exp) + 0.04( M., Mx)

with a x2 of 9.3 for 16 degrees of freedom. Though this method to determine the number of
light neutrinos is the statistically most precise one, it relies on the validity of the Standard Model
prediction for all the Z° partial widths. This constraint can be removed by a measurement of the
hadronic and the leptonic partial widths.

6.5 Results of the Combined Fits to Hadronic and Leptonic data
6.5.1 Model Independent Fits

In a first approach to fitting the combined hadronic and leptonic data, we use a generalisation of
the improved Born approximation [23] for the leptonic differential cross section of the s-channel
exchange. The resulting kernel, to be convoluted with the photonic corrections discussed above, is
of the form:

1

25 Aa)2(1+cosz g) (1)

ra? d cos @
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2
T AaRe {x(s) [n;zt}f(l + cos® 8) + 23 58] cos 0] }

+xX()[? [852(8F + 8])(1 + cos? 8) + 857 6f cos 6]

with
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In this expression the first term accounts for the pure photon exchange channel, the second term
for vZ° interference and the third for pure Z° exchange. Gp is the Fermi coupling constant and
a is the fine structure constant. A« is the QED vacuum polarisation correction evaluated at
M, = 100 GeV. The variation of Aa over the range of M; considered here is negligible.

In the improved Born approximation, the effect of higher order virtual corrections expected in
the Standard Model framework is approximated by the introduction the QED vacuum polarisation
correction factor, Aa, of effective axial vector and vector couplings, which we label & and ¢, and
of an s-dependence of the width in the propagator. In the improved Born approximation &} and
9 are taken to be real.

The four coefficients &7 7, x3 7, k77 and k%5 are equal to 1 in the improved Born approximation.
They are introduced here to account for residual effects of higher order virtual corrections. In this
notation the super-scripts “s” and “a” are used to distinguish the x coefficients terms symmetric
and antisymmetric in cos & respectively. Radiative corrections are sensitive to the detailed structure
of the underlying theory: in general each of the & coefficients should be treated as a free parameter
and thus the differential cross section is expressed in terms of four independent parameters. Higher
order corrections may also introduce an s-dependence in the x coeflicients. In the framework of
the Standard Model, however, this s-dependence is negligible at the current level of sensitivity;
therefore no s-dependence is assigned to the x parameters in our fitting procedure. As a further
approximation we constrain the x coefficients to be real.

The 7Z° interference term in Equation (1), Re {x(s}} «? 797, vanishes at s = M3, in the absence
of photonic corrections, and contributes less than 0.2% to the cross section over the full range of the
energy scan. We therefore fix 2,67 to the Standard Model prediction for M, = My = 100 GeV.
The effect of varying x%;9#, by up to a factor 10 with respect to the value assigned it by this
procedure does not significantly affect the quality of the fits nor the results obtained for the other

three parameters.

For an acceptance interval symmetric in cos #, the remaining three independent parameters
are related to the data as follows. The parameter x%,(a? + 97)? normalises the contribution to
the cross section from the s-channel Z° exchange. Neglecting non factorisable contributions from
electroweak box corrections, the parameter x%;(a? + 97)2 can be rewritten in terms of the leptonic
partial widths, or peak cross section, as:

1:
8 I'g aﬁo €

2
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where ¢5%° is the resonant cross section at s = M} (in the absence of initial state photonic
corrections) and I'j+;- is the partial decay width of the Z° for the final state leptons in question;
T, is the partial decay width of the Z° to electrons. The factor Sggp = 1 + i—% accounts for the
effect of final state radiation. By convention the effect of final state radiation is absorbed in the
definition of the partial widths, whereas it is unfolded when quoting effective couplings. When the
electron data are combined in the fit with those for the other leptonic decays I'.. and I'j+;~ can
each be determined.
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For a fixed normalisation, and in the absence of photonic corrections, the forward-backward
asymmetry at the peak is determined by x%,a707, whereas the ratio (Re{x(s)} /|x(s)|*)x%z4}
determines the energy evolution of the forward-backward asymmetry. Since Re {x(s)} vanishes at
the peak, the parameters n:z&? and k%5470 are only weakly correlated. In order to account for
the possibility of a negative forward-backward asymmetry at s = MZ, negative values of x%,a?6?
are allowed.

The hadronic line-shape is parametrised in an analogous manner, but, given that no information
on the forward-backward asymmetry of quarks is included in this analysis, only the terms symmetric
in cos # are retained. In all the fits discussed below the hadronic line-shape data are included, and
Mz and I'z are treated as free parameters, although they are no longer mentioned explicitly.

In a first step, we carry out a fit to our combined data set, parametrised in terms of the hadronic
and leptonic partial widths Chad, Tees Luus L'rr, and the parameters £% 73767 and 2787, In this fit
no assumption of lepton universality is made with respect to the partial widths. The leptonic partial
widths thus obtained, shown in Table 15 column 3, are an explicit test of lepton universality: they
are found to be consistent with each other. The parameters x%,a?9} and Ky 7@} are also extracted
separately for each of the three lepton species, but no factorisation between initial and final state
couplings is performed. These are listed in column 3 of Table 15: each of the three lepton data sets
yields consistent results for these parameters. The correlation matrix for the parameters extracted

from this fit is shown in Table 2 of Appendix A.

As a further check of the consistency of our data, we also carry out separate fits to each of the
ete™, ptp~ and v~ data sets, explicitly assuming lepton universality between initial and final
state with respect to all the parameters extracted. The results of these fits, summarised in Table 16
are in excellent agreement for all three data sets. Therefore, for the subsequent fits, all our data
are included and lepton universality is assumed with regards to all the parameters extracted.

The results of a fit to the combined data set, parametrised in terms of Ipaq, [j+;-, #3787 97 and
x3zaf are shown in Table 15 column 2. The different uncertainties in the values obtained for Fhaq
with and without the assumption of lepton universality reflect the use of I';+;- and I',, respectively
in the two fits. Figures 16 and 17 show the corrected cross sections and forward-backward asymme-
tries as functions of \/s, together with the corresponding fitted curves. In Figures 18 {a), (b}, and (c)
the confidence level contours of our result are shown in the n‘%z&fﬁf vs. K z&?, n‘%z&fﬁf vs. I,
and Thag vs. j+;- planes. Also shown is the Standard Model prediction for these parameters,
allowing the masses of the top quark, M,, and of the Higgs particle, My, to vary within the range
50 < M; < 230 GeV and 50 < My < 1000 GeV. The measured values are in good agreement
with the Standard Model prediction for the ranges of M; and My considered here. The correlation
matrix for the parameters extracted from this fit is shown in Table 1 of Appendix A.

From the measured hadronic and leptonic partial widths the ratio
Rz = Thaa/Ti+- = 20,95+ 0.22

is determined. The Standard Model prediction is R%M =20.8 £ 0.1 (M, My, a,), where the range
results from a variation of M; between 50 and 230 GeV, My between 50 and 1000 GeV and the
strong coupling constant, a, = 0.118 + 0.008 . Our measurement is consistent with the prediction
of the Standard Model.
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6.5.2 Improved Born Approximation Fits

Here we fix the four s coefficients in expression (1) to unity, thus recovering the improved Born
approximation, and perform a fit for the effective axial vector and vector couplings, 4? and 9?. In
order to account for the possibility of a negative forward-backward asymmetry at s = M2, negative
values of ¥ are allowed.

The results from this fit are given in Table 17, column 1. The value of &7 is determined mainly
by the cross section measurements and the value of 1312 mainly by the asymmetry measurements. It
is not possible to determine the signs of 4; and #; using these data alone. Comparing the results
of this fit with those from the more general parametrisation, listed in Table 15, it can be seen that
at the current level of sensitivity the three x parameters are consistent with unity.

Within the improved Born approximation the differential cross section may be reparametrised
in terms of an effective p parameter, pz, and an effective weak mixing angle, sin®fw [23], by
substituting in (1) the following expressions for the coupling constants:

at — pg and 9 — pz(1l — 4sinlw)>.

Note that this parametrisation cannot accommodate negative values for the forward-backward
asymmetry at s = MZ. The results of a fit using this parametrisation are given in Table 17,
column 2. Figure 19 shows the one standard deviation confidence level contour in the pz vs. sin’fw
plane. Because 7; enters only quadratically in the improved Born approximation, the confidence
level contour obtained from the fit is symmetric about the axis sin?fw = 0.25. The stars indicate
our best fitted values:

pz = 0.998 £+ 0.009 and sin?Gw = 0.23879:930
where the central value of sin?fw < 0.25 has been chosen.

In this fit, pz is determined mainly by the cross section measurements and sin’fw mainly by
the asymmetry measurements. Note that, whereas the error on 4 is gaussian, the error on sin®Ow
is non-gaussian: the positive and negative uncertainties are asymmetric and their size is very
sensitive to the central value obtained, due to the symmetry of the confidence level contours about
sin?fw = 0.25. The leptonic couplings can be specified with a single parameter by making use of
the approximate relationship between pz and sin’fw valid in the Standard Model with minimal
Higgs structure [23]:

. Z—IBA_'_ _1_ _ _ 44 :
sin‘fy _2(1 \/1 pzM%(l—Aa)) (2)

where A = (ra)/(v/2GF) and the superscript IBA refers to the improved Born approximation. The
results of a fit with this constraint imposed are given in Table 17, column 3. For the effective weak
mixing angle we obtain:

sin?fy = 0.2337 £ 0.0021

This value of sinzﬁg'A is obtained from a fit to both the leptonic asymmetry and cross section
measurements, but is determined mainly by the value of [y+;-.
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The improved Born approximation definition of sinzﬁlv?A differs slightly from the exact definition
of sin?fw. The difference between the two may be as large as 0.002 and depends on the values
of M; and My. This comparison illustrates the point that, at the present level of experimental
precision, care must be taken as to the exact definition used in extracting the parameter sin?fvw
when quoting the value obtained.

In Figure 19 the shaded area shows the Standard Model expectations corresponding to various

choices of M, and My. Also indicated as an error bar is our result for sinzb“i?*, calculated using
relation (2).

6.5.3 Analysis of the Z° invisible width

‘The combination of hadronic and leptonic cross sections allows a model independent determination
of the partial decay width of the Z° into invisible final states. The value derived from our data for
the invisible width of the Z° is:

Tiny =Tz — Thag — 304+~ = 504 £ 15 MeV

Under the assumption that the only invisible decay modes of the Z? are to light neutrinos, and
assuming the Standard Model value of:

I'SM = 166.8 + 1.5 MeV (M,,My)

for the partial decay width into a single light neutrino species, the number of light neutrino species
is:

Ny = Ty /TSM = 3.02 £ 0.09(exp) + 0.03 (M,, My)

The Standard Model prediction for the ratio of partial decay widths of the Z° is less sensitive to
the unknown top quark and Higgs masses than are the predictions for the partial widths themselves.
The Standard Model value for the ratio of the partial widths of neutrinos and charged leptons is:

T, \(M) -
( ) = 1.992 £ 0.003 (M,, My)
Cis-

A fit to our line-shape data results in:

Liny _ 6.07 + 0.17
Lt~

The number of neutrinos can be extracted from this measurement as:

Linv r:-l—j— (SM)
N, = T (I‘_) = 3.05 = 0.09(exp) & 0.005 (M, My)
+i- v
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in excellent agreement with the determination of N, discussed above. Note that not only are the
theoretical assumptions in these two methods different, but also the experimental uncertainties
contribute differently in the two cases.

Being insensitive to many virtual corrections, the ratio I'i,, /T';+,- is also a good quantity from
which to derive limits on any new particles contributing to the invisible width. Our measurement
places an upper limit of:

rinv
— < 6.35
| P

at the 95% confidence level. The lowest value allowed by the Standard Model, with three light
neutrino families, for the ratio Iy, /T'j+;- is 5.966. With this assumption our measurement results
in an upper limit of I',s /T4 ;- < 0.38 at 95% confidence level, where I',+ is the partial decay width
to a new light invisible object.

We may also place mass limits on a stable heavy fourth generation neutrino, with Standard
Model couplings. The partial decay width to a heavy neutrino is affected by the kinematic sup-

pression factor:
M2\ 2 M2
6(M,) = (1 - 47”) 1-
s

Therefore the presence of a heavy neutrino would not only increase the invisible width, but would
also distort the line shape. We express the ratio of the invisible to the charged leptonic width as

Tinv/Ti41- = (L + 6(M,)/3) - 5.966

and parametrise the total decay width, in the presence of a heavy neutrino, as 'z = I'yaq + 34— +
I+~ (Tinv/Ti+;-). We then perform the model independent fit discussed in section 6.5.1 treating
M, as a free parameter. The x? for this fit is minimised for M, = 45.5 GeV, where it takes on the
value of 60.1, similar to the x? value of the canonical model independent fit. This fit places a lower
limit of

M, > 44.1 GeV
at the 95% confidence level. A similar analysis was performed to place limits on a stable massive

scalar neutrino, with the couplings specified by the Minimal Supersymunetric extension of the
Standard Model. In this case the suppression factor is:

3/2
1 2
6(M,;) = 5 (1 - 4%)

and the resulting limit is:

M; > 31.2 GeV
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at the 95% confidence level. The same kinematic suppression factor also applies to the case of a
stable Majorana neutrino. The coupling to the Majorana neutrino is, however, twice that to the
scalar neutrino so that the corresponding mass limit is:

M, (Majorana) > 37.2 GeV

at the 95% confidence level.

6.5.4 Standard Model Fits and Limits on the Top Quark Mass

As discussed above, the Standard Model predictions for the parameters we have measured have
a range of uncertainty due to the unknown top quark and Higgs masses. Since our data are well
accommodated within the range of the Standard Model predictions, they may be used to constrain
the top quark mass. We use the full one-loop Standard Model calculation, with leading O(a?M})
terms, provided in the program ZFITTER. This calculation is performed within the framework of a
minimal Higgs sector, that is assuming pyree = 1. Input parameters to this calculation, in addition
to the values of a and GF, are Mz, M, My and the strong coupling constant a,, or Agrz. The
top quark mass and QCD corrections are highly correlated in this procedure. We therefore have
implemented a precise parametrisation of QCD corrections for the partial widths, described in [29],
and have included the QCD corrections to electroweak loops [30].

All fits are repeated for four different Higgs mass values spanning the interval
50< Mu < 1000 GeV. In quoting a x? and results for the top quark mass we refer to the values
obtained for the fit with My = 300 GeV; the observed changes in the mean value obtained for the
four fits are used to derive the uncertainty due to the unknown value of My.

In the first instance we constrain the value of a, as determined by the OPAL collaboration from
a study of jet production rates in hadronic Z° decays [28] to be a, = 0.118 &+ 0.008 . Figure 20 (a}
shows the resulting x? curves for fits to the OPAL measurements of the hadronic and leptonic line
shapes and the leptonic forward-backward asymmetries (the parameters' Mz and a, are varied to
minimise the x? at each point on the curves shown). The results obtainéd from this set of fits are
listed in column 2 of Table 18. The envelope of the four curves allows an upper limit to be placed
on the top quark mass at:

M, < 218 GeV at 95.% confidence level.

Note that using the x? envelope of the four fits in setting an upper limit amounts to adding the
uncertainty due to the unknown Higgs mass linearly with the experimental uncertainties.

Using the values of Mz and M, obtained from these fits we can, within the framework of
the Standard Model, extract the predicted values for other electroweak parameters {and their
uncertainties). Of particular interest are the mass of the W* boson, Mw, the weak mixing angle

] _
sinffw =1 - %‘g—, the effective weak mixing angle sinzﬂfy(lept) for leptons and the effective weak

mixing angle sin’E‘SNM(b) for b quarks 2. The results are shown in column 2 of Table 19; the x?
curves for each parameter are shown in Figure 21.

Hers we adopt the definition sin’ﬁswm(f) =(1- %??)Re[fq(M;)] where xs(M3) is the form factor defined in [24].
H
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2 .
Our determination of sin%fw =1 — %‘;‘g— can be compared with the mean value resulting from
Z

deep inelastic neutrino scattering experiments, derived assuming M, = My = 100 GeV [33,34]:
sin?fw = 0.230 £ 0.004(stat.) + 0.005(syst.). There is good agreement. The CHARM-II Collab-
oration has recently reported [34] an improved determination of the effective electroweak mixing
angle from the ratio of v,e to ¥ e scatterinig cross sections. They measured

sin?6%y, = 0.239 + 0.009(stat.) + 0.007(syst.). They state that their definition of sin®6$, coincides to
within 0.001 with that of sin?dv (lept), independent of M; and My [34]. Our value for sin*der (lept)
is consistent with and more precise than the value of sin?6$, of CHARM-II. The value we have
determined for sinzava(b) agrees with the less precise direct measurements of this quantity from
the forward-backward asymmetry of bottom quark-antiquark pairs in Z° decays [35].

The value of Mw = 79.93 1+ 0.36 GeV obtained from the Standard Model fits to our data is also
in excellent agreement with the direct measurements of the ratio Mw /Mz = 0.8831+0.0048(stat)+
0.0026(syst) and Mw = 79.91+0.39 GeV from the UA2 and CDF experiments respectively [31,32],
and of a similar precision. This is an important further test of the Standard Model.

Having established the consistency of our data and the direct measurements of Mw with the
Standard Model prediction, we proceed to combine them in order to extract more precise predictions
for the top quark mass. In Figure 20(b) are shown the x? curves derived from the combination of
the OPAL value of My with the measurements of Mw/Mz and Mw from UA2 and CDF. These
distributions show a similar sensitivity to the top quark mass as the OQPAL line-shape and forward-
backward asymmetry measurements alone. The results of this set of fits are listed in column 3 of
Table 18.

In Figure 20(c) are shown the x? contours resulting from combining the full set of OPAL’s
line-shape and forward-backward asymmetry measurements with the ratio Mw /Mz from UA2 and
Mw from CDF. These show a further enhanced sensitivity to the top quark mass. The results are
shown in column 4 of Table 18. The envelope of these curves results in a top quark mass limit of:

M, < 207 GeV at 95% confidence level.

The results obtained from parameter transformations to other electroweak parameters for this set
of fits are shown in column. 3 .of Table 19. The corresponding x? curves for each parameter are
shown in Figure 22.

A further set of fits to the combination of OPAL data and the measured values of Mw and
Mw [ Mz has been carried out in which we allowed Aj7= to vary freely, with no external constraint.
The results of this set of fits are listed in column 2 of Table 20. Figure 23 shows the x? contour
in the M, versus Azrz plane, for the fit assuming My = 300 GeV. This can be compared with the
result of a similar calculation using only Rz as input shown in column 3 of Table 20. In both cases
the value of a, ocbtained from these fits is somewhat higher, but consistent with, the value derived
from the jet rate measurement of a,. The central value of the top quark mass derived from the fit
with a, unconstrained is correspondingly reduced.

7  Summary

Using the data recorded by the OPAL detector during 1989 and 1990 the Z° parameters have been
measured with high precision, through an analysis of the reactions e*e~ — hadrons, ete~ — ete,
ete” — utu~ and ete~ — 77~ at several centre of mass energies around the Z® mass. '
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We obtain from a combined fit to hadrons and leptons a mass of Mz = 91.16140.00940.02
GeV, and a total width of Iz = 2.492+0.016 GeV. The errors on Mz have been separated into the
experimental error and the uncertainty due to the LEP beam energy. The error on I'; includes a
contribution of 5 MeV due to the beam energy uncertainty. The measured charged leptonic partial
widths are I,, = 82.9+1.0 MeV, T, = 83.2+1.5 MeV, and I';, = 82.74+1.9 MeV, consistent with
lepton universality. From a fit assuming lepton universality we obtain I'j+;- = 83.00+0.69 MeV.
The hadronic partial width is Phag = 1739£17 MeV. The ratio of the hadronic to the leptonic par-
tial width of the Z° is measured as Rz = 20.95 - 0.22. From the measured total and visible partial
widths a model independent value for the invisible width is calculated to be I,y = 504415 MeV,
corresponding to N, = 3.02 £ 0.09 + 0.03. Alternatively we obtain for the ratio of the invisible
width to the charged leptonic partial width Iy, /Tj+;- = 6.07 &+ 0.17, which corresponds to
N, = 3.05 £+ 0.09 £ 0.005. |

The couplings of the Z° to charged leptons are studied using measurements of the lepton pair
cross sections and forward-backward asymunetries at the different centre of mass energy points of the
Z° scan. Using a generalisation of the improved Born approximation for the lepton pair differential
cross section, the square of the product of the effective axial vector and vector coupling constants of
the Z° to charged leptons, determined mainly from the forward-backward asymmetries at the peak,
is found to be k% zafd? = 0.0017 £ 0.0028. Within this parametrisation the energy dependence of
the forward-backward asymmetries provides an independent measure of the axial vector coupling
constant, which is determined to be k& za, =0.89+0.11. A parametrisation in the form of the
1mproved Born apprommatmn gives eﬁ'ectwe leptonic axial vector and vector coupling constants
a., =0.998 + 0.009 and ¥ = 0.0023 + 0.0028. Alterna.twely, these results may be re-expressed as:
pz = 0.998 & 0.009 and smzﬂw =0. 238_3 o35 respectively. Using an approximate minimal Standard

Model relationship between pz and sin®fw, the resuit sm’ﬂI BA  0.2337 4 0.0021 is obtained. The
final results for Mz, I'z, af::;, partial decay widths and coupling constants are summarised in
Tables 15 and 17 and Figures 15 to 19.

These data are in excellent agreement with the Standard Model, within the range of uncertainty
introduced by the unknown top quark and Higgs masses, and with similar results reported by other
collaborations at LEP and SLC [36]. The measurements presented here are sufficiently precise to
be sensitive to the virtual radiative corrections, predicted by the Standard Model, due to the top
quark and Higgs scalar.

Fits to our data using a full one loop Standard Model calculation, incorporating QCD corrections
to both the hadronic decays and electroweak loops, are used to constrain the top quark mass.
We find that a top quark mass greater than 218 GeV is ruled out at the 95% confidence level.
From Standard Model fits to our data we obtain a value for the effective weak mixing angle in

the charged lepton sector of sinzagvM(lept) = (.2341 £ 0.0021. The value of Mw resulting from the
Standard Model fits, Mw = 79.93 £ 0.36 GeV, is in good agreement with the direct measurements
of Mw /Mg and Mw from the UA2 [31] and CDF [32] experiments. This is an important further
test of the Standard Model. Combining our data with the measurements of Mw and Mw/Mz
results in a further enhanced sensitivity to the top quark mass. We find that, in the context of
the Standard Model, a top quark mass greater than 207 GeV is ruled out at the 95% confidence

level. From a similar fit, but leaving @, unconstrained, we obtain a, = 0.141%); §§(2, From a fit

using only the measured values of Mz and Rz as input we obtain a, = 0.147%3 339 These values

are consistent with the value of &, = 0.118 + 0.008 extracted from measurements of jet rates {28].
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Figure Captions

Figure 1: Luminosity analysis:
A schematic illustration of the OPAL forward detectors. The scale marked along the beam axis
indicates the distance from the interaction point in millimeters.

Figure 2: Luminosity analysis: _ _

A correlation plot showing the normalised cluster energy in the right and left calorimeters for a
sample of events passing all method I cuts except for the total cluster energy cut (indicated by
the diagonal line). The approximate trigger thresholds are shown as the hatched region. The
off-momentum beam particle background events are clearly separated with low calorimeter energy
on both sides. This plot represents approximately 11000 Bhabha events, corresponding to about
10% of the total sample.

Figure 3: Luminosity analysis:

The normalised cluster energy in the left and right calorimeters for method I events. The solid line
shows the distribution for BABAMC Monte Carlo events with simple detector response functions
applied.

Figure 4: Luminosity analysis:
The quantity Adafter all method I cuts except the acoplanarity cut, which is indicated by the
arrows. The solid line shows the same distribution for Monte Carlo events subject to the same cut.

Figure 5: Luminosity analysis:

The distribution of electron and positron polar angles (), for events which pass the method I
selection. The solid line is from Monte Carlo events for the same cuts. The arrows indicate the
position of cuts made on the average angle between the two ends. The entries beyond these cuts
are acolinear radiative events. The minimum and maximum angle cuts confine even the radiative
events to well understood regions of the detector. The effect of the minirnum and maximum angle
cuts at each end is also visible.

Figure 6: Luminosity analysis:

Mapping the drift chamber survey onto the tube chambers. The drift time measured in a typical
drift chamber vs. the coordinates measured in the tube chambers for a sample of clean single tracks.
The lines are a best fit to the data with the assumption that drift time is linear with distance and
that the drift velocity is the same on both sides of the sense wires. Points in the region of local
field distortion near the sense wires were excluded from the fit. The inset is a schematic illustration
of one of the planes of four drift chambers. The arrows indicate the drift directions towards the
sense wires in each of the four chambers (including the Lorentz angle, which does not affect the
analysis).
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Figure 7: Luminosity analysis:

Image of the A counters projected onto the tube chambers. The polar angle distribution of the
cluster in the tube chambers on the A counter side for events passing the fine luminosity scintillation
counter selection (method II). The solid line is for the Monte Carlo simulation, which includes
scattering and showering in upstream material.

Figure 8: Multihadron analysis:

Distributions of variables used for the multihadron event selection:

(a) Ry,

(b) Multiplicity of electromagnetic calorimeter clusters,

(c) Multiplicity of charged tracks,

(d) Rpa-

The variables are defined in Section 4. The histograms are the JETSET 7.2 + detector simulation
expectations, the solid points are the measured distributions, after all cuts have been applied,
other than on the quantity shown. The hatched histograms are the Monte Carlo expectation for
the contribution from ete™ — 717~ events.

Figure 9: Multihadron analysis:

The | cos @ pruse| distribution. A comparison between the JETSET 7.2 + detector simulation and
the real data (at the peak) after all cuts is shown. This distribution is well reproduced all the way
up to the edge of the acceptance.

Figure 10: ete™ — eTe™ analysis:

Distribution of total electromagnetic calorimeter energy. The solid histogram is the Monte Carlo
expectation for ete~ — ete™; the hatched histogram is the Monte Carlo expectation for the
background contribution from ete~ — r+r~. The double hatched histogram is the Monte Carlo
expectation for hadronic background.

Figure 11: ete™ — ete™ analysis:

Comparison of measured dlstnbutlons with ALIBABA predictions:

(a) angular distribution at Z° peak, requiring both the electron and positron clusters to be w1th1n
|'cos 6] < 0.85 and the acollinearity angle less than 10°

(b) acolinearity distribution at A peak requiring both the electron and positron clusters to be
within | cos 8| < 0.70 '
The points are the data unfolded for effects of resolution and backgrounds, the histogram is the
result of the ALIBABA calculation.
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Figure 12: ete~ — utp~ analysis:

(a) Distribution of scaled visible energy, F.i,, for Monte Carlo and data in the angular region
| cosf| < 0.80.

(b) Distribution of scaled visible energy, F.,;,, for Monte Carlo and data in the angular region
0.80 < | cosb] < 0.90. : '

{c) Distribution of visible energy, F,,, for Monte Carlo and data in the angular region
0.90 < |cos 8| < 0.95.

The solid points are data, the solid histogram is the ete~ — utu~ Monte Carlo and the hatched
histogram is the Monte Carlo expectation for the ete™ — 7+r~ contribution. The double hatched
histogram is the contribution from hadronic background.

Figure 13: ete~ — utu™ analysis:

Distribution of the acoplanarity angle for Monte Carlo and data, for a sample of p* 4~ candidate
events enriched in 7+7~ background (see text).

The solid points are data, the solid histogram is the ete~ — p*u~ Monte Carlo and the hatched
histogram is the Monte Carlo expectation for the ete™ — 7+r~ contribution. -

Figure 14: ete~ — 777~ analysis:

Comparison with Monte Carlo :

a) number of tracks distribution,

b) sum of the number of tracks and the number of clusters distribution,

¢) scaled shower energy distribution,

d) scaled visible energy distribution,

e) acolinearity angle distribution,

f) | cos 8] distribution, S

after the other cuts are made. Only the data collected at the peak energy was used for the
comparison. The points are data, the solid histogram is the ete™ — 77~ Monte Carlo and the
hatched histogram is the Monte Carlo expectation for the background contribution.
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Figure 15: Confidence level contours for the measurement of I'z and a{:‘l;.

The black parallelograms of bars indicate the Standard Model prediction for 3 and 4 light neutrino
species. The range spanned by each parallelogram shows the variation in the Standard Model
prediction for 50 < M, < 230 GeV, 50 < My < 1000 GeV and a, = 0.118 +0.008. The shaded bar
linking the two parallelograms marks the expected modification introduced by an additional con-
tribution to the invisible Z% decay width exclusively. The second, darker, shaded bar indicates the
modification introduced by an additional contribution to the hadronic Z° decay width exclusively.

Figure 16: Cross sections as functions of centre of mass energy for:

a)ete™ — ete™, integrated over | cosf,-| < 0.7 and corrected for efficiency within the geometrical
acceptance;

b) ete” — putp~, corrected for acceptance;

c) ete™ — 77—, corrected for acceptance;

d} ete™ — hadrons, corrected for acceptance.

The solid lines are the results of the fit to the combined ete™, gt u™, 7+~ and hadronic data
described in the text. The solid points show the 1990 data and the open points the 1989 data.

Figure 17: Forward-backward charge asymmetries for:

a) ete™ — ete™, within | cosf,-| < 0.7;

b) ete™ — ptu~, within | cosd| < 0.95;

¢) ete” = v+r~, within | cos 8| < 0.90.

The solid lines are the results of the fit to the combined ete™, utu~, 7t~ and hadronic data
described in the text.

Figure 18: One and two standard deviation confidence level contours in the:

a) kG zaff vs. k%zaf,

b) k% zafdf vs. [14p- and

¢} T'haa vs. I'j+;- planes.

The stars indicate our best fitted values. The shaded areas show the variation in the Standard
Model prediction for 50 < M, < 230 GeV, 50 < My < 1000 GeV and «, = 0.118 + 0.008.

Figure 19: One standard deviation confidence level contour in the pz vs. sin’fw plane. The
stars indicate our best fitted values for pz and sin?@w. There are two solutions, symmetric about
sin’w = 0.25. The error bar shows our one standard deviation limits on siﬁ@% after applying
the minimal Standard Model constraint (2) given in the text, at the corresponding value of pz.

The shaded area shows the variation in the Standard Model prediction for pz vs sinzagvM over the
range of 50 < M, < 230 GeV, 50 < My < 1000 GeV.
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Figure 20: a) The x* curves for the fit to M, and Azrs, using the OPAL cross section and for-

ward-backward asymmetry measurements, for four different Higgs mass values spanning the interval

50 < Mg < 1000 GeV. In these fits we constrain the strong coupling constant by «, = 0.118+0.008.
b) Similar contours are shown derived from the combination of the OPAL value of Mz with the

ratio Mw/Mz from UA2 and Mw from CDF.

c) The x? contours resulting from combining the full set of OPAL’s cross section and for-

ward-backward asymmetry measurements with the ratio Mw /Mz from UA2 and Mw from CDF.

Figure 21: a) The x? curves for the parameter Mw resulting from the fit to M, and Ay, using
the OPAL line-shape and forward:-backward asymmetry data, for four different Higgs mass values
spanning the interval 50 < My < 1000 GeV. In these fits we constrain the strong couplmg constant
bya,_0118i0008 lM’

b) Similar x? curves are shown for the parameter sin’fw = 1 — M’

¢) Similar x? curves are . shown for the effective weak rmxmg angle smzew (lept) for leptons
d) Similar x? curves are shown for the effective weak mixing angle smzﬂgvM(b) for b quarks.

Figure 22: a) The x? curves for the parameter Mw resulting from the fit to M, and Ay, using
the OPAL line-shape and forward-backward asymmetry data combined with the measurements
of Mw/Mz and Mw from thé UA2 and CDF experiments, for four different Higgs mass values
spanning the interval 50 < My < 1000 GeV. In these fits we constram the strong coupling constant
by a,_OllsiOOOS -

b) Similar x? curves are shown for the parameter sin’fw =1 - ¥

¢) Similar x? curves are shown for the effective weak mixing angle sinzﬁggM(lept) for leptons.
d) Similar x2 curves are shown for the effective weak mixing angle sinzggvM(b) for b quarks.

Figure 23: The one standard deviation confidence level contour in the M, versus A3z plane, for a
fit using the OPAL line-shape and forward-backward asymmetry data combined with the measured
values of Mw and Mw /Mz from the CDF and UA2 experiments. In this fit no external constraint
is placed on Azrz. The fit was carried out assuming My = 300 GeV. The horizontal band shows
the + one sigma region allowed by the determination of Aj;z from the measured hadronic jet
production rates in hadronic Z° decays [28].
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Source of Error | Uncertainty [%)]
Inhomogeneity in tube chambers 05

Pitch of tubes 0.4

Survey (with drift chambers) 0.3
Calorimeter coordinates 0.1
Distance to interaction point 0.1
Trigger efficiency <0.1
Tube chamber efficiency <0.1

“Data statistics 0.3

Monte Carlo statistics 0.2

L overall | 0.8 |

Table 1: Summary of experimental uncertainties in the tube chamber, calorimeter, and drift cham-
ber (Method I) absolute luminosity analysis.

Correction Factor | Uncertainty [%]

Scattering in beampipe 0.981 1 1.0
Counter hits from accompanying particles 0.984 - 0.9
Counter edge simulation 1.000 0.5

Simulation of hard radiative Bhabhas 1.000 <0.3
Survey 1.000 0.2
Distance to interaction point 1.000 6.1

Counter efficiency 1.000 <0.1
Data statistics 1.000 04
~ Monte Carlo statistics 1.000 0.2

( . overall | 0.965 | 1.5 B

Table 2: Summary of correction factors and experimental uncertainties in the fine luminosity
scintillation counter (Method II) absolute luminosity analysis. '

42



Correction Factor | Uncertainty %]
Acceptance/Efficiency:
Monte Carlo, detector simulation 1.016 0.2
/s dependence of acceptance | - 1.000 <0.1
Overall Acceptance/Efficiency 1.016 0.2
Background:
ete = rtr~ | 0.999 <0.1
two-photon reactions (0.02 £ 0.01 nb) 0.999 <0.1
beam-gas and beam-wall interactions 1.000 <<0.1
cosmic ray events 1.000 <<0.1
Total Backgrounds 0.998 0.1
Theoretical error: '
Fragmentation 1.000 _ 0.3
[ overall 1.014 | 0.4 |

Table 3: Summary of the correction factors and systematic errors for the hadronic event selection
and acceptance. There is an additional point to point systematic uncertainty of 0.2% - |AE|/3,
where AE is the difference in energy, in GeV, from the point at the peak of the Z° resonance.

Correction Factor | Uncertainty [%]
Acceptance/Efficiency:
edge of acceptance 1.000 0.6
total energy cut 1.003 0.2
cluster energy cut 1.001 0.1
low energy tracks 1.002 0.1
tracking losses 1.001 0.1
trigger efficiency 1.000 <0.1
Overall Acceptance/Efficiency : 1.007 0.7
Background:
ete” — vt~ 0.998 0.1
multihadrons 1.000 <0.1
ete™ — vy 1.000 <0.1
ete — eteete” 1.000 <0.1-
Total Backgrounds 0.998 0.1
[ overall | 1.005 0.7 l

Table 4: Summary of the correction factors and systematic errors for the ete~ — ete™ event
selection and acceptance. Correction factors refer to the acceptance within |cos§,-| < 0.7 and
acolinearity less than 10°.
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Correction Factor | Uncertainty [%]
Acceptance/Efficiency:
tracking losses 1.006 0.3
ete~ — utu~ Monte Carlo 1.092 0.2
muon identification 1.001 0.1
F.:s resolution for |cos@| > 0.9 0.999 0.1
trigger efficiency 1.001 0.1
cosmic ray rejection using TOF 1.000 <0.1
edge of acceptance 1.000 <0.1
{defined by the muon endcap detectors)
Overall Acceptance/Efficiency 1.100 0.4
Background:
ete = rtr- 0.987 0.3
cosmic rays in the endcap 0.999 0.1
ete” s ete ptu~ 1.000 0.0
Total Backgrounds 0.986 0.3 n

] overallL 1.084 I 0.5 _]

Table 5: Summary of the correction factors and systematic errors for the ete™ — ptu~ event
selection and acceptance.

Correction Factor | Uncertainty [%)]
Acceptance/Efficiency:
r-pair selection cuts 1.000 0.8
definition of | cos 8| 1.000 0.6
ete” — 7+~ Monte Carlo 1.300 0.3
vertex cut 1.000 0.1
time-of-flight efficiency 1.000 0.1
trigger efficiency 1.001 0.1
Overall Acceptance/Efficiency 1.301 1.1
Background: _
Multihadrons 0.996 0.4
two-photon reactions (5.2+4.3 pb) 0.995 04
ete” — ete~ 0.997 0.3
ete” < utp~ 0.994 0.2
cosmic rays and beam-gas events 0.998 0.1
Total Backgrounds 0.980 N 0.7
| overall | 1.276 | 1.3 1

Table 6: Summary of the correction factors and systematic errors for the ete™ — 7+~ event se-
lection and acceptance. Not included is the correction for the energy dependence of the acceptance,
due mainly to the acollinearity requirement.
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V¢  Luminosity Npaga Thad v¢  Luminosity Nhad Thad

(GeV) (nb~1) _ (nb) (GeV) (nb—1) (nb)
: 1989 _ 1990

88.278 115.1+1.6 569 5.04 £ 0.23 ; 88.224  485.94+3.2 2229 4.63 + 0.11
89.283. 80.7+1.4 766 9.68 + 0.40 | 89.2260 639.2+3.7 5322 8.43 + 0.13
00.284 103.7+1.6 1990 19.56 £ 0.56 | 90.226 381.3+2.9 7045 18.74 + 0.28
91.024 210.9+£2.3 6192 29.94 + 0.58
91.289 186.2+2.1 5633 30.86 £+ 0.62 | 91.223 3483.8+8.9 103664 30.19 + 0.13
91.529 230.8+2.4 6612 29.21 &+ 0.55
92.282 85.5+1.5 1781 21.24 £ (.66 | 92.215 497.6+3.4 10412 21.22 + 0.27
92.562 9.2:4+0.5 150 16.66 + 1.62
93.286 111.441.7 1286 11.77 4+ 0.39 | 93.220 563.1£3.7 6848 12.33 & 0.18
04,277 95.4+1.6 710 7.59 + 0.32 | 94.219 56_2.1:!:3.? 4373 T7.88 + 0.13
95.036 17.7+£0.7 112 6.44 £ 0.66
Total 1246.6 25801 6613.5 139893

Table 7: The hadronic cross section, a4, from a total of 165,694 hadronic decays, as a function of
the luminosity-weighted centre-of-mass energy, /s. Listed are also the integrated luminosity and
the number of observed hadronic events Npaq. The cross sections are quoted with their statistical
and point-to-point systematic uncertainty of both the multihadron acceptance and the luminosity
calculation. For the 1990 measurements the overall systematic error on the cross section is 0.9%.
The overall systematic error on the cross section for the 1989 measurements is 2.3%. The energy

scale error is discussed in the text. The point-to-point error on the energy is 10 MeV.

v/$  Luminosity N, Cee v/  Luminosity N Cee

(GeV) (nb~1) (nb) (GeV) (nb~1) (nb)
1989 _ 1990

88.277 119.4+14 31 0.262 £ 0.048 | 88.224  486.6+3.2 169 0.349 + 0.028
89.286 40.1£1.0 15 0.377 £ 0.098 | 89.226  638.9£3.7 306 0.481 + 0.028
90.282 105.2%1.6 73 0.701 £ 0.085 | 90.226 399.7£2.9 320 0.804 + 0.045
91.030 170.44+2.0 147 0.871 £ 0.073
91.286 211.242.3 215 1.029 + 0.072] 91.221 3363.6+8.7 3363 1.004 + 0.018
91.527 170.8+2.1 161 0.952 &+ 0.079 '
92.283 78.4+1.4 44 0.566 + 0.089 | 92.215 456.6+3.3 271 0.596 + 0.037
03.284 86.8%+1.5 35 0.406 £ 0.070 | 93.220 563.24+3.6 203 0.362 + 0.026
94.277 77.011.4 26 0.340 £ 0.068 | 94.219  562.1+£3.7 128 0.229+ 0.021
Total 1059.3 747 6470.8 4760

Table 8: The cross section for ete™ — ete™, from a total of 5507 events. o, is the cross section
measured within the angular acceptance |cos#,-| < 0.7 and the acollinearity angle less than 10°,
corrected for the effects of efficiency. The cross sections are quoted with their statistical and
point-to-point systematic uncertainty of both the ete~ — e*e™ acceptance and the luminosity
calculation. For the 1990 measurements the overall systematic error on the cross section is 1.1%.
The overall systematic error on the cross section for the 1989 measurements is 2.4%.
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v/s  Luminosity N, oot Vs  Luminosity Ny, o
(GeV) (nb~1) (nb) (GeV) (nb~1) (nb)
1989 1990
88.280 113.6+1.6 24 0.283+0.058 | 88.223 485.5+3.2 109 0.243+ 0.024
89.280 41.7+1.0 11 0.352+0.106 | 89.227 604.5+3.6 231 0.41470.028
90.279 78.7+1.4 53 0.889+0.123 | 90.226 409.6+3.0 316 0.836+ 0.047
91.034 157.9+2.0 148 1.238+0.102
91.281 160.5+2.0 179 1.467+0.110 | 91.222 3563.1+9.0 4834 1.47140.022
91.530 190.8+2.2 198 1.366+ 0.098
92.281 53.7+12 40 0.988+0.157 | 92.216 530.9+3.5 527 1.075:£0.047
93.279 854+15 35 0.549+0.093 | 93.220 565.6+3.7 308 0.591+0.034
94.282 79.2+14 25 0.422+0.085 | 94.219 5555+ 3.7 202 0.394:+ 0.028
Total 961.5 713 _ 6714.9 6527

Table 9: The cross section for e*e~ — ut ™, from a total of 7240 events. ofo} is the total cross
section after correction for efficiency and acceptance. The cross sections are quoted with their
statistical errors and the point-to-point systematic uncertainty of the luminosity calculation. For
the 1990 measurements the overall systematic error on the cross section is 0.9%. The overall
systematic error on the cross section for the 1989 measurements is 3.2%.

v$  Luminosity N, oot NZ Luminosity N, i

(GeV) (nb~1) (nb) (GeV) (nb~1) (nb)
1089 1990

88.279 1109%+1.6 20 0.262+0.059 | 88.224 4814+ 3.2 81 0.213+0.024
89.285 56.1+1.2 14 0.3601+:0.096 | 89.226 638.9+3.7 214 0.426+ 0.029
90.283 929+ 1.5 56 0.864+0.116 | 90.228 305.1+26 221 0.924+ 0.062
91.033 1746+£2.1 180 1.471+£0.111 ' '
91.287 157.7+£2.0 151 1.367£0.112]91.222 3151.31+8.4 3563 1.44310.024 1}
91.530 178.4+2.1 181 1.448+0.109
92.286 56.3+£1.2 34 0.86440.149 [ 92.215 456.0+ 3.3 364 1.019%+ 0.054
03.286 992116 . 41 0.5931+0.093|93.220 513.7£3.5 260 0.646+ 0.040
94,282 781 +14 18 0.3311+0.078 | 94.216 505.24+ 3.5 161 0.4064 0.032
Total 1004.2 695 ' 6051.7 4864

Table 10: The cross section for ete™ — 7t7~, from a total of 5559 events. ¢! is the total
cross section after correction for efficiency and acceptance. The cross sections are quoted with
their statistical errors and the point-to-point systematic uncertainty of the luminosity calculation.
For the 1990 measurements the overall systematic error on the cross section is 1.5%. The overall
systematic error on the cross section for the 1989 measurements is 3.6%.
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Table 11: The forward-backward asymmetry, for 1989 and 1990 data, for the channel ete™ — ete™

7
(GeV) Ny Ny @ Am
88.234 133 61 0.372+0.067
89.230 213 108 0.328+0.053
90.238 235 149 0.225+1+G.050
91.034 80 64 0.1124 0.083
91.225 2017 1702 0.084 1+ 0.016
91.529 80 68 0.081£0.082
92,2256 166 142 0.078 £ 0.057
93.22¢ 117 119 —-0.008 £ 0.065
94.226 97 63 0.217+0.078
Total 3138 2476

within the angular acceptance | cosf,-| < 0.7 and the acollinearity angle less than 10°, from a total

of 5614 events.

Vs |

(GeV) Ng* NB¥ ALS (counting) ARS (fitting)
88.233 57 73 -0.128+0.087 -0.159+0.083
89.230 96 162 —0.258+0.060 —0.278 +0.057
90.234 179 212 -0.088+0.051 —0.077 £ 0.048
91.040 79 98 -0.11 £ 0.08 -0.11 +0.08
91.222 2505 2458 (.009X 0.015 0.010£ 0.013
91.630 116 91 0.12 +0.07 0.12 +0.07
92.222 303 273  0.052% 0.042 0.049 + 0.040
93.227 192 162 0.0851 0.053 0.094 £+ 0.051
94.226 127 104  0.101+ 0.066 0.083 £+ 0.061
Total 3654 3633

Table 12: The forward-backward asymmetry, from combined 1989 and 1990 data, for ete~ — utu~
within | coséd| < 0.95, from a total of 7287 events. The forward-backward asymimetries given in

column four were obtained from the numbers in columns two and three, after acceptance correction
column five represents the results from a maximume-likelihood fit to the cos & distributions.
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N
(GeV) Ng NE  AfE (counting) 7a (fitting)
88.234 33° 69 '—0.357+0.093 —0.344 £ 0.080 |
89.229 106 118 —0.059+ 0.067 —0.064 + 0.062
90.240 127 154 -0.093+0.060 —0.094 + 0.055
91.030 109 106 0.01 £0.07 0.01 £0.07
91.225 1843 1879 -0.009+0.016 -—0.007£0.015
91.520 109 92 0.08 +0.07 0.08 +0.07
92.222 225 191 0.081 £ 0.049 0.070 £ 0.046
93.230 167 135  0.108+0.058  0.129 + 0.055
94,224 a8 85 0.079 £ 0.074 0.090 + 0.072
Total 2817 2829

Table 13: The forward-backward asymmetry, from combined 1989 and 1990 data, for ete™ — 7~
within | cos#| < 0.90, from a total of 5646 events. The forward-backward asymmetries given in
column four were obtained from the numbers in columns two and three, after acceptance correction;
column five represents the results from a maximum-likelihood fit to the cos@ distributions.
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hadronic data hadronic data SM expectation
only only '
Mz [GeV)] | 91.156 +0.009 +0.02 | 91,154 + 0.009 £ 0.02 | 91.161 (input)
L'z (GeV] 2.496+0.017 2.487
oEo% [nb] 41.01+0.41 4147
N, 3.046 + 0.068 3 (input)
x* /NDOF 8.8/15 9.3/16

Table 14: Results of the fit to the hadronic data. In this fit, the correlation matrix of the LEP
energy scale uncertainties for data taken in 1989 and 1990 is taken into account. To facilitate
comparison with other LEP experiments, we quote errors on Mz derived from a fit ignoring all
energy uncertainties. The second error on My reflects all uncertainties in the LEP beam energy.
Column 4 indicates the Standard Model expectations assuming Mgz
determined from a combined fit to the hadronic and leptonic data, 3 generations of light neutrinos,

M; = 150 GeV, My = 300 GeV and a, = 0.118.

49

= 91.161 GeV, the value




with lepton universality | w/o lepton universality | SM expectation
I.. [MeV] 82.9+1.0
T, [MeV] 83.2+1.5
Iy, [MeV] 82.7£1.9
Li4i- [MeV] 83.00+0.69 83.5
K% zat o} (ee) -0.003940.0069
K%z aFof (pup) 0.0028+0.0040
K% gaf o (rr) 0.0029+0.0046
K% a2 0F 0.0017+£0.0028 0.0047
nf'fzc:z,z(ee) 0.82+0.30
n:zaf(p,u.) 0.90+0.16
K2 Zaf(rT) 0.91+0.17
K378 0.8910.11 1.003
Mgz [GeV] 91.161+0.009+0.020 91.161+0.009+0.020 91.161 (input)
I'z [GeV] 2.492+0.016 2.492+0.016 2.487
Thea [GeV] 1.739+0.017 1.7404+0.021 1.736
x? /NDOF 60.0/87 59.1/81

Table 15: Results of the model independent fits to the combined ete~, utu~ and 777~ cross
sections and forward-backward asymmetries. For column 2 lepton universality has been assumed.
Column 3 makes no assumption of lepton universality in regards to any partial width. The values
obtained for the leptonic partial widths in column 3 are a direct test of lepton universality. To
facilitate comparison with other LEP experiments, we quote errors on Mz derived from a fit ignoring
all energy uncertainties. The second error on Mgz reflects all uncertainties in the LEP beam energy.
Column 4 indicates the Standard Model expectations assuming Mz = 91.161 GeV, 3 generations
of light neutrinos, M, = 150 GeV, My = 300 GeV and o, = 0.118. The correlation matrices for
the parameters extracted from these fits are shown in Tables 1 and 2 of Appendix A.
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ete~ utp~ rhtr=
Tis- [MeV]|  82.9+1.0 83.0£0.8 82.8 +£1.0
n‘}zéfﬁl?‘ -0.0038+0.0069 | 0.0028+0.0040 | 0.0028+0.0046
n:zéf 0.82+0.30 0.90+0.16 0.914+0.17

Mz [GeV] 91.156+0.009 | 91.160+0.009 | 91.158+0.009
I'z [GeV] 2.491+0.017 2.491+0.017 2.493+0.017
Thaa [GeV] 1.73910.022 1.736+0.019 1.742140.022

x? /NDOF 28.3/37 28.1/37 20.8/37

Table 16: Results of the fits to the lepton pair cross sections and forward-backward asymmetries:
for the results presented here each lepton species was fit individually. In each case universality has
been assumed between initial and final state leptons. The hadronic cross section measurements are
also included in every fit. To facilitate comparison with other LEP experiments, we quote errors
on My derived from a fit ignoring all energy uncertainties. Mz has an additional error of 0.02 GeV
from the LEP energy uncertainties.

S1BA

a2, o7 fit Pz, sinfw fit | sin®y, fit
a? 0.998 £0.009
7 0.0023 £0.0028
Pz 0.998+0.009 |
sin*fw 0.23879:93% | 0.2337£0.0021

Mgz [GeV] | 91.16240.009 91.162+0.009 | 91.162%0.009
Iz [GeV] 2.49240.016 2.492+0.016 | 2.489+0.016
Thaa [GeV] | 1.73940.017 1.739+0.017 | 1.738+0.017

x? /NDOF | 61.1/88 61.1/88 61.7/89

Table 17: Results of the fits to the combined ete~, utu~ and 7t~ cross sections and for-
ward-backward asymmetries based on the improved Born approximation. Lepton universality has
been assumed. The hadronic cross section measurements are also included in every fit. In the
Pz, sin?fw fit, the value of sin?fw < 0.25 has been chosen from the two possible solutions, which
are symmetric about sin®fw = 0.25. Mz has an additional error of 0.02 GeV from the LEP energy

uncertainties,
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SM parameter | OPAL data only | OPAL Mz and My | full OPAL data and My
My [GeV] 91.165 + 0.009 + 0.02 | 91.160 £ 0.009 £ 0.02 | 91.165 + 0.009 + 0.02
M, [GeV] 100733 *11(Mn) 149183 H5(My) 129+38 15(Mu)
Azps [MeV] 280+120 — 280%52°

a, 0.122 % 0.007 — 0.122  0.007

x? /NDOF 63.8/91 0.9/1 64.8/93

Table 18: The values obtained by Standard Model fits to our data for the parameters: Mz,
M, and Azfs, or equivalently a,. The central values given were obtained from a fit assuming
My = 300 GeV. The uncertainty due to the unknown mass of the Higgs was derived from the
observed changes in mean value obtained for fits carried out assuming four values of the Higgs
mass in the range 50 < My < 1000 GeV. For these fits the value of a, = 0.118 + 0.008 was used.
In column 2 are listed the values obtained for these Standard Model parameters by a fit to the
OPAL line shape and forward-backward asymmetry data alone. In column 3 are listed the results
obtained by combining the OPAL measurement of Mz with the measurements of My /Mz and Mw
from the UA2 and CDF experiments [31,32]. Finally, in column 4 are listed the values obtained by
combining the full set of OPAL line shape and forward-backward asymmetry measurements with
the measurements of Mw and Mw/Mz. The x? curves for M, for each of these sets of fits are
shown in Figure 20.

52



SM parameter OPAL data only { OPAL data and Mw
w [GeV] 79.93 £ 0.36 80.03 £ 0.23
sin?fw = 1 — "—f,% 0.2314£0.007 |  0.22910.0046
sin83 (lept) 0.234140.0021 |  0.2336 % 0.0016
sin?fyy (6). 0.2345+0.0015 |  0.2342 £0.0012

Table 19: ’I‘he values obtained by Standard Model ﬁts to our data for the parameters: Mw,
sin?fw =1 - M‘-‘ , the effective weak mixing angle sin 9W (lept) for leptons and the effective weak

mixing angle smzew (b) for b quarks. These were derived by a parameter transformation from the
Standard Model fits for Mz, M, and AM 5 (see Table 18). The central values given were obtained
from a fit assuming Mg = 300 GeV. For each parameter, the uncertainty due to the unknown
mass of the Higgs was derived from the observed ¢hanges in mean value obtained for fits carried
out’ assummg four values of the Higgs mass in the range 50 < My < 1000 GeV. For these fits the
value of o, = 0.118 £ 0.008 was uséd. In column 2 are listed the values obtained for these Standard
Model parameters by a fit to the OPAL line shape and forward-backward asymmetry data alone.
The value of Mw = 79.93 +0.36 GeV implied by otir data is in excellent agreement with the direct
measurements of CDF and UA2 experiments [31,32], and of a similar precision. In column 3 are
listed the values obtained for each parameter by a set of fits which combines our data with the
measurements of Mw/Mz and Mw from UA2 and CDF. The x? curves for each parameter are
shown in Figures 21 and 22, for each of these sets of fits.
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SM parameter | OPAL data and Mw | OPAL Rz only
Mz [GeV] 91.161 £ 0.009 + 0.02 —

M, [GeV] 119 + 44 + 18( My) —

Asrs [MeV] 670+7%9 750*450

a, - 0.141%9-022 0.147+5:0%2

Table 20: For these fits no external constraint on a, was imposed. In column 2 are listed the
values obtained for each parameter by a set of fits which combines our data with the measurements
of Mw/Mz and Mw from the UA2 and CDF experiments [31,32]. The central values given were
obtained from a fit assuming My = 300 GeV. The uncertainty due to the unknown mass of the
Higgs was derived from the observed changes in mean value obtained for fits carried out assuming
four values of the Higgs mass in the range 50 < My < 1000 GeV. The x? contour in the M, versus
Azrs plane for the fit assuming My = 300 GeV is shown in figure 23. In column 3 is shown the
result obtained from Standard Model fits to the OPAL measurement of Rz = I'hag/T;+;- for Azyrs
or equivalently a,. The central value given was obtained from a fit assuming M; = 150 GeV and
My = 300 GeV.
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APPENDIX A: Parameter Correlation Matrices

In this Appendix are listed the parameter correlation matrices for model independent fits to
the OPAL data discussed in Section 6.5.1 of the text. Two correlation matrices are provided in the
form of Tables: the first one refers to a fit which assumes lepton universality, the second to a fit
carried out without assumption of lepton universality. The results of these two fits are summarised
in columns 2 and 3 of Table 15. :

Parameter 1 2 3 4 5 6
1 Mz 1.000 0.052 0.052 0.023 -0.009 0.036
2 Thea 0.052 1.000 0.279 0.535 0.028 0.009
3 Tey- 0.052 0.279 1.000 0.653 0.106 0.041
4 Tz 0.023 0.535 0.653 1.000 0.069 0.019
5 n:,z&,z -0.009 0.028 0.106 0.069 1.000 0.138
6 r%za2d? | 0.036 0.009 0.041 0.019 0.138 1.000

Table 1: The parameter correlation matrix for the model independent fit, assuming lepton univer-
sality. The results of this fit are summmarised in column 2 Table 15.



0.015

Parameter 1 2 3 4 ) G 7 8 9 10 11 12

1 Mg 1000 0.073 0015 0061 0044 0042 0030 -0.008 -0.004 0008 0.020 0.02I
2 Thaa 0.073 1.000 -0.290 0.584 0.465 0.418 0.038 0.034 0.033 -0.070 0.014 0.012
3 T 0.015 -0.290 1.000 -0.195 -0.157 0.466 -0.048 0.042 (‘)‘.041‘ 0.109  0.009  0.006
4 T, 0.061 0.584 -0.195 1.000 0.309 0.310 0.027 0.084 0022 -0.049 0.018 0.008
5 Tyr 0.044 0.465 -0.157 0.309 1.000 0_.24'7 0021 0.017 0.106 -0.040  0.008  0.017
6 Ty 0.042 0418 0466 0310 0247 1000 0005 0053 0.053 -0.003 0.018 0.015
T K37} (ee) 0.030 0.038 -0.048 0.027 0.021 0.005 1.000- -0.001 -0.001 0.003 0.002 0.002
8 Kijal(uu) |-0.008 0034 0042 0084 0017 0.053 -0.001 1.000 0.005 0.003 0.146 0.000
9 rizaf(rr) |-0.004 0.033 0.041 0022 0.106 0053 -0.001 0.005 1.000 0.002 0.001 0.161
10 «%,a25%(ee) | 0.008 -0.070 0.109 -0.049 -0.040 -0.003 0.003 0.003 0.002 1.000 -0.002 -0.002
11 s%zafo(pp) | 0020 0.014 0.009 0018 0.008 0.018 0.002 - 0.146 0001 -0.002 1.000 0.003
12 K% zafof(rr) | 0.021 0.012 0.006 0.008 0.017 0.002 0.000 0.161 -0.002 0.003 1.000 |

Table 2:

The parameter correlation matrix for the model independent fit performed without assumption of lepton universality.
The results of this fit are summarised in column 3 Table 15.
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